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Abstract

The smart grid is expected to modernize the current electricity grid by commencing a new set of technologies and services that can make the electricity networks more secure, automated, cooperative and sustainable. The smart grid can integrate multiple distributed energy resources (DERs) into the main grid. The need for DERs is expected to become more important in the future smart grid due to the global warming and energy problems. Basically, the smart grid can spread the intelligence of the energy distribution and control system from the central unit to long-distance remote areas, thus enabling accurate state estimation and wide-area real-time monitoring of these intermittent energy sources. Reliable state estimation is a key technique to fulfil the control requirement and hence is an enabler for the automation of power grids. Driven by these motivations, this research explores the problem of state estimation and stabilization taking disturbances, cyber attacks and packet losses into consideration for the smart grid.

The first contribution of this dissertation is to develop a least square based Kalman filter (KF) algorithm for state estimation, and an optimal feedback control framework for stabilizing the microgrid states. To begin with, the environment-friendly renewable microgrid incorporating multiple DERs is modelled to obtain discrete-time state-space linear equations where sensors are deployed to obtain system state information. The proposed smart grid communication system provides an opportunity to address the state regulation challenge by offering two-way communication links for microgrid information collection, estimation and stabilization. Interestingly, the developed least square based centralised KF algorithm is able to estimate the system states properly even at the beginning of the dynamic process, and the proposed $H_2$ based optimal feedback controller is able to stabilize the microgrid states in a fairly short time.

Unfortunately, the smart grid is susceptible to malicious cyber attacks, which can create
serious technical, economic, social and control problems in power network operations. In contrast to the traditional cyber attack minimization techniques, this study proposes a recursive systematic convolutional (RSC) code and KF based method in the context of smart grids. The proposed RSC code is used to add redundancy in the microgrid states, and the log maximum a-posterior is used to recover the state information which is affected by random noises and cyber attacks. Once the estimated states are obtained, a semidefinite programming (SDP) based optimal feedback controller is proposed to regulate the system states. Test results show that the proposed approach can accurately mitigate the cyber attacks and properly estimate as well as regulate the system states.

The other significant contribution of this dissertation is to develop an adaptive-then-combine distributed dynamic approach for monitoring the grid under lossy communication links between wind turbines and the energy management system. Based on the mean squared error principle, an adaptive approach is proposed to estimate the local state information. The global estimation is designed by combining local estimation results with weighting factors, which are calculated by minimizing the estimation error covariances based on SDP. Afterwards, the convergence analysis indicates that the estimation error is gradually decreased, so the estimated state converges to the actual state. The efficacy of the developed approach is verified using the wind turbine and IEEE 6-bus distribution system.

Furthermore, the distribution power sub-systems are usually interconnected to each other, so this research investigates the interconnected optimal filtering problem for distributed dynamic state estimation considering packet losses. The optimal local and neighbouring gains are computed to reach a consensus estimation after exchanging their information with the neighbouring estimators. Then the convergence of the developed algorithm is theoretically proved. Afterwards, a distributed controller is designed based on the SDP approach. Simulation results demonstrate the accuracy of the developed approaches.

The penultimate contribution of this dissertation is to develop a distributed state estimation algorithm for interconnected power systems that only needs a consensus step. After modelling the interconnected synchronous generators, the optimal gain is determined to obtain a distributed state estimation. The consensus of the developed approach is proved based on the Lyapunov theory. From the circuit and system point of view, the proposed framework is useful for designing a practical energy management system as it has less computational complexity and provides accurate estimation results.
The distributed state estimation algorithm is further modified by considering different observation matrices with both local and consensus steps. The optimal local gain is computed after minimizing the mean squared error between the true and estimated states. The consensus gain is determined by a convex optimization process with a given local gain. Moreover, the convergence of the proposed scheme is analysed after stacking all the estimation error dynamics. The efficacy of the developed approach is demonstrated using the environment-friendly renewable microgrid and IEEE 30-bus power system.

Overall, the findings, theoretical development and analysis of this research represent a comprehensive source of information for smart grid state estimation and stabilization schemes, and will shed light on green smart energy management systems and monitoring centre design in future smart grid implementations. It is worth pointing out that the aforementioned contributions are very important in the smart grid community as communication impairments have a significant impact on grid stability and the distributed strategies can reduce communication burden and offer a sparse communication network.
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Chapter 1

Introduction

This research explores the problem of state estimation and stabilization taking disturbances, cyber attacks and packet losses into consideration for the smart grid. The problem is becoming critical and challenging due to global warming, increase of green house gas emissions, and the dramatically increased computational burden of the centralized energy management system for the state estimation and stabilization of power networks [18], [19], [20]. Obviously, these kinds of impairments can seriously deteriorate the system performance and even lose network stability leading to a massive blackouts [21], [22]. Basically, the state estimation provides accurate information about the power system operating conditions and acts as a precursor to design the effective state feedback controller [23], [24]. To address the impending problem, the Kalman filter (KF) based smart grid state estimation and semidefinite programming (SDP) based stabilization approaches are proposed and verified. In light of the goals, this chapter presents the background, research challenges, objectives and contributions of the research.

1.1 Background

Today the most imperative problems all over the world are energy crisis and global warming, which is vulnerable to the natural disasters [25], [26], [27]. These impending issues are mainly due to the greenhouse gas (carbon dioxide, methane and nitrous oxide) emissions from the generation of electricity from the traditional coal and oil based power plants [28],
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[29]. Unfortunately, the energy productivity is about 55% and clients suffer from power outages [30]. More than 95% of these outages are due to distribution systems (excluding the reason of generation deficiency). As the electricity customers are directly connected to the distribution system, its automation will need to guarantee the power supply quality and enhance the operating efficiency. The traditional electricity generation system can also cause power loss due to the long distance energy transmission and distribution, which increases the electricity cost. For example, the electricity production cost is approximately 3-5 EUROcent/kWh in European wholesale markets, but the retail price is about 10-15 EUROcent/kWh, which is due to the energy transmission from the point of production to the consumer [31]. Another reason for the high cost is due to the use of the power electronic interface between the microgrid and the main grid at the point of common coupling [32].

Fortunately, to mitigate the aforementioned inconveniences at an acceptable level, one of the effective solutions is to use a microgrid incorporating renewable distributed energy resources (DERs) for achieving a wiser and sustainable future [33]. For example, a typical photovoltaic (PV) generation system can minimise the power loss by roughly 40%, particularly in the rural distribution power networks [31]. Usually, a microgrid is designed and operated to meet the energy requirement of consumer household items such as pacemakers, home appliances, electric vehicles, cooling and heating, and to deliver excess power to the grid [31]. Certainly, one of the features of a smart grid is that it can integrate and manage the microgrid in a distributed way. For the purpose of illustration, Fig. 1.1 shows the main characteristic of a smart grid with the motivation of smart grid state estimations [1]. More precisely, the main feature of a smart grid is: self-healing, active participation by consumers, protection against cyber attacks, power quality enhancement, adapting all generation and storage options, enabling new product, services and real-time performance optimization [1], [34].

Generally speaking, the power generation pattern of the microgrid incorporating electricity generating circuits depends on the weather and surrounding ambient conditions [35]. Consequently, the microgrid state estimation is needed to estimate the system state in a distributed way so that it can operate in a normal and secure manner [1]. In other words, the state estimation can assist to identify the unmeasurable quantities of the microgrid such as voltage, current and power. After estimating the system states from the smart meter or sensor data, the operator knows the present status of the electricity network and can take necessary actions. The centralized state estimator is infeasible due to the communication burdens. Furthermore, the omnipotent decision maker is responsible for monitoring a large amount of
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Encouragingly, the community microgrid is modern, a supplement for the traditional bulk power grid and small-scale version of the centralized electricity network. To achieve the reliability, cost reduction and diversification of energy sources, the distributed microgrid state estimation is one of the promising research topics in academia, and for environmentalists and utility operators. To obtain the measurement, the utility operator deploys a set of smart sensors around the microgrid. Generally, the smart sensors, actuators and estimator are not physically collocated in the power network [37], [38]. Therefore, a communication network is clearly required for transferring information between the microgrid and the estimator at the energy management system (EMS). As a matter of fact, the performance of the estimation depends on the channel condition between the microgrid and the EMS. For instance, there may be packet losses due to the impairments of the communication medium such as wired,
wireless and hybrid networks.

There are several communication options available such as power line communications (PLC), copper-wire line, fiber optics, and a variety of wireless technologies for the grid integration of DERs [39]. Figure 1.2 shows different sensing and communication options in the smart grid. In comparison with wireline communications, wireless communications have the advantages of easy mobility and installation, low deployment cost, remote area microgrid control and more user supported, and are gaining more and more interests from both industry and academia in future smart grids [2]. To achieve the vision of the smart grid through communication networks, the fifth generation (5G) communication infrastructure is used to collect data from the physical entities and take necessary actions based on observations [40]. The 5G technology comprises all type of advanced features such as ubiquitous computing,
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smart aggregator and all IP platforms, which makes this technology more powerful to meet the massive demands in the future [41], [40]. The 5G networks will entail smart nodes with heterogeneous characteristics and capacities, which will result in a multi-tier architecture. This technology can effectively enable new facilities, security and high data rate services to everyone and every device [41], [40].

Research has been conducted on the power system state estimation in a centralized or distributed way. The centralized estimation means that the EMS uses all measurements from the local sensors to obtain a global estimation [42], [43], thus demanding huge communication and computation resources for processing all the measurements. The distributed system can process the subset of sensing information in a distributed way, leading to a very effective strategy for performing the wide-area distributed computation [44], [45]. In the distributed state estimation, every local estimator computes the state information based on its own measurements and sends it to the global estimator for obtaining a reliable estimation. From the smart grid and practical point of views, it improves scalability and computational efficiency [46], [42]. It is also relatively easier for monitoring the microgrid operating condition which changes after adding/removing the microgrid to/from the grid.

There are many estimation methods that deal with the centralized and distributed state estimation. First of all, weighted least squares is a classic method for estimating power system states [47]. The distributed KF (DKF) based dynamic state estimation is widely used in the literature [48]. Moreover, the extended KF and unscented KF algorithms are proposed in [49]. Nowadays, the consensus-based DKF methods have been proposed for sensor networks in [50], [51]. From the practical point of view, the diffusion strategy is widely used in the literature, where the global estimator linearly combines local results using a set of weighing factors [52], [53]. However, selecting an optimal weighting factor from the power system perspective is a quite difficult task. Furthermore, none of the above papers consider the packet losses in the distributed estimation process. Interestingly, the KF and linear quadratic Gaussian based optimal control for the networked controlled smart grid is suggested in [20]. Even though it considers packet losses, it is only suitable for the centralized power system state estimation and control. In fact, the microgrid state estimation with an unreliable communication channel is not considered in the literature specifically in a distributed way.
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Given the significant concerns regarding carbon emissions from fossil fuels, global warming and the energy crisis, renewable DERs are going to be integrated in smart grids, which will make the energy supply more reliable and decrease the costs and transmission losses [54], [55]. However, significant technical challenges arise in the planning, operation and control of DERs, due to the randomness and weather-dependence in the power generation [56]. This problem stimulates the deployment of smart sensors and actuators in smart grids so that the voltage can be stabilized. Motivated by this, voltage regulators should be installed at planned positions in the distribution feeders [57], [55]. Interestingly, the bidirectional smart grid communication between the microgrid and the control center can be leveraged to facilitate voltage regulation problems [58]. Another critical challenge is that the performance of the microgrid state estimation framework has to handle a hybrid system: a continuous dynamic system state and discrete information bits in communication systems and the estimation process [59]. Obviously, the introduction of time-varying parameters in the system model is needed for accurate representation of the DER behaviour, leading to more challenging problems in the estimation and control.

Generally speaking, the smart grid is susceptible to malicious cyber attacks, which can create serious technical, economic, social and control problems in power network operations such as blackouts in power systems, tampering with smart meter readings and changing the forecasted load profiles [3]. As shown in Fig. 1.3 system state estimation is an essential task for the monitoring and stabilization of the power network. Statistics in the energy sector in the USA show that more than 150 cyber attacks happened in 2013 and 79 in 2014 [11]. As a result, the power outage cost is about 80 billion US dollars per year in the USA. Usually, the utility operators amortize it by increasing the energy tariff, which is unfortunately transferred to consumer expenses [60]. Mostly, the wind farm and EMS are located far away from each other [61], so there is an unreliable communication link between them. The unreliable link can lead to packet losses which cause monitoring performance degradation and may give deceiving information to the utility operator [62], [63].

The power system state estimation commonly uses the KF algorithm. To utilize the KF estimator, one needs to specify the initial state value. Due to the lack of systematic methods for the estimation of initial states, the initial estimation is usually far away from the true initial
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Figure 1.3: Flow of electricity and information between different sections of smart grids [3].

states. In the diffusion KF, the global estimator is linearly combined with the local estimation results with the set of weighting factors. However, in designing the optimal weighting sequence it is very difficult to get a consistent estimation. Finally, the distribution power sub-systems are usually interconnected to each other, so the design of the interconnected optimal filtering algorithm for distributed dynamic state estimation considering packet losses is a very challenging task. Driven by the aforementioned motivations and technical challenges, the following research gaps are identified and addressed in this thesis.

- **What is the suitable two-way communication infrastructure for sensing, estimating and controlling the microgrid incorporating multiple DERs?** Based on the communication infrastructure, what is the optimal state estimation algorithm that can relax the initial assumption in the centralised KF? Based on the estimated states, what type of feedback control technique can be applied for stabilizing the grid?

- **What is the reliable smart grid communication infrastructure that can tolerate cyber attacks?** What type of centralised feedback control technique can be applied for controlling the microgrid states?
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- How can the global estimator effectively combine local estimation results considering packet dropout in measurements? How can the convergence of the algorithm be proven from the continuous-time state space point of view?

- How should the estimators interact with each other so that the centralised processing can be avoided to reach a consensus on estimation? If such distributed estimation is feasible, how can the convergence of the algorithm be proven from the continuous-time state space point of view? What type of distributed feedback control technique should be applied for controlling the system states?

- How can the distributed estimator be designed such that it needs only a consensus step to reduce computational complexity? From the practical implementation point of view, how can the convergence of the algorithm be proven for a discrete-time system?

- How can the convergence of the distributed estimator be analysed considering different observation matrices with local and consensus steps?

It is worth pointing out that the aforementioned problems are not trivial in the smart grid community as communication impairments have significant impact on grid stability and the distributed strategies can reduce communication burden and offer a sparse communication network.

1.3 Research Objectives

In recent years, the concept and framework of smart grid have gained acceptance in both industry and academia. Built upon ubiquitous sensors and integrated high speed interconnected communication networks, through the use of advanced information technology, control and decision support technologies, smart grid is seen as a modernisation of both transmission and distribution networks with the features of self-awareness, self-organising and self-recovery. In order to realise these features, one of the prerequisites is the observability of system state information such as power flows, voltages, currents, phases and frequency, across the grid. Reliable state estimation is a key technique to fulfil the observability requirement and hence is an enabler for the automation of power grids. We consider a state estimation problem in smart grids, where various sensors collect grid information and send it to the control centre
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via wired or wireless channels, and then the control centre performs state estimation based on the received data. The specific aims of this research include the following aspects:

- A microgrid incorporating multiple DERs is represented as a discrete-time state-space linear system. A set of smart sensors are deployed to get microgrid information where measurements are disturbed by noises, cyber attacks and packet losses.

- Propose a reliable smart grid communication system to address the state regulation challenge by offering two-way communication links for microgrid information collection, estimation and stabilization.

- In order to properly monitor the intermittent energy sources, it will need centralized and distributed state estimation algorithms in the context of smart grids. For real-time applications, the convergence of the developed approaches will need to be proven.

- In order to regulate the microgrid states, this study will need to propose optimal feedback controllers such that they will act as precursors in terms of network stability and the operation of DERs.

- The efficacy of the developed approaches will need to be verified through numerical simulations. To sum up, Fig. 1.4 summarizes the flow diagram of the research objective.

Figure 1.4: Flow diagram of the research objective.
1.4 Methodology

After modelling the microgrid, the observation information is obtained by a set of sensors. The sensing information is transmitted to the control center over a communication network where measurements may be disturbed by noises, cyber attacks and packet losses. In the control center, the data is fed to a state estimator program for estimating the system states. After estimating the system states, the feedback control strategy is developed to stabilize the grid. Figure 1.5 shows the detailed research methodology of this project. The following tools will be used in this research: centralised KF, diffusion KF, distributed KF, least square, optimization theory, linear quadratic Gaussian (LQG), linear matrix inequality (LMI), SDP, $H_2$-optimal control, channel coding and communication theory. Using the appropriate tools and methodology, the key contributions are summarised in the next section.

### Figure 1.5: Research methodology.

1.5 Main Contributions

Driven by the aforementioned motivations and technical challenges, the main objective of this research is to develop KF based state estimation and stabilization algorithms in the context of smart grid communications. The research contributions and findings that will be discussed in this thesis have been presented in several conferences and published in journals...
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(see List of Publications). In meeting the goals of this project, the main contributions and expected outcomes of this research can be summarized as follows:

- A microgrid incorporating multiple DERs is modelled as a discrete-time linear state-space equation where sensors are deployed to obtain state information. In order to transmit the sensing information to the control center, a smart grid communication infrastructure is proposed. The proposed communication system provides an opportunity to address the state regulation challenge by offering two-way communication links for microgrid information collection, estimation and stabilization. Based on the communication infrastructure, the proposed least square based KF algorithm is able to estimate the system states properly even at the beginning of the dynamic process. After estimating the system states, an optimal $H_2$ feedback control strategy for stabilizing the microgrid states is explored based on the SDP approach. As a result, a new sensing, state estimation and control scheme for microgrids incorporating DERs is derived. The effectiveness of the developed approaches is verified by numerical simulations.

- The smart grid is generally susceptible to malicious cyber attacks, which can create serious technical, economic, social and control problems in power network operations. In contrast to the traditional cyber attack minimization techniques, this dissertation proposes a recursive systematic convolutional (RSC) code and KF based state estimation method in the context of smart grids. Specifically, the proposed RSC code is used to add redundancy in the microgrid states, and the log maximum a-posterior decoder is used to recover the state information which is affected by random noises and cyber attacks. Once the estimated states are obtained, an SDP based optimal feedback controller is proposed to regulate the system states. Test results show that the proposed approach can accurately mitigate the cyber attacks and properly estimate and regulate the system states.

- Environment-friendly wind turbine is described as a state-space framework, and the system measurements are obtained at EMS under unreliable communication links. In order to know the wind turbine operating conditions, an adaptive-then-combine distributed dynamic state estimation algorithm is proposed. After locally estimating the system states, the global estimator combines local estimation results through a set of weighting factors. The weighting coefficients are determined by minimizing estimation error covariances based on SDP. Convergence of the proposed approach is
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The distribution power sub-systems are usually interconnected to each other, so this research investigates the interconnected optimal filtering problem for distributed dynamic state estimation considering packet losses. The proposed estimator is based on the mean squared error between the actual state and its estimate. To obtain the distributed estimation, the optimal local and neighbouring gains are computed to reach a consensus estimation after exchanging their information with the neighbouring estimators. Moreover, the convergence of the developed algorithm is theoretically proved. Afterwards, a distributed controller is designed based on the SDP approach. Simulation results demonstrate the accuracy of the developed approaches.

The consensus of interconnected optimal filtering problem is further extended considering only the consensus step. The consensus of the developed algorithm is proved based on the information form of the discrete-time KF and matrix theory. Simulation results are demonstrated using the interconnected synchronous generators and loads.

The distributed state estimation algorithm is further modified by considering different observation matrices with both local and consensus steps. The optimal local gain is computed after minimizing the mean squared error between the true and estimated states. The consensus gain is determined by a convex optimization process with a given local gain. Furthermore, the convergence of the proposed scheme is analysed after stacking all the estimation error dynamics. The efficacy of the developed approach is demonstrated using the environment-friendly renewable microgrid and IEEE 30-bus power system.

The remainder of this thesis is organized as follows.

- Chapter 2 describes the necessity of state estimation for smart grid operations. The literature review for smart grid state estimation and control is presented.
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- Chapter 3 presents the least square based centralized KF and $H_2$ stabilization approach. A microgrid incorporating multiple DERs is modelled, followed by the proposed algorithms. The efficacy of the developed approaches is verified through simulations.

- Chapter 4 describes the cyber attacks protection and optimal feedback control approach. After presenting the microgrid, the observation model and cyber attack process are described. Moreover, the KF based dynamic state estimation is presented. The proposed control technique is derived, followed by the simulation results and discussions.

- Chapter 5 captures the adaptive-then-combine distributed state estimation considering packet dropouts. After representing a community resilient wind turbine state-space model, an adaptive-then-combine diffusion algorithm and a weighting factor calculation method are proposed. Convergence of the proposed method is analyzed. The efficacy of the developed approaches is verified through simulations.

- Chapter 6 presents the distributed estimation and stabilization algorithms for interconnected systems over a lossy network. First of all, the proposed algorithm is derived and its stability analysed. Then the proposed distributed controller is designed. Finally, the distribution power system including microgrid and the numerical simulations are demonstrated.

- Chapter 7 describes the convergence of distributed estimation for the discrete-time systems. An interconnected network with multiple synchronous generators and its state-space model are illustrated. Afterwards, the proposed algorithm is derived and its convergence is analysed. The efficacy of the developed approaches is verified through simulations.

- Chapter 8 proposes the distributed state estimation algorithm by considering different observation matrices with both local and consensus steps. The convergence of the proposed algorithm is analysed after stacking all the estimation error dynamics. The efficacy of the developed approach is demonstrated using the environment-friendly renewable microgrid and IEEE 30-bus power system.

- Chapter 9 concludes the thesis with a summary of the original contributions and future work.
Chapter 2

Literature Review for Smart Grid State Estimation and Control

2.1 Introduction

The smart grid is a two-way flow of electricity and information between energy producers and consumers, which provides a widely-distributed and automatically controlled energy delivery network [64]. By exploiting two-way communications, it becomes possible to replace the current power system with more intelligent infrastructures [65]. Therefore, the smart grid is seen as a modernization of both transmission and distribution power grids with the features of self-awareness, self-organisation and self-recovery [39, 65]. The main characteristics of a smart grid are illustrated in Fig. 2.1.

The smart grid is based on the development of communication infrastructures incorporated into the electrical grid to enhance the information exchange and achieve a fully-automated energy management system. From this point of view, the smart grid architecture is divided into four dominant layers: physical power layer, power control layer, communications layer and application layer [2]. The system architecture for the smart grid paradigm is demonstrated in Fig. 2.2. The physical power layer includes the power generation unit, transmission systems (delivering power from the plants to the substations) and distribution systems (delivering power from the substations to the consumers). The power control layer involves advanced sensing technologies, measurement devices, controls and monitoring equipment,
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Figure 2.1: The main characteristics of a smart grid.

such as smart sensors, phasor measurement units, SCADA and actuators. The communications layer provides reliable, secure and effective information exchange between the layers. Lastly, the application layer supports all of the services provided to the end customers and utilities, such as automated metering and broadband access [65], [2].

Figure 2.2: System architecture for the smart grid paradigm [2].

Furthermore, the communications layer has premises networks, neighborhood/field area network (NAN/FAN) and wide area network (WAN). The premises network, such as the home area network (HAN), building area network (BAN) and industrial area network (IAN), provides access to applications in the customer premises [66]. The NAN/FAN provides a rel-
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Relatively long-distance communication link between smart meters, field devices, DERs, customer premises’ networks and WAN. The WAN provides very long-distance communication links between the grid and the utility via a core network and FAN/NAN. However, the coverage area and data rate requirements for the customer premises’ network, FAN/NAN and WAN vary for different communication standards (wired and wireless) and protocols. To illustrate, Fig. 2.3 shows different communication standards and protocols of a smart grid. The wireless communications are easier to deploy (especially in remote areas), more flexible and portable than wired networks, such as power line communication (PLC) and optical fiber communication [2]. However, the security, reliability and power consumption are the main problems for this network [67]. In order to get the benefits of the future smart grid, the signal processing research community is trying to develop channel coding based communication technologies so that the smart grid becomes more intelligent, reliable, secure and user friendly [9], [68] [69].

Figure 2.3: Different communication standards and protocols of a smart grid [4].

2.2 Role of State Estimation and Controller in Smart Grids

The state variable defines the system’s operating conditions of a power system such as bus voltage, branch current and power [70]. According to [22], the power system may move
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into one of four possible states such as normal state, emergency state, in extremis state and restorative state, as the operating conditions change due to an unexpected event. In the nor-

![State Diagram for Smart Grid Operations](image)

Figure 2.4: State diagram for smart grid operations [5].

...mal secure state, a power system satisfies the energy demand of all clients without violating any operational constraints (all state variables are within the normal range). Otherwise, the normal state is classified as an insecure state when some important quantities (line currents or nodal voltages) exceed their operational constraints but the power system is still intact and supplies its clients. Overall, in the event of insecure, emergency and extremis cases, the utility company will take necessary action to restore the system to normal secure state [22], [71]. Otherwise, the system will blackout. In the USA 2003, about 50,000,000 people had their power interrupted and numerous plants shut down due to the nonreal-time information to monitor the power plant [72].

One of the important features of smart grid is that it can integrate the multiple DERs into the main grid. The distributed generation such as microturbines, photovoltaic cells, biomass, fuel cells, battery systems, solar panel and wind power generations can continue to generate power even when power from a utility is absent [73]. However, significant technical challenges arise in the planning, operation and control of DERs, due to the randomness and
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weather-dependence in the power generation [56]. Considering these factors, DERs need to monitor from the distribution level. Figure 2.5 shows the integration of the multiple DERs and today’s centralized and distributed control centers. Interestingly, the bidirectional smart grid communication between the microgrid and the control center can be leveraged to facilitate smart grid state estimation problems [58].

In order to know the operating conditions of a power system, the utility company deploys many sensors in the substation levels. Substations are equipped with devices called remote terminal unit or intelligent electronic device which collect various types of measurements from the field. These devices are responsible for transmitting the sensing information from the DER to the control centre [22], [5]. In the control centre, the information is fed to a state estimator program for further analysis as shown in Fig. 2.6. The estimation is passed to the energy management system (EMS) applications such as the load forecasting, contingency analysis, power flow analysis and stability analysis [74], [75], [76]. The state estimation also allows the determination of power flows which are not directly metered. So, the state estimation provides a snapshot of the power system from the available measurements [77], [78]. Generally, the knowledge of the system states is necessary to apply the control strategy
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for grid stabilization. Before going to design EMS, the state-of-art smart grid state estimation and stabilization approaches will need to know in advance.

Research has been conducted on the smart grid state estimation in a centralized or distributed way. The centralized estimation means that the EMS uses all measurements from the local sensors to obtain a global estimation [46], [42], [43], thus demanding huge communication and computation resources for processing all measurements. On the other hand, the distributed system can process the subset of sensing information in a distributed way leading to a very effective strategy for performing the wide-area distributed computation [44], [45]. Sometimes the measurement information may be lost in the communication channel due to
fading, link failure, packet dropouts and delays [38]. After estimation, the state feedback controller is necessary for proper operation and maintaining the grid stability. Driven by this motivation, the literature review for the centralised and distributed state estimation with ideal and lossy channel is presented first, followed by the state feedback controllers.

2.3 Centralised State Estimation Over an Ideal Channel

The centralised state estimation over an ideal channel means the EMS processes all available measurements to estimate the system states, which are disturbed by noises only. In other words, there are no measurement losses due to communication impairments such as packet losses, cyber attacks, link failures and delays.

There are many algorithms and tools that have been adopted for smart grid centralised state estimation over an ideal communication channel. To begin with, the static state estimators are widely used in power systems, which rely on a single set of measurements [79]. In order to regularly estimate the system states, this process is repeated at suitable intervals of time [80], [81], [82]. Interestingly, the first step toward the dynamic estimator is taken by Debs and Larson in [83], where a simple state transition model is considered. It is assumed that the power system is a quasi-static scheme, and the states change slowly with time. It provides a better performance; however, it requires an accurate dynamic model and incurs relatively more computational complexity. In multi-area power systems, several different estimation stages are used [79]. In local state estimation stages, the estimators gather measurements from the system and estimate the states, which are shared with the neighbouring local estimators. Next, the global estimator combines the local estimation information and re-calculates the system states [84], [85]. In order to know the system states, the specific algorithm needs to be known, which is discussed in the following paragraphs.

Power system state estimation frequently uses the weighted least squares (WLS) method that minimizes the sum of the squares of the weighted residuals [86]. The main problem of the WLS method is that the gain matrix may be ill-conditioned. Thereby, the solution may fail to converge, and system states cannot be obtained accurately [87], [77]. The numerically ill-conditioned problem is successfully solved by the trust region method with quadratic regulation factorization, but the convergence problem still exists [88]. Besides, the estimation
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process of telemetering measurements is treated individually as an additional constraint to the WLS method [89]. Then, the constrained minimization problem is solved by the Lagrange multiplier method [90]. In [89], a similar constrained WLS problem is formulated, where the explicit optimization variables are the measurement residuals. In order to overcome the WLS problem, the least mean squares (LMS) and Kalman filter (KF) based iterative algorithms are widely used for power system state estimations.

The LMS based power system state estimation is implemented in [91], [92]. However, it is very difficult to tune the step size parameter of this LMS algorithm. The normalized LMS (NLMS) algorithm is explored for state estimations [91], [93]. This NLMS algorithm normalises the input signal so that the step size parameter guarantees stability of the algorithm. Then, the variable step size based LMS algorithm for system state estimations is proposed in [94], [95]. This method provides an optimum convergence rate, but there is a trade-off between rate and performance. Moreover, an artificial intelligence based dynamic state estimation is presented in [96]. This technique does not require a mathematical dynamic model. However, in stability analysis of large-scale power systems, it is often preferable to have an exact model. From this perspective, the model based KF algorithm is widely used for dynamic system state estimations [97], [20], [98].

A joint state and parameter estimation method in power systems is proposed in [99], [100], but it fails to properly identify any dynamic pattern. The next breakthrough in dynamic state estimation comes from [101], which provides an appropriate state transition model. This model uses a KF and an exponential smoothing algorithm for state forecast [101, 102]. Generally, the KF based state estimation is widely used in the literature and provides a recursive update of the state during system operations. Furthermore, a robust forecast-aided state estimation algorithm is presented in [103], which is considered an alternative form of the KF approach. Moreover, the KF together with the linear quadratic Gaussian (LQG) control method is explored in [55], [104], [105]. To utilize the KF estimator, one needs to specify the initial state values. Due to the lacking of systematic methods for the estimation of initial states, the associated estimation is usually far away from the true states. Fundamentally, the KF is only applied for a linear system, but most of the power system dynamics in the real world are non-linear.

Generally speaking, the extended KF (EKF) and unscented KF (UKF) algorithms are commonly used in the literature for non-linear power systems. In [106], the EKF based state
estimation process is applied to a fourth-order synchronous generator. In [107], the fault tolerant EKF based state estimation framework is proposed with the application to smart grids. It shows that when the system is highly non-linear, the linear prediction is not appropriate [108]. In other words, the main drawback of EKF is that it will need linearized system parameters such as partial derivative of the state transition matrix. Apart from the difficulty of obtaining derivatives for a large-scale power system, if the initial state estimation is wrong, the filter error may diverge. To deal with these shortcomings, the fractional order EKF is used for estimating the system states, whereby fractional order partial derivatives can be employed [109], [110]. In order to avoid the calculation of Jacobians, the UKF based power system state estimation is explored in [106], [111], [112], and it shows that the UKF preserves high-order estimation accuracy compared with the EKF. This improvement is due to the fact that the UKF calculates the mean and covariance of state variables accurately that undergo a non-linear transformation [113], [112]. The aforementioned techniques are suitable for the non-linear power systems with the Gaussian distribution noises.

The particle filter (PF) is adopted for power system state estimations, which can be applied in non-linear and non-Gaussian systems [114], [23]. Generally, the PF computes the prior and posterior probability density functions based on measurements with particle weights [114], [115]. When a new measurement is available, the probabilities can be updated by changing the values and weights of the particles through Monte Carlo simulation [23]. Specifically, the PF based scheme to estimate the phase angle of the utility grid in the presence of voltage unbalance and frequency variation is proposed in [116]. It shows that the PF provides better performance compared with the EKF as the power system states are highly non-linear, while their reverse performance results are reported in [117]. Moreover, the modified PF is employed in [114] for permanent magnet synchronous machine flux linkage estimations. In this scheme, the prior and posterior probability density functions are approximated by the set of particle weights, and the weight of the particles are then adjusted based on the modified probabilities. Furthermore, the hybrid particle swarm optimization algorithm is developed in [118]. The method is tested on standard IEEE 13 and 123-bus unbalanced test systems, and it indicates that the hybrid particle swarm optimization algorithm outperforms the WLS approach. In addition, the PF approach to dynamically estimate the states of a synchronous generator in a multi-machine setting is presented in [119], [120]. Interestingly, a comparison between the PF, EKF and UKF is provided in [23], and it demonstrates that the PF captures the transient responses of the dynamic states more accurately than the UKF.
and EKF. Unfortunately, the PF requires a higher computational complexity. Fortunately, the signal processing research community is trying to add a new flavour in the smart grid state estimation by introducing different message passing algorithms.

From the signal processing point of view, the belief propagation (BP) based static state estimator for the IEEE 4-bus distributed system is proposed in [121]. However, the system states continuously change over time. In fact, the BP algorithm for unregulated dynamic state estimation for a virtual microgrid is proposed in [9]. Unfortunately, the computational complexity of the BP approach is very high, even though the performance is almost the same as KF at a high signal-to-noise ratio. A comparison between the EKF and nonparametric BP (NBP) has been investigated for dynamic state estimation [122]. Basically, the sum-product message passing algorithm to estimate the system state is developed, showing that the performance of the NBP is better than that of the EKF algorithm. In [123], [124], a factor graph based message passing algorithm for power system state estimation is presented. Actually, the factor graph consists of variable and factor nodes. Typically, the factor nodes are the logical representation of the sensor observation information, whereas the variable nodes do not exist physically [123]. Usually, the message can be processed and passed between the variable and factor nodes with certain sum-product rules [123], [124]. A BP algorithm has interesting structural properties corresponding to non-linear feedback dynamical systems in the context of decoding the received signal [125]. Overall, the BP based statistical estimation techniques can provide a better performance if there is no loop in the graph [126]. In other words, this algorithm can converge to the true system states in the Bayesian tree like structure. When loops are present in the graph, the algorithm may cause oscillation and the estimated state may diverge from the true state [126], [127].

Overall, most of the existing smart grid state estimation techniques are centralised in the literature [128], [129]. This means, a huge amount of state information is collected and processed at the central state estimation unit. This not only causes communication and computational burdens but also creates a possibility for central point failure leading to massive blackout [128], [130]. For this reason, the distributed estimation approaches are a striking alternate as they may need less communication bandwidth and allow parallel processing [131].
2.4 Distributed State Estimation Over an Ideal Channel

In order to estimate the system states, various distributed state estimation algorithms and tools have been proposed in the literature. To begin with, the hierarchical two-level static state estimation is proposed in [132]. Afterwards, the two-level state estimation for multiarea power systems is studied in [133], [134], [135]. These approaches use a conventional WLS in a distributed way. Moreover, a brief literature survey for system decomposition techniques can be found in [136]. Next, a survey of multiarea state estimation is given in [137]. Different types of multilevel computation and communication architectures are described for large-scale interconnected power systems. Particularly, the distributed state estimation method for multiarea power systems is presented in [138]. Each area performs its own state estimation based on the local information and exchanges the border information with a global state estimator. Next, a fully distributed modified coordinated state estimation (MCSE) algorithm is proposed for interconnected power systems [130]. This static MCSE method estimates the entire system state information and communicates their estimation results with pre-specified neighbouring areas. The idea is then extended in [139], where a fully distributed Gauss-Newton algorithm for power system state estimations is presented. In this framework, the matrix-splitting techniques are utilized to carry out the matrix inversion required for the Gauss-Newton iteration.

Interestingly, the distributed KF (DKF) has received considerable attention in the smart grid research community. In [48], the distributed hierarchical structure is provided in which the local state estimation is computed independently by the local KF at each sensor node. In [128], the distributed extended information filter and unscented information filter are considered for condition monitoring of power transmission and distribution systems. Here, the local estimated states and covariance matrices are fed to an aggregator filter. The performance of the method totally depends upon the covariance matrices with the assumption that each measurement is similar. However, in practice, the measurement for each local KF is different and these big covariance matrices lead to a large communication burden. Next, the DKF with a weighted averaging method is adopted in [140], which requires the global information of the state error covariance matrix.

Recently, the consensus based DKF methods have been proposed for sensor networks, where the local observations are exchanged with neighbours in order to get the global state estima-
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The DKF algorithm in [141] consists of micro-Kalman filters and each is embedded with a low-pass and a band-pass consensus filter, while in [50] a micro-filter architecture with identical high-pass consensus filters is proposed for the sensors with different observation matrices. It is assumed that each sensor node can communicate its measurement, covariance information and output matrix with its neighbours [50]. Then, a trust based DKF approach to state estimation in power systems is proposed in [143]. This method uses an accuracy dependent consensus step in the standard KF steps. Generally, this method imposes the requirement of intermediate averaging among subsystems that leads to additional communication burden [144]. Moreover, the distributed information consensus filter for simultaneous input and state estimation is explored in [145]. However, the calculations of gain and error covariance in all preceding methods are based on the suboptimal filter.

Different from the consensus approaches, the diffusion strategy is widely used in the literature, where the estimates are linearly combined using a set of weights [52], [53]. This method is more practical when dealing with dynamic systems where new measurements must be processed in a timely manner instead of running consensus [146], [147]. However, finding the optimal combination of weights is one of the important problems for enhancing the estimation performance. To do so, the Metropolis optimal weights are generally chosen to yield fast consensus, and it is a strong candidate for distributed consensus. Therefore, it requires knowledge of the local topology to get a faster mixing with the guaranteed convergence of average consensus [148]. Generally speaking, the local state estimators are interconnected with each other, so there are cross-covariances between them. Considering this factor in an aggregator filter, it can play an important role in improving the estimation performance. To achieve a better performance, the diffusion KF based covariance intersection is investigated in [149], [150], [151]. Moreover, the diffusion EKF based covariance intersection for power system state estimations is explored in [128]. Finally, the diffusion LMS based distributed static state estimation is proposed in [152], [153]. However, the system states continuously change over time, so the static estimation may not be suitable. Moreover, in the aforementioned methods, it is assumed that communication is perfect and convergence is not analysed.

While diffusion KF gives the best estimation for white Gaussian noises, it may not produce good estimation if the noise is not Gaussian distributed. If the statistical information of the noise is not known, the $H_{\infty}$ filtering approach is useful [154], [155]. Essentially, it minimizes
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the $H_\infty$ norm between the estimation errors and disturbances. First of all, the distributed $H_\infty$ robust filtering approach is proposed in [156]. In this scheme, the gradient descent type algorithm is presented, which allows the nodes to be estimated system states in a decentralized manner. The sufficient condition to guarantee the suboptimal level of disagreement of estimates is also derived. The idea is then extended in [157], where state estimator is designed based on a set of coupled LMIs, which are computed in a decentralized fashion. In [158], presents the $H_\infty$ based Round-Robin interconnection protocol for distributed observers. The designed scheme allows one to use sampled-data communications between the observers in the network, and does not require a combinational gain scheduling. Consequently, the observers are shown to be capable of achieving the $H_\infty$ consensus with their neighbors. In [159], describes a distributed filtering algorithm by utilizing an $H_\infty$ minimum-energy filtering framework to design the constituent filters. The algorithm employs a decoupled computation of the individual filter coefficients. Finally, the distributed implementation of the PF is presented for state estimation in large-scale interconnected power systems [160].

The smart grid can provide an efficient way of supplying and consuming energy by providing two-way energy flow and communication [11]. The associated connectivity and advanced information/communication infrastructure make the smart grid susceptible to cyber attacks and packet dropouts [11], [161]. These types of catastrophic phenomena are much easier to be committed in microgrids, so they create much more serious problems in the smart grid compared with the traditional grid [60]. Therefore, the system state estimation under cyber attacks and packet losses for smart grids have drawn significant interest in the energy industry and signal processing based information and communication societies.

2.5 State Estimation Considering Cyber Attacks and Packet Dropouts

Many studies have been carried out to investigate the cyber attacks in smart grid state estimations. To begin with, most of the state estimation methods use the WLS technique under cyber attacks [162], [163], [164]. Chi-Square detector is also used to detect those attacks. Even though this approach is easy to be implemented for non-linear systems, it is computationally intensive and does not eliminate the attacks properly [162], [3]. To this end,
the WLS based $l_1$ optimization method is explored in [165]. Furthermore, a new detection scheme to detect the false data injection attack is proposed in [166]. It employs a Kullback-Leibler method to calculate the distance between the probability distributions derived from the observation variations. A sequential detection of false data injection into smart grids is investigated in [161]. It adopts a centralized detector based on the generalized likelihood ratio and cumulative sum algorithm. Note that this detector usually depends on the parametric inferences, so it is inapplicable for nonparametric inferences [166]. A SDP based AC power system state estimation is proposed in [167]. Thereafter, the KF based microgrid energy theft detection algorithm is presented in [60].

A lot of efforts have been devoted towards the power system state estimation under the condition of unreliable communication channels. Generally, the attackers have limited attacking energy to jam the channel in order to achieve the desired goals [168]. So, the sensor data scheduling for state estimation with energy constraints is studied in [169]. In this research, the sensor has to decide whether to send its data to a remote estimator or not based on its energy and estimation error covariance matrix. This idea is further extended in [170], where both the sensor and attacker have energy constraints for sending information and attacking the system. The considered attack is on the communication channel between a sensor and a remote estimator. Basically, the sensor aims to minimize the average estimation error covariance matrix, while attackers try to maximize it. So, an iterative game theory is used to solve the optimization problem. Due to the motivation of unknown attacking patterns, authors in [168], [171] investigated how the attacker can design the attacking policy so the estimation performance can be deteriorated. Then the average estimation error covariance based optimal scheduling strategy is proposed to avoid such kind of attacks.

Generally speaking, the sensing measurements are affected by communication impairments when they are transmitted through an unreliable communication network [37]. The unreliable link such as packet losses causes monitoring performance degradation and may give deceiving information to the utility operator [62], [63]. The KF based state estimation via wireless sensor networks over fading channels and missing measurements are presented in [172], [20]. Hence, the packet losses are considered as another form of power system contingency which may lead to a massive blackout if suitable actions from the operator are not taken on time. Moreover, the EKF algorithm for power system state estimation considering the missing measurements is proposed in [173]. In this scheme, the measurements are treated as inequality constraints on the states with the aid of the statistical criterion, and the
estimation problem is solved by the particle swarm optimization scheme. The LQG control strategy under the condition of packet losses is presented in [20]. This networked control system is suitable for the centralized state estimation and its stability analysis for Markovian jump systems. Usually, the system state information is unavailable, so the estimation with controller design remains an open question in the signal processing, control and smart grid communities.

2.6 Feedback Controllers

Many state feedback centralised controllers have been proposed to regulate the system. First of all, a classic LQG controller for the power system is proposed in [20], [105], [174]. This controller is comprised of an LQ regulator and a KF that minimizes the error between the output signals and their estimations. Then the cooperative control problem of AC microgrids is presented in [175]. This method uses a feedforward approach which only requires local state measurements and reference signals from neighbors. Furthermore, an output voltage differential feedback and output current differential feedforward control strategy is presented in [176]. This technique eliminates the output voltage steady-state errors so that it can improve dynamic system response under different load disturbances. Following that an adaptive sliding mode based robust control scheme for a multi-bus islanded microgrid is recommended in [177]. This method is performed based on local measurements and is designed independently from topology, parameters, and dynamics of the microgrid loads. Interestingly, three types of $H_\infty$ based centralised feedback controllers, namely static output feedback controllers, dynamic output feedback controllers, and observer based output feedback controllers are investigated for linear discrete-time systems in [178]. The controller synthesis in discrete-time linear systems with uncertainty is explored in [179]. Moreover, the model predictive control (MPC) for grid connected converters is illustrated in [180], [181]. However, MPC requires a large computational complexity leading to a considerable time delay in the actuation. In [182], [183], [184], the controllers are designed using partial feedback linearization which can partially linearize the system and enable the controllers design scheme for reduced-order systems. The full-order nonlinear observer based excitation controller is designed for interconnected power systems in [185].

There are several state feedback algorithms that consider the communication impairments.
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The LQG networked control strategy under the condition of packet losses is presented in [20]. Furthermore, the LQG based detecting techniques for cyber integrity attacks on the sensors of a control system is proposed in [168], [186]. It shows that the residual error based chi-squared detection technique is not suitable when the attacker does not know the system dynamics. Based on this analysis, they consider the cyber attack model as an i.i.d (independent, identically distributed) Gaussian distribution, then the LQG objective function is modified. At the end, they developed a sufficient condition to detect the false alarm probability and proposed an optimization algorithm to minimize it. In [187], a new strategy is recommended for designing a communication and control infrastructure in a distribution system based on the virtual microgrid concept. It is shown in [188], [189] that designing a state feedback control framework for a general case of polynomial discrete-time system is quite challenging because the solution is non-convex. Recently, the time-delay switch attack based on the simple proportional integral derivative (PID) centralized controller is adapted in the context of smart grids [190]. It is considered that delays can be introduced in the sensing loop or control lines so the packet may be lost. In order to reduce the computation cost, the distributed feedback controller is gaining significant interest in the smart grid community.

Each controller only communicates information with its neighbours in the distributed control strategy [44], [45]. Recently, a unified distributed control strategy for the DC microgrid is proposed in [21]. It shows that the standard distributed PI controllers are no longer able to regulate the average DC microgrid bus voltage, so the distributed voltage controllers are replaced by double integrator controllers. In addition, the distributed MPC for a class of discrete-time Markovian jump linear systems is presented in [191]. Moreover, the $H_\infty$ and $H_2$ based distributed controllers for identical dynamically coupled systems are proposed in [192]. In this framework, it assumes that the state-space model satisfies a certain structural property. In order to avoid the higher state feedback gain, a sub-optimal $H_\infty$ controller is proposed in [193]. Due to the simplicity and easy implementation point of view, the static state feedback controller is preferred in discrete-time systems.

2.7 Summary

This chapter has presented a comprehensive literature review for smart grid state estimations and its applications to grid stabilization. After presenting the smart grid features, the avail-
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Able communication infrastructure is illustrated. The state-of-art literature review for smart grid state estimations and stabilization approaches are presented. Specifically, different kind of state estimation algorithms such as WLS, LMS, KF, EKF, UKF, PF, DKF as well as $H_{\infty}$, and their advantages as well as disadvantages are discussed. Then the LQG, PID, MPC, $H_2$ and $H_{\infty}$ controllers, and their benefits as well as drawbacks are presented. In the following chapter, the smart grid state estimation and $H_2$ based centralised feedback controller is proposed and verified.
Chapter 3

Least Square Based Centralized KF Algorithm and $H_2$ Controller

3.1 Introduction

Given the significant concerns regarding carbon emissions from fossil fuels, global warming and the energy crisis, renewable distributed energy resources (DERs) are going to be integrated in smart grids, which will make the energy supply more reliable and decrease the costs and transmission losses. However, significant technical challenges arise in the planning, operation and control of DERs, due to the randomness and weather-dependence in the power generation patterns [56], [58], [57]. Interestingly, the bidirectional communication between the microgrid and control center can be leveraged to facilitate state estimation and stabilization problems [58]. Based on information and communication technologies, the smart grid can spread the intelligence of the distribution system from the central unit to long-distance remote areas, thus enabling accurate state estimation and wide-area real-time monitoring of intermittent renewable energy sources [39] [194]. The power system state estimation commonly uses the weighted least squares technique that minimizes the sum squares of weighted residuals, but the gain matrix may be ill-conditioned [47]. Furthermore, a minimum mean squared error based optimal state estimation in the context of smart grids is studied in [195]. Moreover, the KF together with the simple linear-quadratic-Gaussian controller is presented in [55], [104], [105]. To utilize the KF estimator, one needs to specify the initial state val-
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Due to the lacking of systematic methods for the initial state estimation, the initial estimation is usually far away from the true initial states. In [187], a new strategy is recommended for designing a communication and control infrastructure in a distribution system based on the virtual microgrid concept. It is shown in [188], [189] that designing a state feedback control framework for a general case of polynomial discrete-time system is quite challenging because the optimization problem is non-convex. On the other hand, the convex optimization based controller design has gained growing interest in the research community.

This chapter proposes a least square based centralised KF algorithm and a $H_2$ feedback controller for microgrid state estimation and stabilization. A microgrid incorporating multiple DERs is modelled as a discrete-time linear state-space equation where sensors are deployed to obtain state information. In order to transmit the sensing information to the control center, a smart grid communication infrastructure is proposed. The proposed communication system provides an opportunity to address the state regulation challenge by offering two-way communication links for microgrid information collection, estimation and stabilization. Based on the communication infrastructure, this study proposes a least square based KF algorithm for state estimation and a $H_2$ feedback control framework for stabilizing the microgrid states. The efficacy of the developed approaches is demonstrated using a microgrid incorporating multiple DERs.

### 3.2 Microgrid and Distributed Energy Resources

A microgrid incorporating DERs is a small-scale power generation unit that is used to deliver an alternative to or an enhancement of the traditional electricity network. So, the typical microgrid can be described as a cluster of DERs and local loads. The micro-sources such as photovoltaic panels and wind turbines improve the efficiency of energy supply and reduce the electricity delivery costs and carbon footprint [57], [196]. Generally, the microgrid is capable of operating at either the islanded mode or grid-connected mode. A microgrid has a switch installed at the point of common coupling (PCC) of the utility side [55]. Under abnormal conditions, this switch can be opened in a very short time. In this case, DERs can still supply power for load points in the islanded portion of the distribution network. In the case of grid connected mode, the microgrid is connected to the main grid at the PCC to deliver/receive power to/from the main grid [197]. Therefore, seamless transition is one of
the technical challenges in the microgrid control.

The microgrid is categorized into AC and DC microgrid based on the bus to which the component systems are connected. The main benefit of the AC microgrid is that the existing AC power grid technologies are readily applicable [198]. However, expensive power electronic devices are needed to convert DC to AC. In DC microgrids, there is no need to control the frequency, phase and reactive power [199]. Furthermore, they can minimize the energy losses in the transmission and distribution networks as the green energy is generated near the consumption. Therefore, the DC microgrid is envisaged as a promising building block for future smart power distribution systems specifically in industrial and residential zones such as rural or mountain areas, electric aircraft and ships, data centers and smart buildings [200], [201], [202].

3.2.1 Microgrid Incorporating Multiple DERs

The schematic diagram of an electronically coupled microgrid incorporating multiple DERs is depicted in Fig. 3.1 [6]. There are N interconnected renewable DERs in the microgrid. Similar to [55], [203], [204], [16], this study considers a DC microgrid operating in the islanded mode. It contains multiple DER units connected with each other through a DC distribution line. From Fig. 3.1, it can be seen that the DER is interfaced to the local load through a converter. Each DER is represented by a DC voltage source in series with a voltage source converter (VSC) and a series resistive inductive (RL) filter. The VSC is fed with DC voltage sources representing renewable energy resource such as solar cells, microturbine and photovoltaic systems. For instance, in each DER unit a Buck converter is presented to supply local loads connected to the PCC through an RL filter [203]. This means that the DER unit utilizes a VSC as the coupling medium [6]. The local load is represented by a resistive inductive capacitive (RLC) load at the PCC.

Now based on Kirchhoff’s voltage law and Kirchhoff’s current law, the dynamics of N DERs
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Figure 3.1: Schematic diagram of DC microgrid integrating multiple DERs [6].

can be expressed as follows:

\[
\begin{align*}
\Delta i_{lj} &= \left(-R_{lj}\Delta i_{lj} + \Delta v_j\right)/L_{lj}, \quad j = 1, \ldots, N. \\
\Delta i_{dj} &= \left(-R_{dj}\Delta i_{dj} - \Delta v_j + \Delta v_{dj}\right)/L_{dj}, \quad j = 1, \ldots, N. \\
\Delta i_{tj} &= \left(-R_{tj}\Delta i_{tj} - \Delta v_j + \Delta v_{j+1}\right)/L_{tj}, \quad j = 1, \ldots, N - 1. \\
\Delta v_j &= \frac{-\Delta i_{ij} + \Delta i_{ij} - \Delta i_{tj} - \Delta v_j/R_j}{C_j}, \quad \text{if } j = 1. \\
&= \frac{-\Delta i_{ij} + \Delta i_{ij} - \Delta v_j/R_j + \Delta v_{j-1}}{C_j}, \quad \text{if } j = 2, \ldots, N - 1. \\
&= \frac{-\Delta i_{ij} + \Delta i_{ij} - \Delta v_j/R_j + \Delta i_{(j-1)}}{C_j}, \quad \text{if } j = N.
\end{align*}
\]

Here, \(\Delta i_{dj}, \Delta i_{tj}\) and \(\Delta i_{lj}\) are the current deviation of DER\(j\), transmission line and load, respectively. \(R_{dj}, R_{tj}\) and \(R_{lj}\) are the resistances of VSC\(j\) filter, transmission line and load, respectively. \(L_{dj}, L_{tj}\) and \(L_{lj}\) are the inductances of VSC\(j\) filter, transmission line and load, respectively. \(C_j\) is the capacitance and \(\Delta v_j\) is the PCC bus voltage deviation. Here, the variables are locally linearized around the operating points \(x^*\), leading to the deviation \(\Delta x = x - x^*\) [55].

For the sake of simplicity and similar to [203], we consider the case that three DERs are connected to one bus acting in the islanded mode of operations. Note that the system in Fig. 3.1 is not restrictive, and can have the general topology, i.e., the method proposed in this
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This paper is independent of the type and size of microgrids.

3.2.2 Discretisation of the Microgrid State-Space Framework

The above continuous-time system described by (3.1)-(3.6) can be written in the following discrete form:

\[ x(k + 1) = A_d x(k) + B_d u(k) + n_d(k), \]

where \( x = [\Delta i_{d1} \Delta i_{d2} \Delta i_{d3} \Delta v_{d1} \Delta v_{d2} \Delta v_{d3}]^T, u = [\Delta v_{d1} \Delta v_{d2} \Delta v_{d3}]^T \), \( A_d = I + A \Delta t, \Delta t \) is the sampling period and \( B_d = B \Delta t \), \( A_d \) and \( B_d \) are given by:

\[
A_d = \begin{bmatrix}
\frac{-R_{d1}}{L_{d1}} & 0 & 0 & \frac{1}{C_{d1}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{-R_{d2}}{L_{d2}} & 0 & \frac{-1}{L_{d1}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{-R_{d3}}{L_{d3}} & \frac{-1}{L_{d1}} & 0 & 0 & 0 & 0 & 0 \\
\frac{-1}{C_{d1}} & \frac{1}{C_{d1}} & \frac{1}{R_{l1} C_{l1}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{-R_{d2}}{L_{d2}} & 0 & 0 & \frac{1}{L_{d2}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{-R_{d3}}{L_{d3}} & 0 & \frac{1}{L_{d2}} & 0 & 0 \\
0 & 0 & \frac{1}{C_{d2}} & 0 & \frac{-1}{C_{d2}} & \frac{1}{C_{d1}} & \frac{-1}{R_{t2} C_{t2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-R_{d3}}{L_{d3}} & 0 & \frac{1}{L_{d3}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{C_{d1}} & \frac{-1}{C_{d2}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{C_{d3}} & 0 & \frac{-1}{R_{l3} C_{l3}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{L_{d3}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{L_{d3}} & 0 \\
\end{bmatrix},
\]

\[
B_d = \begin{bmatrix}
0 & \frac{1}{L_{d1}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{L_{d2}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{L_{d3}} & 0 & 0 \\
\end{bmatrix}.
\]

The symbol \( n_d(k) \) is the process uncertainties due to discretisation and variations in DERs parameters by the surrounding ambient conditions. The process noise \( n_d(k) \) is the zero mean Gaussian distribution [106], [107], [113] whose covariance matrix is \( Q_n(k) \). For discretizing a continuous-time system into a discrete-time system, there are several techniques available in the literature such as traditional approximation method, delta operator and shift operator [106], [205], [206], [207]. Similar to [106], [207], this study adopts the traditional approximation method ignoring discretization errors.
3.3 Proposed Smart Grid Communication Systems

Generally, the communication network brings about new perspectives to energy management systems and covers a diverse range of communication technologies including sensing, networking, information processing and intelligent control technologies [39]. To achieve the goal, the utility company deploys a lot of sensors in the electricity network for monitoring system states [55], [57]. The measurements of the microgrid states are obtained by a set of sensors as follows:

\[ y(k) = Cx(k) + w(k), \]  

(3.8)

where \( y(k) \) is the measurements, \( C \) is the sensing matrix and \( w(k) \) is the zero mean Gaussian distribution [106], [107], [113] whose covariance matrix is \( R_w(k) \). The observation information is transmitted to the nearby base station. After that, the uniform quantizer of this base station maps each observation signal to a sequence of bits \( b(k) \). Then \( b(k) \) is passed through the BPSK, and the modulated signal \( s(k) \) is obtained. To illustrate, Fig. 3.2 shows the proposed communication systems in the context of microgrid state estimation. At the
end, the received signal is given by:

\[ r(k) = s(k) + e(k), \quad (3.9) \]

where \( e(k) \) is the additive white Gaussian noise (AWGN). Followed by demodulation and dequantization, the resulting signal is then used for state estimation of the dynamic system.

### 3.4 Proposed Least Square Based KF Algorithm and \( H_2 \) Feedback Controller

This section tries to answer the following questions: (i) What is the optimal smart grid state estimation method for the microgrid incorporating multiple DERs? (ii) Based on the estimated states, what type of feedback control technique is applied for controlling the microgrid states? This section attempts to answer these questions by presenting the least square based KF algorithm and \( H_2 \) feedback controller.

#### 3.4.1 Proposed Least Square Based Centralized KF Algorithm

The KF algorithm is a set of mathematical equations that provide an efficient recursive means to estimate the state of a process in a way that minimizes the mean square error (MSE) over time. Moreover, the KF algorithm can use the complete system information including the statistical information of process noise, observation noise, process value and measurement value to obtain the optimal estimation of the DER states. This estimation technique works in two steps: time prediction step and measurement update step. In the prediction stage, the KF estimates the current state variables along with their uncertainties \[155\]. In the correction phase, the predicted estimation is further updated based on the measurement to get the desired state estimation. In other words, a KF is required to save the DER state values and covariances at the previous step in each estimation process. The energy management system computes the following KF steps as follows \[155\]:

\[ \hat{x}^{-}(k) = A_d \hat{x}(k - 1) + B_d u(k - 1), \quad (3.10) \]
where  is the estimate states of the previous step. The predicted estimate covariance matrix is given by:

\[ \mathbf{P}^-(k) = \mathbf{A}_d \mathbf{P}(k-1) \mathbf{A}_d^T + \mathbf{Q}_n(k-1), \tag{3.11} \]

where  is the estimate covariance matrix of the previous step. The measurement residual  is given by:

\[ \mathbf{d}(k) = \mathbf{y}_{rd}(k) - \mathbf{C} \hat{\mathbf{x}}^-(k), \tag{3.12} \]

where  is the dequantized and demodulated output bit sequences. The Kalman gain is given by:

\[ \mathbf{K}(k) = \mathbf{P}^-(k) \mathbf{C}^T [\mathbf{C} \mathbf{P}^-(k) \mathbf{C}^T + \mathbf{R}_w(k)]^{-1}. \tag{3.13} \]

The updated state estimation is given by:

\[ \hat{\mathbf{x}}(k) = \hat{\mathbf{x}}^-(k) + \mathbf{K}(k) \mathbf{d}(k). \tag{3.14} \]

The updated estimate covariance matrix  is given by:

\[ \mathbf{P}(k) = \mathbf{P}^-(k) - \mathbf{K}(k) \mathbf{C} \mathbf{P}^-(k). \tag{3.15} \]

The equations infer that the amount of output correction is determined by  which is dependent on the predicted covariance matrix  over time. From (3.10), it can be seen that one needs to specify the initial state value  to run the KF algorithm. There are no general procedures to estimate the initial state value [208]. In practice, researchers often set  as an estimate of the initial state value [208], [209]. As a result, the initial estimation is usually far away from the true initial state value. To obtain a good initial estimation to reduce the error propagations, this paper adopts a least square estimation method for the KF step [209]. For instance, given that  is of full row rank, one can obtain the initial state estimation  as follows:

\[ \hat{\mathbf{x}}(0) = \mathbf{C}^T (\mathbf{C} \mathbf{C}^T)^{-1} \mathbf{y}_{rd}(0). \tag{3.16} \]

Here,  is the initial observation value. In summary, the flow chart of the proposed estimation algorithm is depicted in Fig. 3.3. After initializing the system parameters, one can obtain the initial state estimation using (3.16). This least square estimation is applied together with the KF algorithm to accelerate the convergence. Then one can compute the predicted state estimation and error covariance matrix. Once the Kalman gain has been determined, the state estimation and covariance matrix are calculated. After estimating the system states, the proposed control method is applied for stabilizing the DER states as shown in the following section.
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- Initialized the system parameters
- Compute the initial state values using (3.16)
- Compute the predicted error covariance and state estimation using (3.10) and (3.11)
- Compute the Kalman gain using (3.13)
- Update state estimation and error covariance using (3.14) and (3.15)

Figure 3.3: Flow chart of the proposed estimation algorithm.

3.4.2 Proposed Centralized $H_2$ Feedback Controller

According to the separation principle, the feedback control strategy and the state estimator can be designed separately [210, p. 427]. Therefore, it is assumed that $x(k) \approx \hat{x}(k)$ for applying the control method as the states are already estimated. In order to regulate the microgrid states, consider the following performance output signal:

$$z(k) = \begin{bmatrix} Q_z^{1/2} & 0 \\ 0 & R_z^{1/2} \end{bmatrix} x(k) + \begin{bmatrix} 0 \\ 0 \end{bmatrix} u(k), \quad (3.17)$$

where $Q_z$ and $R_z$ are strict positive definite matrices. Define the following state feedback control law:

$$u(k) = -Fx(k), \quad (3.18)$$

by minimizing the $H_2$ norm of the closed-loop system [211], [212]. Here, $F$ is the state feedback gain matrix. For the state feedback (3.18), the closed-loop system is described
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by [212]:

$$x(k+1) = (A_d - B_d F)x(k) + n_d(k), \quad (3.19)$$

$$z(k) = \begin{bmatrix} Q_z^{1/2} \\ -R_z^{1/2} \end{bmatrix} x(k). \quad (3.20)$$

In order to find the optimal feedback gain, one can search for the feedback gain matrix $F$ that solves the $H_2$ norm minimization problem as follows:

$$\text{minimise} \quad \text{trace}[P], \quad P > 0 \quad (3.21)$$

subject to

$$P - (A_d - B_d F)^T P (A_d - B_d F) < Q_z + F^T R_z F. \quad (3.22)$$

In order to solve the above problem by using semidefinite programming, define $\tilde{P} = P^{-1}$. Then (3.21)-(3.22) can be transformed into the following form:

$$\text{minimise} \quad \text{trace}[\tilde{P}^{-1}], \quad \tilde{P} > 0 \quad (3.23)$$

subject to

$$(A_d - B_d F)^T \tilde{P}^{-1} (A_d - B_d F) - \tilde{P}^{-1} + Q_z + F^T R_z F < 0. \quad (3.24)$$

After the congruence transformation by $\tilde{P}$, (3.23)-(3.24) can be transformed into the following form:

$$\text{minimise} \quad \text{trace}[\tilde{P}^{-1}], \quad \tilde{P} > 0 \quad (3.25)$$

subject to

$$(A_d - B_d F)^T \tilde{P}^{-1} (A_d - B_d F) - \tilde{P}^{-1} + Q_z + F^T R_z F < 0. \quad (3.26)$$

By introducing a new variable $X = F \tilde{P}$, (3.26) can be rewritten as follows:

$$(A_d \hat{P} - B_d X)^T \tilde{P}^{-1} (A_d \hat{P} - B_d X) - \hat{P} + \hat{P} Q_z \hat{P} + \hat{P} F^T R_z F \hat{P} < 0. \quad (3.27)$$

According to the Schur’s complement, (3.27) can be transformed into the following form:

$$\begin{bmatrix} -\hat{P} & \hat{P} & X^T & \hat{P} A_d^T - X^T B_d^T \\ \hat{P} & -Q_z^{-1} & 0 & 0 \\ X & 0 & -R_z^{-1} & 0 \\ A_d \hat{P} - B_d X & 0 & 0 & -\hat{P} \end{bmatrix} < 0. \quad (3.28)$$

If the term $\tilde{P}^{-1}$ in (3.25) is replaced by $S$, the above optimization problem can be formulated as follows:

$$\text{minimise} \quad \text{trace}[S] \quad (3.29)$$

subject to

$$\hat{P}^{-1} - S < 0, \quad (3.30)$$

$Hold \ (3.28).$
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According to the Schur’s complement, one can rewrite (3.30) as follows:

$$
\begin{bmatrix}
-S & I \\
I & -\tilde{P}
\end{bmatrix} < 0.
$$

In order to stabilize the DER states, one can finally formulate the proposed optimization problem as follows:

minimise $\text{trace} [S]$ subject to $Hold$ (3.28) and (3.31).

Finally, the feedback gain matrix is computed as follows:

$$
F = X \tilde{P}^{-1}.
$$

One can use the standard YALMIP toolbox to solve the proposed optimization problem [213]. The performance of the proposed method is analysed in the next section.

3.5 Simulation Results Using the Least Square Based KF and $H_2$ Controller

The performance of the aforementioned algorithms are explored by performing extensive numerical simulations.

3.5.1 Performance of the Proposed Estimation Algorithm

The simulation parameters under the balanced load conditions are summarized in Table 3.1 [6], [106]. Generally, the process noise covariance matrix is determined by the modeling error. That is, when a model is established, its error will account for the process noise covariance. The considered process and measurement noise covariances are diagonal matrices [106], [107], [113] and their values are given in Table 3.1. This is due to the fact that the observation noises are uncorrelated with and independent of each other. Secondly, the individual sensor can be used to estimate the system states and its accuracy is affected by its noise covariance. From the microgrid model, it can be seen that the measurement
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Information is the current and voltage magnitudes. Typically, the measurement accuracy is affected by the observation noises [106], [111]. The uniform quantization is used to obtain bit sequence for transmission of the signal.

Table 3.1: System parameters under the balanced load conditions.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{lj}$</td>
<td>76 Ohm</td>
<td>$R_j$</td>
<td>76 Ohm</td>
</tr>
<tr>
<td>$i_{lj}$</td>
<td>76 Amp</td>
<td>$R_{i1}$</td>
<td>1 Ohm</td>
</tr>
<tr>
<td>$R_{r2}$</td>
<td>5 Ohm</td>
<td>$R_{i3}$</td>
<td>10 Ohm</td>
</tr>
<tr>
<td>$i_{t1}$</td>
<td>0.1 Amp</td>
<td>$i_{r2}$</td>
<td>10 Amp</td>
</tr>
<tr>
<td>Quantization</td>
<td>Uniform</td>
<td>$R_{d1}$</td>
<td>1.5 Ohm</td>
</tr>
<tr>
<td>$R_{d2}$</td>
<td>6 Ohm</td>
<td>$R_{d3}$</td>
<td>10 Ohm</td>
</tr>
<tr>
<td>$i_{d1}$</td>
<td>300 Amp</td>
<td>$i_{d2}$</td>
<td>900 Amp</td>
</tr>
<tr>
<td>$i_{d3}$</td>
<td>1500 Amp</td>
<td>$C_j$</td>
<td>0.9 F</td>
</tr>
<tr>
<td>$L_j$</td>
<td>76 H</td>
<td>$\Delta t$</td>
<td>0.001</td>
</tr>
<tr>
<td>$Q_n$</td>
<td>0.0005*I</td>
<td>$R_w$</td>
<td>0.05*I</td>
</tr>
</tbody>
</table>

Under the balanced load conditions, the numerical simulation results are presented in Figs. 3.4-3.6. From the results, it is clearly observed that the proposed approach is able to estimate the system state properly compared with the existing method [104]. This accurate estimation is obtained using the proposed least square based KF estimation method. Note that the small fluctuations come from the statistical information such as process, observation and channel noises.

3.5.2 Performance of the Proposed Controller

As this is an open-loop system without control the system dynamics can not be guaranteed to be stable. That is, as can be seen in the simulation results, the state will fluctuate which is determined by the open-loop system state matrix $A$. Therefore, it is necessary to apply a proper control method, so that the PCC voltages are stabilized. After applying the proposed control method, it can be seen in Fig.3.7 that the proposed method is able to stabilise the system states at a fairly short time steps. This is because the proposed control framework can properly determine the feedback gain such that the system states can be stabilizable.
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Figure 3.4: $v_1$ comparison between the true and estimated state.

In order to see the capacitor effect in the regulation process, consider the unbalanced load conditions with its corresponding parameters as shown in Table 3.2. The unbalanced conditions are considered as a sudden change of loads and variation of distributed network parameters due to weather conditions. The simulation result under the unbalanced load conditions is demonstrated in Fig. 3.8. It can be seen that if the capacitances are increased, it will need more time to stabilize the system states as expected in [214].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{l1}$</td>
<td>76 Ohm</td>
<td>$R_{l2}$</td>
<td>10 Ohm</td>
</tr>
<tr>
<td>$R_{l3}$</td>
<td>30 Ohm</td>
<td>$i_{l1}$</td>
<td>76 Amp</td>
</tr>
<tr>
<td>$i_{l2}$</td>
<td>10 Amp</td>
<td>$i_{l3}$</td>
<td>30 Amp</td>
</tr>
<tr>
<td>$R_1$</td>
<td>100 Ohm</td>
<td>$R_2$</td>
<td>200 Ohm</td>
</tr>
<tr>
<td>$R_3$</td>
<td>300 Ohm</td>
<td>$C_1$</td>
<td>10 F</td>
</tr>
<tr>
<td>$C_2$</td>
<td>20 F</td>
<td>$C_3$</td>
<td>30 F</td>
</tr>
<tr>
<td>$L_{l1}$</td>
<td>76 H</td>
<td>$L_{l2}$</td>
<td>10 H ($L_{l3} = 30$ H)</td>
</tr>
</tbody>
</table>
3.6 Summary

This study addresses the microgrid state estimation and its stabilization problem from the communication perspective. To do so, the sensor networks have been applied in the microgrid to coordinate DER states regulation. In order to transmit the sensing information to the observer, the proposed smart grid communication systems have been utilized. Based on the infrastructure, this paper proposes a least square based KF algorithm for microgrid state estimations. In order to regulate the microgrid states, this study proposes a novel optimal control strategy based on a semidefinite programming approach. As a result, a new sensing, state estimation and control scheme for microgrids incorporating DERs is derived. At the end, the effectiveness of the developed approaches is verified by numerical simulations. It is worth pointing out that the aforementioned problems are not considered trivial and simple in the smart grid and control communities.

Recently, the smart grid has been considered as a next-generation power system to modernize the traditional grid to improve its security, connectivity, efficiency and sustainability. Unfortunately, the smart grid is susceptible to malicious cyber attacks, which can create serious technical, economical, social and control problems in power network operations [3], [11]. The following chapter proposes a recursive systematic convolutional (RSC) code and KF
Figure 3.6: $v_3$ comparison between the true and estimated state.

based cyber attack minimization technique in the context of smart grids.
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Figure 3.7: Voltage control trajectory under balanced load conditions.

Figure 3.8: Capacitors effect for voltage regulation considering unbalanced load conditions.
Chapter 4

Cyber Attack Protection and Optimal Feedback Controller

4.1 Introduction

Recently, smart grid has been considered as a next-generation power system to modernize the traditional grid to improve its security, connectivity, efficiency and sustainability. Unfortunately, smart grid is susceptible to malicious cyber attacks, which can create serious technical, economical, social and control problems in power network operations [162], [163], [164]. Many studies have been carried out to investigate the cyber attacks in smart grid state estimations. Most of the state estimation methods use the weighted least squared (WLS) technique under cyber attacks [162], [163], [164]. Chi-Square detector is also used to detect those attacks. Even though this approach is easy to be implemented for nonlinear systems, it is computationally intensive and it cannot eliminate the attacks properly [162], [3]. To this end, the WLS based \( l_1 \) optimization method is explored in [165]. Furthermore, a new detection scheme to detect the false data injection attack is proposed in [166]. It employs a Kullback-Leibler method to calculate the distance between the probability distributions derived from the observation variations. A sequential detection of false data injection in smart grids is investigated in [161]. It adopts a centralized detector based on the generalized likelihood ratio and cumulative sum algorithm. A SDP based AC power system state estimation is proposed in [167]. Thereafter, the KF based microgrid energy theft detection algorithm is
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It is not feasible for utility operators at controller points, to find out cyber attacks by trial and error, so a joint cyber attack protection and state estimation scheme is necessary for the stabilization of the power network. Driven by the aforementioned motivations, this study proposes a recursive systematic convolutional (RSC) code and KF based cyber attack minimization technique in the context of smart grids. Specifically, the proposed RSC code is used to add redundancy in the system states, and the log-maximum a-posterior decoding is used to recover the state information, which is affected by random noises and cyber attacks. Once the estimated states are obtained by KF algorithm, a SDP based optimal feedback controller is proposed to regulate the system states. Test results show that the proposed approach can accurately mitigate the cyber attacks and properly estimate and stabilize the system states. These results can be used to provide an insight to distribution grid planners for contingency analysis, energy theft detections and power network control. Consequently, this work is valuable for the energy industry and households towards a smart and secure energy system in the future.

4.2 DERs Connected to the IEEE 4-Bus System

A microgrid is a small-scale power network that can operate independently or be connected to the main grid. To mitigate global warming at an acceptable level by reducing green house gas emissions and diversification of energy sources, the renewable microgrid is one of the most promising research topics in academia [1]. As renewable power generation patterns are generally intermittent in nature, they need to be properly monitored. Generally, the microgrid incorporating multiple DERs is connected to the distribution power system.

Fig. 4.1 shows the IEEE 4-bus distribution test feeder that is interfaced to the local load through the converter [8]. In addition, the model of multiple DERs connecting to the power network is shown in Fig. 4.2 [8]. The considered N DERs in this study are connected to the main grid. For simplicity, we assume that N=4 solar panels are connected through the IEEE 4-bus test feeder as shown in Fig. 4.2 [215], [8]. Here, the input voltages are denoted by $v_p = (v_{p1} \ v_{p2} \ v_{p3} \ v_{p4})^T$, where $v_{pi}$ is the $i$-th DER input voltage. The four DERs are connected to the power network at the corresponding points of common coupling (PCCs)
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whose voltages are denoted by $v_s = (v_1 \, v_2 \, v_3 \, v_4)^T$, where $v_i$ is the $i$-th PCC voltage. In order to maintain the proper operation of DERs, these PCC voltages need to be kept at their reference values. A coupling inductor exists between each DER and the rest of the electricity network.

Now by applying Laplace transformation, the nodal voltage equation can be obtained as follows [8]:

$$Y(s)v_s(s) = \frac{1}{s}L_c^{-1}v_p(s),$$

where $L_c = \text{diag}(L_{c_1}, \, L_{c_2}, \, L_{c_3}, \, L_{c_4})$ is the coupling inductance and $Y(s)$ is the admittance matrix of the entire power network incorporating four DERs. Based on the typical specifications of the IEEE 4-bus distribution feeder [215], [8], [7], the admittance matrix is as
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follows:

\[
Y(s) = (L_C s)^{-1} + \begin{bmatrix}
\frac{1}{0.1750+0.0005s} & \frac{-1}{0.1750+0.0005s} & \frac{1}{0.1750+0.0005s} & \frac{-1}{0.1667+0.0004s} \\
\frac{-1}{0.1750+0.0005s} & \frac{0}{0.1750+0.0005s} & \frac{-1}{0.1750+0.0005s} & \frac{1}{0.1667+0.0004s} \\
0 & \frac{-1}{0.1667+0.0004s} & \frac{0}{0.2187+0.0006s} & \frac{-1}{0.2187+0.0006s} \\
0 & \frac{1}{0.1667+0.0004s} & \frac{1}{0.2187+0.0006s} & \frac{12.3413+0.0148s}{0.2187+0.0006s}
\end{bmatrix}.
\]

Now we can convert the transfer function into the state-space framework [8]. The discrete-time linear dynamic system can be described as follows:

\[
x(k + 1) = A_d x(k) + B_d u(k) + n_d(k),
\]

where \( x = v_s - v_{ref} \) is the PCC state voltage deviation, \( v_{ref} \) is the PCC reference voltage, \( u = v_p - v_{pref} \) is the DER control input deviation, \( v_{pref} \) is the reference control effort, \( n_d \) is the zero mean process noise whose covariance matrix is \( Q_n \), \( A_d = I + A \Delta t \) is the system state matrix, \( \Delta t \) is the sampling period and \( B_d = B \Delta t \) is the input matrix. After applying Kirchhoff’s laws with the given IEEE 4-bus specifications in [7], [8], [215], the matrices \( A \), and \( B \) are given by [8], [215]:

\[
A = \begin{bmatrix}
175.9 & 176.8 & 511 & 103.6 \\
-350 & 0 & 0 & 0 \\
-444.2 & -474.8 & -408.8 & -828.8 \\
-119.7 & -554.6 & -968.8 & -1077.5
\end{bmatrix}, \tag{4.3}
\]

\[
B = \begin{bmatrix}
0.8 & 334.2 & 525.1 & -103.6 \\
-350 & 0 & 0 & 0 \\
-69.3 & -66.1 & -420.1 & -828.8 \\
-434.9 & -414.2 & -108.7 & -1077.5
\end{bmatrix}. \tag{4.4}
\]

In the following section, the observation model and attack process is explored.
4.3 Measurements and Cyber Attacks

In order to monitor the microgrid, the utility company deploys a set of sensors around it. The measurements of the microgrid states are obtained by a set of sensors and can be modelled as follows:

\[ z(k) = Cx(k) + w(k), \]  \hspace{1cm} (4.5)

where \( z(k) \) is the measurements, \( C \) is the measurement matrix and \( w(k) \) is the zero mean sensor measurement noise whose covariance matrix is \( R_w(k) \).

Due to dramatically rising energy demand worldwide, the power system is often run near the operational and technical limits, where unexpected trivial disturbances can cause possible massive blackouts. Cyber attacks on smart grid communication are one of the impending threats to cause large-scale cascading outage. Generally speaking, in smart grids the communication infrastructure is used to send information from sensors to the EMS. However, vulnerabilities of the infrastructure make modern smart grids prone to cyber attacks. Generally, the objective of attackers is to insert false data into the observations as follows:

\[ y(k) = Cx(k) + w(k) + a(k), \]  \hspace{1cm} (4.6)

where \( a(k) \) is the false data inserted by the attacker [11], [161], [60]. The attackers have complete access to the system infrastructure so that they can hijack, record and manipulate data according to their best interest. In this study, the cyber attack pattern is similar to those illustrated in [11], [161], [216]. Figure 4.3 shows the observation model and cyber attack process in the context of smart grid state estimations. It can be seen that the measurement information is disturbed by noises and cyber attacks.

4.4 Proposed Cyber Attack Protection and Optimal Controller

Normally, a smart grid is likely to combine communication infrastructure, control and computation to improve efficiency, security and reliability [217]. Even though the communication infrastructure in supporting the monitoring and control of smart grid is secured, it
still can be vulnerable to intended attacks. To secure the system states, the channel code is commonly used in the signal processing research community. To design a reliable communication infrastructure, the cyber attack protection and optimal feedback controller are described in this section.

### 4.4.1 Cyber Attack Protection Using the RSC Channel Code

The channel code is used to protect data sent over it for storage or retrieval even in the presence of noise (errors). Inspired by the convolutional coding concept (current output state depends on the previous state and input), the outer coding is considered similar to the microgrid state-space and the observation models. Motivated by the convolutional coding concept, the microgrid state-space and measurements are regarded as the outer code [10], [9]. Then the standard uniform quantizer performs quantization to get the sequence of bits $b(k)$. $b(k)$ is encoded by RSC channel code which is regarded as the inner code. Figure 4.4 shows this encoding process in detail. The main reason for using RSC code is to mitigate impairments and introduce redundancy in the system to protect the grid information. As a result, it improves the system performance significantly.

Generally speaking, the RSC code is characterized by three parameters: the codeword length $n$, the message length $l$, and the constraint length $m$, i.e., $(n, l, m)$. The quantity $l/n$ refers to the code rate which indicates the amount of parity bits added to the data stream. The constraint length specifies $m - 1$ memory elements which represents the number of bits in the encoder memory that affects the RSC generation output bits. If the constraint length
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Figure 4.4: A concatenated coding structure of a dynamic power system [9].

$m$ increases, the encoding process intrinsically needs a longer time to execute the logical operations. Other advantages of the RSC code compared with the convolutional and turbo encoder include its reduced computation complexity, systematic output features and no error floor [218]. From this point of view, this study considers a (2, 1, 3) RSC code and (1 0 1, 1 1 1) code generator polynomial in the feedback process. According to the RSC features, the code rate is $1/2$ and there are two memories in the RSC process. As shown in Fig. 4.5, this RSC code produces two outputs and can convert an entire data stream into one single codeword. The state transition and trellis diagrams of the RSC code are illustrated in Figs. 4.6 and 4.7.

The codeword is then passed through the binary phase shift keying (BPSK) to obtain modulated signal $s(k)$. $s(k)$ is passed through the additive white Gaussian noisy (AWGN) channel. To illustrate, Fig. 4.8 shows the proposed cyber attack protection procedure in the context of smart grids. At the end, the received signal is given by:

$$r(k) = s(k) + e(k),$$

(4.7)
where $e(k)$ is the AWGN noise. The received signal is followed by the log-maximum a-posteriori (Log-MAP) decoding for this dynamic system. The Log-MAP works recursively from the forward path to the backward path to recover the state information [10]. For each transmitted symbol it generates its hard estimate and soft output in the form of a posteriori probability on the basis of received sequences [10], [219]. The Log-MAP output information is sent to demodulation and dequantization processes, followed by the state estimation scheme.

Our cyber-attacks protection algorithm is different from the external faults in two ways. Firstly, our scheme can identify the external faults and give alarm to the utility operator for taking necessary actions. In this way, the external faults can be minimized so the power system can operate properly. Secondly, the external faults are due to the system failures, and the fault patterns can be easily identified. On the other hand, the proposed RSC code is used to add redundancy in the system states so that it can tolerate the malicious cyber-attacks without identifying them.
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4.4.2 Proposed Centralised Estimation Framework

The proposed framework uses the KF to estimate the system states. The KF operates recursively on observation information to produce the optimal state estimation. Generally, the forecasted system state estimate is expressed as follows [155]:

$$\hat{x}^{-}(k) = A_d\hat{x}(k - 1) + B_d u(k - 1),$$

(4.8)

where $\hat{x}(k - 1)$ is the estimated state of the last step. Then the forecasted error covariance matrix is given by:

$$P^{-}(k) = A_d P(k - 1)A_d' + Q_n(k - 1),$$

(4.9)

where $P(k - 1)$ is the estimated error covariance matrix of the last step. The observation innovation residual $d(k)$ is given by:

$$d(k) = y_{rd}(k) - C\hat{x}^{-}(k),$$

(4.10)

where $y_{rd}(k)$ is the dequantized and demodulated output bit sequence. The Kalman gain matrix can be written as:

$$K(k) = P^{-}(k)C'[CP^{-}(k)C' + R_w(k)]^{-1}.$$  

(4.11)
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The updated state estimation is given by:

$$\hat{x}(k) = \hat{x}^{-}(k) + K(k)d(k).$$

Finally, the updated estimated error covariance matrix $P(k)$ is expressed as follows:

$$P(k) = P^{-}(k) - K(k)CP^{-}(k).$$

After estimating the system state, the proposed control strategy is applied for regulating the microgrid states as shown in the next section.

4.4.3 Proposed Centralized Optimal Feedback Controller

In the simulation section, it has been shown that the proposed method is able to well estimate the system states. So, here we assume the microgrid state information is available. In order to regulate the microgrid states, define the following feedback control law [20], [212]:

$$u(k) = Fx(k),$$

by minimizing the following cost function:

$$J = E\left[ \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \{x'(k)Q_zx(k) + u'(k)R_zu(k)\} \right].$$

Here, $E(\cdot)$ denotes the expectation operator, and $F$ is the state feedback gain matrix, $Q_z$ and $R_z$ are the positive-definite state and control weighting matrices, respectively. Then the closed loop system is described as follows:

$$x(k + 1) = (A_d + B_dF)x(k) + n_d(k).$$
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By using (4.14) and standard trace operator ($m'Dn = tr[Dnm']$), (4.15) can be expressed as follows:

$$
J = E\left[ \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} tr\{Q_z x(k)x'(k) + F'R_z F x(k)x'(k)\} \right] = tr\{Q_z + F'R_z F\} P,
$$

(4.17)

where $P = E[\lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} x(k)x'(k)]$, and it can be written as follows:

$$
P = E[\lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-2} x(k+1)x'(k+1)] + \lim_{N \to \infty} \frac{1}{N} E[x(0)x'(0)]
$$

$$
= E[\lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-2} (A_d + B_d F)x(k)x'(k)(A_d + B_d F)'] + Q_n.
$$

(4.18)

Then (4.18) can be written as follows:

$$
P = (A_d + B_d F)P(A_d + B_d F)' + Q_n.
$$

(4.19)

Now, one can consider the following inequality,

$$
(A_d + B_d F)P(A_d + B_d F)' - P + Q_n < 0
$$

$$
(A_d + B_d F)PP^{-1}P(A_d + B_d F)' - P + Q_n < 0.
$$

(4.20)

One can introduce a new variable $H = FP$ and rewrite (4.20) as follows:

$$
(A_d P + B_d H)P^{-1}(A_d P + B_d H)' - P + Q_n < 0.
$$

(4.21)

According to the Schur’s complement, (4.21) can be transformed into the following form:

$$
\begin{bmatrix}
Q_n - P & A_d P + B_d H \\
(A_d P + B_d H) & -P
\end{bmatrix} < 0.
$$

(4.22)

From (4.17), $F$ and $P$ can be found by minimising the following expression:

$$
\text{minimise}_{P,F} \quad tr\{Q_z + F'R_z F\} P
$$

subject to

(4.22).

Based on $H = FP$, (4.23) can be transformed as follows:

$$
\text{minimise}_{P,S,H} \quad tr\{Q_z P \} + tr[S]
$$

subject to

$$
S > R_z^{1/2} H P^{-1} H' R_z^{1/2}
$$

Hold Eq. (4.22).
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According to the Schur’s complement, one can rewrite (4.25) as follows:

\[
\begin{bmatrix}
    S & R_1^{1/2}H \\
    H^T R_1^{1/2} & P
\end{bmatrix} > 0.
\] (4.26)

Then one can formulate the proposed optimization problem as follows:

\[
\begin{aligned}
&\text{minimise} & & tr[Q_z P] + tr[S] \\
&\text{subject to} & & \text{Hold Eq. (4.22), Hold Eq. (4.26).}
\end{aligned}
\] (4.28)

Finally, the feedback gain matrix is computed as follows:

\[ F = HP^{-1}. \] (4.29)

The proposed convex problem can be solved effectively and efficiently using a number of available softwares such as YALMIP [213].

4.5 Simulation Results Using the RSC Code and Optimal Controller

In this section, we evaluate the performance of the proposed approaches under cyber attacks in smart grids. An overall system level diagram for system state estimation and control is illustrated in Fig. 4.9. After sensing and quantizing the system states, the RSC channel code is proposed to add redundancy into the data stream in a controlled manner to give the Log-MAP decoder to correct errors at EMS. Once the estimated system states are obtained, a SDP based optimal feedback controller is proposed to regulate the system states. The simulation is performed using the microgrid connected to the IEEE 4-bus distribution feeder and the individual IEEE 9-bus distribution system.

4.5.1 Estimation Results Using the Microgrid

The simulation parameters are summarized in Table 4.1. The mean squared error (MSE) versus signal-to-noise ratio (SNR) is presented in Fig. 4.10. It can be observed that the proposed method provides significant performance improvement compared with the existing
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System state-space model

Sensing the system states by a set of sensors with cyber attacks

Communication systems including quantization, encoding and modulation

Decoding, demodulation and dequantization

System state estimation method and feedback control law

Figure 4.9: System level diagram for the state estimation and control.

![Mean squared error (MSE) versus Signal-to-noise ratio (SNR)](image)

- • Existing KF method
- - Proposed method

Figure 4.10: MSE versus SNR performance comparison.
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Table 4.1: System parameters for the simulation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_z$</td>
<td>$\text{diag}(10^{-2}, 10^{-2}, 10^1, 10^{-3})$</td>
<td>$R_z$</td>
<td>$0.01 \times I_4$</td>
</tr>
<tr>
<td>Codes generator</td>
<td>5/7</td>
<td>$\Delta t$</td>
<td>0.0001</td>
</tr>
<tr>
<td>Quantization</td>
<td>Uniform 16 bits</td>
<td>Decoding</td>
<td>Log-MAP</td>
</tr>
<tr>
<td>Code rate</td>
<td>1/2</td>
<td>Channel</td>
<td>AWGN</td>
</tr>
<tr>
<td>$Q_n$</td>
<td>$0.005 \times I_4$</td>
<td>$R_w$</td>
<td>$0.05 \times I_4$</td>
</tr>
</tbody>
</table>

Figure 4.11: State trajectory of $\Delta v_1$ and its estimate.

method [11]. The reason is that the RSC code is used to protect the system from cyber attacks and noises by adding redundancy in the system states. It can also protect the state information from the unreliable lossy communication networks. Furthermore, the Log-MAP decoding can also facilitate the accurate extraction of the system state. For better visualization of the cyber attack, the system states versus time step are illustrated in Figs. 4.11–4.14. It can be observed and expected that the cyber attack still affects the system states seriously when the existing method is used to estimate system states [11]. In other words, there is a significant fluctuation due to the noises and cyber attacks. Interestingly, the proposed RSC based cyber attack protection technique can tolerate the system impairments by introducing redundancy and protection in the system states. As a result, the proposed method can estimate microgrid
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Figure 4.12: State trajectory of $\Delta v_2$ and its estimate.

Figure 4.13: State trajectory of $\Delta v_3$ and its estimate.
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states accurately even if there are cyber attacks and noises.

4.5.2 Estimation Results Using the IEEE 9-Bus System

In order to prove the robustness of the proposed method, it is applied to the IEEE 9-bus test feeder. To illustrate, Fig. 4.15 shows a single-line diagram of the IEEE 9-bus distribution system [11]. The parameters of the standard IEEE 9-bus system can be found in [220]. The system state vector is comprised of the bus voltage and phase angles. Normally, for a power system with N buses, the system state $\mathbf{x}$ can be defined as $\mathbf{x} = [\Theta_1 \, \Theta_2 \, \cdots \, \Theta_N \, V_1 \, V_2 \, \cdots \, V_N]^T$, where $\Theta_i$ is the $i$-th phase angle and $V_i$ is the $i$-th bus voltage magnitude. Here, $\Theta_1$ is considered as a reference phase angle. The IEEE 9-bus test system can be modelled as (4.2) with the parameters $\mathbf{A}_d = 0.98\mathbf{I}_{18}$ and $\mathbf{B}_d = 0.02\mathbf{I}_{18}$ [221]. The simulation is carried out in Matlab with the Matpower package [220]. The nominal phase angles and bus voltage magnitudes in $\mathbf{u}$ are shown in Table 4.2.

From the simulation results in Figs 4.16-4.19, it is observed that the proposed cyber attack minimization technique can have a better estimation performance compared with the traditional KF method [11]. This is due to the fact that the RSC channel coding and Log-MAP
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Figure 4.15: Single-line diagram of the IEEE 9-bus distribution feeder [11].

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>Phase angle $\Theta_N$ (degree)</th>
<th>Voltage magnitude $V_N$ (per unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>9.669</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>4.771</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>-2.407</td>
<td>0.987</td>
</tr>
<tr>
<td>5</td>
<td>-4.017</td>
<td>0.975</td>
</tr>
<tr>
<td>6</td>
<td>1.926</td>
<td>1.003</td>
</tr>
<tr>
<td>7</td>
<td>0.622</td>
<td>0.986</td>
</tr>
<tr>
<td>8</td>
<td>3.799</td>
<td>0.996</td>
</tr>
<tr>
<td>9</td>
<td>-4.350</td>
<td>0.958</td>
</tr>
</tbody>
</table>
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decoding can mitigate the impairments from the system states. It can be concluded that for smart grid communication it is better to use the RSC code with Log-MAP to mitigate impairments.

4.5.3 Stabilizing the Microgrid States

Unfortunately, it is noticed that the actual PCC state deviations increase dramatically (Figs. 4.11–4.14), which is very dangerous in terms of network stability and microgrid operation. Thus, it is necessary to apply a suitable control technique, so that the PCC voltage deviations are driven to zero. After applying the proposed control method to the microgrid connected to the IEEE 4-bus distribution system, it can be seen from Figs. 4.20-4.21 that the proposed controller is able to keep the voltage deviations to zero by the time k=200, which acts as a precursor in terms of network stability and proper operation of microgrids. Besides, the corresponding control input of each DER is shown in Fig. 4.21, which implies that it requires a small amount of control input.

Figure 4.16: State trajectory of $V_2$ and its estimate at bus 2.
4.5 Simulation Results Using the RSC Code and Optimal Controller

Figure 4.17: State trajectory of $V_9$ and its estimate at bus 9.

Figure 4.18: State trajectory of $\theta_2$ and its estimate at bus 2.
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Figure 4.19: State trajectory of $\theta_9$ and its estimate at bus 9.

Figure 4.20: Controlling the states trajectory.
4.6 Summary

This chapter proposes a cyber attack minimization based dynamic state estimation technique and feedback control algorithm in smart grids. An RSC coded cyber attack protection technique is proposed to add redundancy in the system states. Then a Log-MAP decoding can assist to extract the system states from the received signal which is polluted by noises and cyber attacks. In order to regulate the system states, this study proposes a SDP based optimal feedback controller. The effectiveness of the developed approaches is verified by numerical simulations. These findings can help to design the future smart control center under cyber attacks. Consequently, it is encouraged to use an environmentally friendly renewable micro-grid, and the utility operator can monitor and control the power network properly.

It can be seen that the EMS is highly dependent on measurements, and it has different measurement-dependent signal processing modules including state estimation program, control functionalities, contingency analysis, forecasting, and optimal power flow [165]. Therefore, the cyber attacks that change the system measurements can intrinsically force in wrong estimations within these modules, which can lead to potential systematic problems and cascading failures [222]. Apart from the cyber attacks, the measurement information is obviously lost during the transmission of the sensing information to the EMS. In the following
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chapter, the packet dropouts is considered in the measurements for distributed state estima-
tions.
Chapter 5

Adaptive-then-Combine Distributed State Estimation Considering Packet Dropouts

5.1 Introduction

The penetration of renewable distributed energy resources such as wind turbines has dramatically increased in distribution power networks. Due to the intermittent nature of winds, the wind power generation patterns vary, which may be a cause of risk to the distribution network operations. Consequently, it is intrinsically necessary to monitor the wind turbines in a distributed way. In the distributed state estimation, every local estimator computes the state information based on its own measurements and sends it to the global estimator for obtaining a reliable estimation [46], [42]. The distributed KF (DKF) based dynamic state estimation is widely used in the literature [48]. Nowadays, the consensus-based DKF methods have been proposed for sensor networks in [50], [141]. From the practical point of view, the diffusion strategy is widely used in the literature, where the global estimator linearly combines local results using a set of weighing factors [52], [53]. However, selecting an optimal weighting factor from the power system perspective is a quite difficult task. Furthermore, none of the above papers consider the packet losses in the distributed estimation process. Interestingly, the KF and linear quadratic Gaussian based optimal control for the networked controlled
smart grid is suggested in [20]. Even though it considers packet losses, it is only suitable for the centralized power system state estimation and control. In fact, the microgrid state estimation with an unreliable communication channel is not considered in the literature specifically in a distributed way.

This chapter presents an adaptive-then-combine distributed dynamic algorithm for monitoring the grid over lossy communication links between the wind turbines and energy management system. Firstly, the wind turbine is represented by a state-space linear model where sensors are deployed to obtain the system state information. Based on the mean squared error principle, an adaptive approach is proposed to estimate the local state information. At the end, the global estimator is designed by combining local estimation results with weighting factors, which are calculated by minimizing the estimation error covariances based on semidefinite programming. Convergence of the proposed approach is analyzed based on the Lyapunov approach. The efficacy of the developed approach is verified using the wind turbine and IEEE 6-bus distribution system.

5.2 State-Space Representation of Wind Turbine

Usually, wind turbines are the most important and promising distributed energy resources which are contributing considerably to the world’s power generation [223]. The wind turbine converts the wind kinetic energy into electrical energy. In other words, the power generated by the wind turbine is transferred to the grid through the inverter and step up transformer. To illustrate, the structure of a wind turbine is shown in Fig. 5.1 [12]. It consists of an aerodynamic rotor, drive train (mechanical part) and generator (electrical part) [224]. The drive train is the connection between the rotor and generator. The rotor of the turbine is driven by blades. The blade converts the wind kinetic energy into torque. Then the drive train converts it into high rotational speed to drive the generator [12], [225]. Generally, wind turbines are designed to generate high torque at predominately low wind speeds. The turbine output power $P_a$ is determined as follows: [223]:

$$P_a = \frac{1}{2} s \rho v^3 = \frac{1}{2} \pi r^2 \rho v^3,$$  \hspace{1cm} (5.1)

where $s = \pi r^2$ is the area covered by rotor, $r$ is the rotor radius, $\rho$ is the air density and $v$ is the wind speed. As the wind speed $v$ increases, the captured power rises as roughly the cube
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of the speed. Normally, the power that can be converted by rotor is limited by the power coefficient [226], so the mechanical power $P_{\text{ext}}$ extraction from the wind can be written as follows:

$$P_{\text{ext}} = \frac{1}{2} \rho c_p(\chi, \beta) v^3,$$  \hspace{1cm} (5.2)

where $\beta$ is the rotor blade pitch angle and $c_p(\chi, \beta)$ is the power coefficient. The power coefficient is a nonlinear function of $\beta$ and tip speed ratio $\chi = \omega_r r / v$, where $\omega_r$ is the rotor rotational speed.

Mostly, the mechanical power generated by the wind turbine is transferred from the rotor to the generator terminal. This connection is called the drive train, and the dynamic model of the drive train is represented by the following second order differential equations:

$$J_r \ddot{\theta}_r = T_r - T_s,$$  \hspace{1cm} (5.3)

$$J_g \ddot{\theta}_g = T_s - T_g.$$  \hspace{1cm} (5.4)

Here, $J_r$, $T_r$, and $\theta_r$ are the moment of inertia, torque and azimuth angle of the wind turbine, respectively. $J_g$, $T_g$, and $\theta_g$ are the moment of inertia, torque and azimuth angle of the generator, respectively. As shown in Fig. 5.1 the shaft of the wind turbine is represented by a two-mass model, where the first mass represents a low speed turbine, and the second mass represents a high speed generator. The two-mass connection is modelled as a spring and a damper [227], [228]. The equivalent shaft torque $T_s$ is given by:

$$T_s = D(\dot{\theta}_r - \dot{\theta}_g) + E_c(\theta_r - \theta_g).$$  \hspace{1cm} (5.5)
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where $D$ is the damping coefficient and $E_c$ is the spring elastic coefficient of the shaft. Perturbation in the shaft torque $\delta T_s$ can be expressed as follows:

$$\delta T_s = D(\delta \dot{\theta}_r - \delta \dot{\theta}_g) + E_c(\delta \theta_r - \delta \theta_g).$$ (5.6)

Using the Tailor series, $T_r$ is expressed at the operating points $\omega_r, v_0$, and $\beta_0$ as follows:

$$T_r(\omega, v, \beta) = T_r(\omega_0, v_0, \beta_0) + \delta T_r,$$ (5.7)

where $\delta T_r = \alpha \delta v + \zeta \delta w_r + \xi \delta \beta$ with $\alpha = \frac{\partial T_r}{\partial v}(\omega_0, v_0, \beta_0)$, $\zeta = \frac{\partial T_r}{\partial w_r}(\omega_0, v_0, \beta_0)$, and $\xi = \frac{\partial T_r}{\partial \beta}(\omega_0, v_0, \beta_0)$. The perturbation in rotor is expressed by the following second order differential equation:

$$J_r \ddot{\delta \theta}_r = T_r + \delta T_r - T_s - \delta T_s.$$ (5.8)

At the operating point, the perturbation in rotor and generator deviation are zero. Let $T_{r0}$, $T_{s0}$, and $T_{g0}$ be the rotor, shaft, and generator torque at the operating points, respectively. Overall, the system dynamic can be represented by the following differential equations [12]:

$$J_r \delta \theta_r = \alpha \delta v + \zeta \delta \omega_r + \xi \delta \beta - D(\delta \dot{\theta}_r - \delta \dot{\theta}_g) - E_c(\delta \theta_r - \delta \theta_g).$$ (5.9)

$$J_g \delta \dot{\theta}_g = D(\delta \dot{\theta}_r - \delta \dot{\theta}_g) + E_c(\delta \theta_r - \delta \theta_g) - \delta T_g.$$ (5.10)

For the sake of simplicity, define $x_1 = \delta \dot{\theta}_r = \delta \omega_r$, $x_2 = T_d = E_c(\delta \theta_r - \delta \theta_g)$, and $x_3 = \delta \dot{\theta}_g = \delta \omega_g$; then the system dynamic equations can be rewritten as follows:

$$J_r \dot{x}_1 = \alpha \delta v + \zeta x_1 + \xi \delta \beta - D(x_1 - x_3) - x_2.$$ (5.11)

$$\dot{x}_2 = E_c(x_1 - x_3).$$ (5.12)

$$J_g \dot{x}_3 = D(x_1 - x_3) + x_2 - \delta T_g.$$ (5.13)

If the generator runs at the rated speed, $\delta T_g = 0$, so the wind turbine model is expressed as a state-space linear equation as follows:

$$\dot{x} = Ax + Bu + Gn.$$ (5.14)

Here, the turbine system state $x = [x_1 x_2 x_3]' = [\delta \omega_r, T_d, \delta \omega_g]'$, system input $u = \delta \beta$, $n = \delta v$, $A = \begin{bmatrix} (\zeta - D)/J_r & -1/J_r & D/J_r \\ E_c & 0 & -E_c \\ D/J_g & 1/J_g & -D/J_g \end{bmatrix}$, $B = [\xi/J_r 0 0]'$, and $G = [\alpha/J_r 0 0]'$. Now, the wind turbine model is expressed as a discrete-time state-space linear equation as follows:

$$x_{k+1} = A_dx_k + B_du_k + G_dn_k,$$ (5.15)

where $A_d = I + A\Delta t$, $\Delta t$ is the discretization step size parameter, $B_d = B\Delta t$, $G_d = G\Delta t$, and $n_k$ is the zero mean process noise whose covariance matrix is $Q_k$.
5.3 Distributed Measurements and Packet Loss Model

This section describes the distributed observations and packet loss model.

5.3.1 Distributed Observation Stations

The proposed distributed estimation scheme considering packet losses is described in Fig. 5.2. In order to simplify the discussion, it is assumed there are $N = 4$ observation stations in the distribution power network$^1$. The measurements of the system are described by a set of sensors as follows:

$$z_{ik} = C_i x_k + w_{ik}, \quad (5.16)$$

where $z_{ik}$ is the observation information for the $i$-th estimator at the time instant $k$, $C_i$ is the observation matrix and $w_{ik}$ is the zero mean measurement noise whose covariance matrix is $R_{ik}$.

Mostly, the wind farm and EMS are located far away from each other [61], so there is an unreliable communication link among them. [37] illustrates that the sensing measurements are affected by communication impairments when they are transmitted through an unreliable communication network. Impairments, such as packet losses, lead to an unreliable link which can cause monitoring performance degradation and may give deceiving information to the utility operator [62], [63].

5.3.2 Packet Loss Model

Taking into account the packet loss, (5.16) can be written as follows:

$$y_{ik} = \alpha_{ik} C_i x_k + \alpha_{ik} w_{ik}, \quad (5.17)$$

where $y_{ik}$ is the received measurements under the condition of packet losses, and $\alpha_{ik} \in \{0, 1\}$ is the Bernoulli distribution considered as a packet loss model in this work [20]. Mathemat-

$^1$The proposed work can be easily extended to the generic case.
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Figure 5.2: Proposed distributed microgrid state estimation considering packet losses.

Mathematically, the packet loss can be modelled as follows:

$$\alpha_{i}^{k} = \begin{cases} 1, & \text{with probability of } \lambda_{i}^{k}, \\ 0, & \text{with probability of } 1 - \lambda_{i}^{k}, \end{cases}$$

where $\lambda_{i}^{k}$ is the packet arrival rate reaching the estimator.

*Remark:* The assumption of a Bernoulli packet loss model is inappropriate when the communication channel is congested [20], [229], [230]. In a congested channel the packet loss occurs in bursts, and follows a two-state Markov chain model, also known as the Gilbert model [20], [229], [230].
5.4 Problem Formulation for Distributed Estimations

The local state estimation considering the packet losses is written as follows:

\[ \hat{x}_{i|k} = \hat{x}_{i|k-1} + K_{i|k}^i [y_i^k - \alpha_i^k C_{i|k} \hat{x}_{i|k-1}]. \] (5.18)

Here, \( \hat{x}_{i|k} \) is the local updated state estimation, \( \hat{x}_{i|k-1} \) is the predicted state estimation and \( K_{i|k}^i \) is the gain. The predicted state and error covariance are computed as follows:

\[ \hat{x}_{i|k-1} = A_{d} \hat{x}_{i|k-1|k-1} + B_{d} u_k. \] (5.19)
\[ P_{i|k-1} = A_{d} P_{i|k-1|k-1} A_{d}^T + G_{d} Q_{i|k} G_{d}^T. \] (5.20)

Here, \( \hat{x}_{i|k-1|k-1} \) is the estimated state of the previous step and \( P_{i|k-1|k-1} \) is the error covariance matrix of the previous step. Based on the above filtering process, the first objective in this part of the study is to design the optimal gain \( K_{i|k}^i \). The second objective is to find a set of optimal weighting factors so that an accurate state estimation can be obtained by optimally combining the weighted local estimations. The final objective is to analyze the convergence of the proposed algorithm, so that the developed scheme can apply to the real-time applications. Driven by these motivations, the proposed scheme is demonstrated in Fig. 5.3. This research tries to answer these questions by presenting an adaptive-then-combine distributed dynamic algorithm in the following section.
5.5 Proposed Adaptive-then-Combine Distributed Estimation Algorithm

Let, \( e^i \) denote the estimation error between the actual system state and estimated state of the \( i \)-th estimator, which can be expressed as follows:

\[
e^i_{k|k-1} = x_k - \hat{x}^i_{k|k-1}.
\] (5.21)
\[
e^i_{k|k} = x_k - \hat{x}^i_{k|k}.
\] (5.22)

Now substituting (5.18) into (5.22), one can obtain the following expression:

\[
e^i_{k|k} = x_k - \hat{x}^i_{k|k|k-1} - K^i_k [y^i_k - \alpha^i_k C^i \hat{x}^i_{k|k-1}]
\[
= [I - \alpha^i_k K^i_k C^i] [x_k - \hat{x}^i_{k|k-1}] - \alpha^i_k K^i_k w^i_k
\[
= [I - \alpha^i_k K^i_k C^i] e^i_{k|k-1} - \alpha^i_k K^i_k w^i_k.
\] (5.23)

Now, the estimation error covariance matrix is defined by:

\[
P^i_{k|k} = E[e^i_{k|k} e^i_{k|k}'].
\] (5.24)

By substituting (5.23) into (5.24), one can obtain the following estimation error covariance matrix as follows:

\[
P^i_{k|k} = \lambda^i_k [I - K^i_k C^i] P^i_{k|k-1} [I - K^i_k C^i] + \lambda^i_k K^i_k R^i_k K^i_k + (1 - \lambda^i_k) P^i_{k|k-1}.
\] (5.25)

For any two compatible matrices \( X \) and \( Y \), the following partial derivatives hold [51]:

\[
\frac{\partial \text{tr}(YX)}{\partial X} = Y'.
\] (5.26)
\[
\frac{\partial \text{tr}(XYX')}{\partial X} = X(Y + Y').
\] (5.27)

Taking the partial derivative of (5.25) with respect to \( K^i_k \) and applying (5.26) and (5.27) yields:

\[
\frac{\partial [\text{tr}P^i_{k|k}]}{\partial K^i_k} = -2\lambda^i_k P^i_{k|k-1} C^i + 2\lambda^i_k K^i_k C^i P^i_{k|k-1} C^i + 2\lambda^i_k K^i_k R^i_k.
\] (5.28)

Setting \( \frac{\partial [\text{tr}P^i_{k|k}]}{\partial K^i_k} = 0 \), the optimal Kalman gain is given by:

\[
K^i_k = P^i_{k|k-1} C^i [C^i P^i_{k|k-1} C^i + R^i_k]^{-1}.
\] (5.29)
Next, an optimal linear estimator to fuse the local state estimations is designed as follows:

$$\hat{x}_{k|k}^g = \sum_{i=1}^{N} w_k^{(i)} \hat{x}_{k|k}^i.$$  \hspace{1cm} (5.30)

Here, $\hat{x}_{k|k}^i$ is the local estimation and $w_k^{(i)}$ is the weighting factor to be designed. It can be observed that designing an optimal set of weighing factors plays a vital role for the distributed state estimation in the context of smart grids. In order to find the optimal weighting factors, this study proposes the following optimization process (assuming $N = 4$):

$$\text{minimise } s \hspace{1cm} \text{subject to }$$

$$w_k^{(1)} + w_k^{(2)} + w_k^{(3)} + w_k^{(4)} = 1.$$ \hspace{1cm} (5.32)

where $d_k^{(i)} = tr(P_{k|k}^i)$, and $s$ is an auxiliary variable for minimizing the trace of the global estimator error covariance. Consequently, the error covariance is minimized, so that the estimated states match the true states. By using the SDP variable $s$, the distributed estimation problem is converted to a convex problem which can be solved effectively and efficiently.

Based on Schur’s complement, (5.31) can be formulated as a linear matrix inequality:

$$\begin{bmatrix} -s & w_k^{(1)} & w_k^{(2)} & w_k^{(3)} & w_k^{(4)} \\ w_k^{(1)} & -d_k^{(1)} & 0 & 0 & 0 \\ w_k^{(2)} & 0 & -d_k^{(2)} & 0 & 0 \\ w_k^{(3)} & 0 & 0 & -d_k^{(3)} & 0 \\ w_k^{(4)} & 0 & 0 & 0 & -d_k^{(4)} \end{bmatrix} \leq 0.$$ \hspace{1cm} (5.33)

Finally, one can formulate the proposed optimization problem as follows:

$$\text{minimise } s \hspace{1cm} \text{subject to } H \text{old (5.32), and (5.33).}$$ \hspace{1cm} (5.34)

In summary, the proposed distributed state estimation algorithm in the context of smart grids is summarized in Table 5.1. Note that the error covariances between different estimations are assumed to be zero; consideration of the theses error covariances and their scalar values of weighting factors are well-studied in [143], [231], [232]. Now the question is how can we guarantee the convergence of the proposed state estimation method.
Table 5.1: Proposed distributed state estimation algorithm.

Initialization for observation station $i$:

Input: $\hat{x}_{i0|0}$ and $P_{i0|0}$.

Take the local measurements $y_i$ from the observation stations.

1: Predict the system state and covariance matrix:

$$\hat{x}_{i k|k-1} = A_d \hat{x}_{i k-1|k-1} + B_d u_k,$$
$$P_{i k|k-1} = A_d P_{i k-1|k-1} A_d' + G_d Q_d' G_d.$$

2: Estimate the local system state and covariance matrix:

$$K_i = P_{i k|k-1} C_i' [C_i P_{i k|k-1} C_i' + R_i]^{-1}.$$
$$\hat{x}_{i k|k} = \hat{x}_{i k|k-1} + K_i [y_i - \alpha_i C_i \hat{x}_{i k|k-1}].$$
$$\hat{P}_{i k|k} = \lambda_i [I - K_i C_i] P_{i k|k-1} [I - K_i C_i]' + \lambda_i K_i R_i K_i' + (1 - \lambda_i) P_{i k|k-1}.$$

3: Diffusion step:

$$\hat{x}_{g k|k} = \sum_{i=1}^{N} w_k^{(i)} \hat{x}_{i k|k},$$
where $w_k^{(i)}$ is determined by solving (5.34).

5.6 Convergence Analysis

From the engineering perspective, the discrete-time system is easy to implement in the digital platforms, while the continuous system is easy to analyze from the mathematical point of view [233]. Motivated by this realistic dilemma and similar to [50], the convergence analysis of the adaptive-then-combine algorithm is completed based on the convergence analysis of the continuous system. Similar to the discrete-time system, the estimator applies the following step:

$$\dot{\hat{x}}^i = A \hat{x}^i + B u + K [y^i - \alpha^i C \hat{x}^i].$$

(5.35)

The estimation error $e^i$ can be expressed as follows:

$$e^i = x - \hat{x}^i.$$  

(5.36)

By direct differentiating (5.36), with (5.14) and (5.17), the estimation error dynamics is in the following form:

$$e^i = \dot{\hat{x}}^i - \dot{\hat{x}}^i = A x + B u + G n - A \hat{x}^i - B u - \alpha^i K^i [C^i x + w^i - C^i \hat{x}^i]$$

$$= (A - \alpha^i K^i C^i) e^i + G n - \alpha^i K^i w^i.$$  

(5.37)
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The error covariance matrix under the condition of losses is written as follows:

\[
\dot{P}_i = (A - \lambda^i K_i C_i)P_i + P_i (A - \lambda^i K_i C_i)' + GQG' + \lambda^i K_i R_i K_i^i
\]

\[
= AP_i + P_i A' + GQG' - \lambda^i K_i C_i P_i - \lambda^i P_i C_i' K_i + \lambda^i K_i R_i K_i^i. \tag{5.38}
\]

Taking the partial derivative of (5.38) with respect to \(K_i\) and applying (5.26) and (5.27) yields:

\[
\frac{\partial [\text{tr} \dot{P}_i]}{\partial K_i} = -2\lambda^i P_i C_i' + 2\lambda^i K_i R_i.
\tag{5.39}
\]

Setting \(\frac{\partial [\text{tr} \dot{P}_i]}{\partial K_i} = 0\), the optimal Kalman gain is given by:

\[
K_i = P_i C_i' (R_i)^{-1}. \tag{5.40}
\]

Substituting (5.40) into (5.38), one can obtain the following error covariance matrix:

\[
\dot{P}_i = AP_i + P_i A' + GQG' - \lambda^i P_i C_i' (R_i)^{-1} C_i P_i -
\lambda^i P_i C_i' (R_i)^{-1} C_i P_i + \lambda^i P_i C_i' (R_i)^{-1} C_i P_i
\]

\[
= AP_i + P_i A' + GQG' - \lambda^i P_i C_i' (R_i)^{-1} C_i P_i. \tag{5.41}
\]

In order to analyze the stability of the proposed approach, considering only the nominal system of (5.37) gives:

\[
\dot{\epsilon}_i = (A - \alpha^i K_i C_i)\epsilon_i. \tag{5.42}
\]

Consider the following Lyapunov function:

\[
V = \sum_{i=1}^{N} \epsilon_i (P_i)^{-1} \epsilon_i. \tag{5.43}
\]

Now taking the partial derivative and expectation of (5.43) and using (5.40), (5.41) and (5.42), the Lyapunov function can be written as follows:

\[
\dot{V} = \sum_{i=1}^{N} \{ \dot{\epsilon}_i (P_i)^{-1} \epsilon_i + \epsilon_i (P_i)^{-1} \dot{\epsilon}_i - \epsilon_i (P_i)^{-1} \dot{P}_i (P_i)^{-1} \epsilon_i \}
\]

\[
= \sum_{i=1}^{N} \epsilon_i [-\lambda^i C_i' (R_i)^{-1} C_i - \lambda^i C_i' (R_i)^{-1} C_i -
(P_i)^{-1} GQG' (P_i)^{-1} + \lambda^i C_i' (R_i)^{-1} C_i] \epsilon_i
\]

\[
= -\sum_{i=1}^{N} \epsilon_i [\lambda^i C_i' (R_i)^{-1} C_i + (P_i)^{-1} GQG' (P_i)^{-1}] \epsilon_i < 0. \tag{5.44}
\]
The inequality (5.44) shows that the Lyapunov function is gradually decreasing, so the error function (5.42) is asymptotically stable. Consequently, the estimated state $\hat{x}$ converges to the actual system state $x$. This shows the proposed filtering algorithm is convergent, which is significantly important for real-time applications. For testing the performance of the proposed distributed state estimation approach, the simulation results are presented in the following section.

![Figure 5.4: Rotor speed deviation $\delta \omega_r$ and its estimation.](image)

### 5.7 Case Studies and Discussion Using the Adaptive-then-Combine Algorithm

In this section, the proposed algorithm is tested, and the results are demonstrated using the wind turbine and IEEE 6-bus distribution system, respectively. The system parameters are shown in Table 5.2 [12], [225]. The simulation has been carried out using the Matlab, Matpower [220] and YALMIP softwares [213].
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5.7.1 Estimation Results Based on the Wind Turbine

Figures 5.4-5.6 show the system states versus time step for the wind turbine. It can be seen that the proposed method can estimate the turbine states with a reasonable accuracy. This is because the local estimators are able to track the system states after rejecting the statistical impairments as much as possible. In other words, the mean squared error based designed gain provides accurate influence to remove the system impairments. Then the global estimator properly calculates the optimal weighting factors by minimizing the estimated error covariances. Consequently, the fusion estimator can greatly reduce the global estimation error, so the estimated state converges to the true system state. Basically, the proposed SDP based estimator can efficiently solve the distributed state estimation problem to find the optimal solution. It can be seen from Fig.5.4 that the proposed method requires a maximum of 0.1 second \((k \times \Delta t = 10 \times 0.01)\) to estimate the system state. Technically, it means that the developed approach requires much less time compared with the standard estimation time of 1 second [47]. Note that small fluctuations come from system impairments, but this does not

![Figure 5.5: Drive-train torsional spring force deviation \(\delta T_d\) and its estimation.](image-url)
affect the estimation accuracy. In other words, the estimation result would not mislead the utility operator even though there are missing measurements. As this is an open-loop system without control, the system dynamics cannot be guaranteed to be stable. As can be seen in the simulation results, the state is unstable which is determined by the open-loop system state matrix $A$.

### 5.7.2 Estimation Results Based on the IEEE 6-Bus System

The IEEE 6-bus testing system is employed to demonstrate the performance of the proposed approach. A single-line diagram of the IEEE 6-bus distribution test system is depicted in Fig. 5.7. The system has three generators on buses 1, 2 and 6 and three loads on buses 3, 4 and 5. It has the total generation capacity 217.88 MW and load capacity 210 MW. The nominal phase angles and bus voltage magnitudes are shown in Table 5.3.

<table>
<thead>
<tr>
<th>Bus</th>
<th>$\Theta_N$</th>
<th>$V_N$</th>
<th>Bus</th>
<th>$\Theta_N$</th>
<th>$V_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1.050</td>
<td>4</td>
<td>-4.196</td>
<td>0.989</td>
</tr>
<tr>
<td>2</td>
<td>-3.671</td>
<td>1.050</td>
<td>5</td>
<td>-5.276</td>
<td>0.985</td>
</tr>
<tr>
<td>3</td>
<td>-4.273</td>
<td>1.070</td>
<td>6</td>
<td>-5.947</td>
<td>1.004</td>
</tr>
</tbody>
</table>
It is evident from the dynamic responses in Figs. 5.8-5.9 that the estimation results match the actual system states within a few time steps. This clearly implies that the explored method can reliably reject the system impairments and accurately monitor the system states.

5.8 Summary

The increasing penetration of renewable energy presents a series of technical challenges in power system operations. To monitor such a system under lossy network conditions, this study proposes an adaptive-then-combine distributed dynamic state estimation algorithm based on the mean squared error and SDP approaches. After estimating the local information, the global estimator combines the locally estimated results with a set of weighting factors, which are calculated by the proposed convex optimization algorithm. The convergence of the developed algorithm is proved. Simulation results demonstrate that the developed scheme can well estimate the system states. Overall, these findings are valuable for...
green communication, households, and provides the knowledge towards smart EMS design.

It can be seen that the generated wind turbine states are not stable due to open-loop characteristic of the system without controller. This will create a problem for microgrid operations and maintaining grid stability. Furthermore, the distribution power sub-systems are interconnected to each other. To address this problem, the distributed state estimation and stabilization algorithms for interconnected systems are developed in the following chapter.

Figure 5.7: Single-line diagram of the 6-bus power distribution system [13].
5.8 Summary

Figure 5.8: Voltage deviation $\delta V_2$ and its estimation using the IEEE 6-bus.

Figure 5.9: Phase angle deviation $\delta \theta_2$ and its estimation using the IEEE 6-bus.
Chapter 6

Distributed Estimation and Control for Interconnected Systems over a Lossy Network

6.1 Introduction

Generally speaking, the industrial domain application becomes more and more distributed due to advanced information and communication technologies [234], [235]. In other words, the automation system is mostly designed based on the distributed architecture and its signal processing algorithms. As the measurements are locally processed, it can accurately handle more data, offer flexible communication infrastructure, deliver required functionality and services in sustainable and efficient ways, for example, monitoring and controlling the power system incorporating microgrids in a distributed way. As the power substations and energy management system are generally far away, so the measurements are normally lost in the communication channel [62], [63]. It is therefore imperative to estimate the power system states and apply a suitable control strategy, so the system can operate properly [20]. In other words, the power network intrinsically requires to expect stability over a lossy communication channel between the microgrid and EMS.

There is a wealth of research related to the power system state estimation in a distributed way. To begin with, a distributed weighted least square state estimation method using ad-
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ditive Schwarz domain decomposition technique is proposed in [236]. This decomposition divides the data set into several subsets to reduce the execution time. Unfortunately, it is assumed that the communication is perfect with no measurement losses. A KF based state estimation via wireless sensor networks over fading channels is presented in [172]. This kind of centralized estimation technique is generally not only in need of huge amount of communication and computation resources but also vulnerable to the central point failures which may lead to massive blackouts. To deal with the communication impairments, a distributed fusion based KF algorithm for sensor networks is developed in [237], [238]. The fusion centre linearly combines the local estimators through a set of designed weighting factors. In order to obtain a suitable set of weighting factors, a weighted density function based recursive algorithm is proposed under the condition of reliable communication channels [239]. In order to accommodate the effects of random delay in measurements, an extended KF based power system state estimation method is proposed in [240]. All of the aforementioned papers consider the centralised estimation or reliable communication channel.

In contrast to the traditional centralised power system state estimation methods, this study investigates the interconnected filtering problem for distributed dynamic state estimations considering packet losses. Basically, the sensing information is transmitted to the energy management system through a lossy communication network where measurements are lost. The proposed estimator is based on the mean squared error between the actual state and its estimate. To obtain the distributed estimation, the optimal local and neighbouring gains are computed to reach a consensus estimation after exchanging their information with the neighbouring estimators. Afterwards, the convergence of the developed algorithm is theoretically proved. Finally, a distributed controller is designed based on the SDP approach. The efficacy of the proposed approaches is demonstrated by applying it to the microgrid.

6.2 Observation and Packet Losses

Consider the following discrete-time system:

\[ x_{k+1} = A_d x_k + B_d u_k + n_k, \quad (6.1) \]

where \( x_k \) is the system state at time instant \( k \), \( u_k \) is the control effort and \( n_k \) is process noise whose covariance matrix is \( Q_k \). Generally speaking, the state variable defines the
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The system’s operating conditions of a power system such as bus voltages, branch currents and power [70]. Basically, \( A_d \) is the system state matrix and \( B_d \) represents the system input matrix. These matrices can be obtained by a set of algebraic equations, which are obtained using Kirchhoff’s laws. For instance, the system state matrix \( A_d \) and input matrix \( B_d \) are obtained from the microgrid using Kirchhoff’s voltage law and Kirchhoff’s current law with the given circuit parameters such as resistors, capacitors and inductors [6], [17].

The system measurements are obtained by a set of sensors as follows:

\[
\mathbf{z}_k^i = \mathbf{C}^i \mathbf{x}_k + \mathbf{w}_k^i, \tag{6.2}
\]

where \( \mathbf{z}_k^i \) is the observation information by the \( i \)-th estimator at time instant \( k \), \( \mathbf{C}^i \) is the observation matrix and \( \mathbf{w}_k^i \) is the measurement noise with zero mean and the covariance matrix \( \mathbf{R}_k^i \). Realistically, the sensing measurements transmit through a lossy communication network which causes packet dropouts. Taking into account the packet loss, (6.2) can be written as follows:

\[
\mathbf{y}_k^i = \alpha_k^i \mathbf{C}^i \mathbf{x}_k + \alpha_k^i \mathbf{w}_k^i, \tag{6.3}
\]

where \( \mathbf{y}_k^i \) is the received measurements under the condition of packet losses, and \( \alpha_k^i \in \{0, 1\} \) is the Bernoulli distribution modelled as follows [63]:

\[
\alpha_k^i = \begin{cases} 
1, & \text{with probability of } \lambda_k^i, \\
0, & \text{with probability of } 1 - \lambda_k^i,
\end{cases}
\]

where \( \lambda_k^i \) is the packet arrival rate reaching the estimator. Inspired by [241], [141], [242], and for the sake of mathematical simplicity, it assumes that the observation matrices and packet loss distribution are identical to each other. The assumptions are probably due to the fact that the distributed estimators are not far away from the power sub-stations but as usual information transmits through an unreliable network. Secondly, the sensors have limited power and processing capability. Thirdly, the service provider deploys similar kinds of sensors in the distribution power network. Finally, from Eq. (6.3) it can be seen that the measurement noises are different from each observation point, so only for the sake of mathematical simplicity in Eq. (6.7), it assumes that the observation matrices are identical to each other.
Generally speaking, the filtering infrastructure is interconnected with each other to know the operating conditions of the distribution power network. For instance, the proposed interconnected filtering scheme is depicted in Fig. 6.1. It can be seen that the sensing information at the sub-systems can be shared with the connected estimators. Considering the packet losses, the proposed distributed dynamic state estimator is written as follows:

$$\hat{x}_{i|k} = \hat{x}_{i|k-1} + K_i^k[y^i_k - \alpha_k C\hat{x}_{i|k-1}] + L_i^k \sum_{j \in N^i_k} [y^j_k - \alpha_k C\hat{x}_{i|k-1}].$$  \hspace{1cm} (6.4)

Here, $\hat{x}_{i|k}$ is the updated state estimation at the $i$-th estimator, $\hat{x}_{i|k-1}$ is the predicted states estimate, $K_i^k$ is the local gain, $L_i^k$ is the neighbouring gain and $N^i_k$ denotes the set of neighbouring estimators. Based on the above modelling structure, the first objective in this part of the study is to design the optimal gains $K_i^k$ and $L_i^k$, so that the estimated state converges to the actual system state.

6.4 Proposed Distributed Estimator and Controller

This section derives a distributed state estimation and control under the condition of packet losses. Based on the mean squared error principle, the optimal local and neighbouring gains
are determined to obtain a distributed dynamic state estimation in the context of smart grids. Each estimator exchanges information with the neighbouring estimators for reaching a consensus estimation even though there are packet losses. The convergence of the developed approach is theoretically proved based on the continuous-time domain analysis due to its mathematical simplicity. For proper operation and maintaining the stability of the microgrid, a distributed controller is proposed based on the SDP approach. The designed sparse feedback gain is calculated by an iterative optimization process which is less conservative as it effectively and efficiently computes the Lyapunov matrix $P$ with no structure constraints on it.

### 6.4.1 Proposed Distributed Estimation Algorithm

Let $e^i$ denote the estimation error between the actual state and estimated state of the $i$-th estimator:

$$e^i_{k|k-1} = x_k - \hat{x}^i_{k|k-1}. \quad (6.5)$$

$$e^i_{k|k} = x_k - \hat{x}^i_{k|k}. \quad (6.6)$$

Let $n^i_k = n^i_k(N^i_k)$ represents the cardinality of $N^i_k$. Substituting (6.4) into (6.6), and using (6.3) one can obtain:

$$e^i_{k|k} = x_k - \hat{x}^i_{k|k-1} - K^i_k[y^i_k - \alpha_kCx^i_{k|k-1}] - L^i_k \sum_{l \in N^i_k} [y^i_l - \alpha_kCx^i_{k|k-1}]$$

$$= [I - \alpha_kK^i_kC - \alpha_kn^i_kL^i_kC]e^i_{k|k-1} - \alpha_kK^i_kw^i_k - \alpha_kL^i_k \sum_{l \in N^i_k} w^i_l. \quad (6.7)$$

Now the estimation error covariance matrix $P^i_{k|k}$ is defined by:

$$P^i_{k|k} = E[e^i_{k|k}e^i_{k|k}^\prime]. \quad (6.8)$$

Substituting (6.7) into (6.8), one can obtain:

$$P^i_{k|k} = \lambda_k[I - K^i_kC - n^i_kL^i_kC]P^i_{k|k-1}[I - K^i_kC - n^i_kL^i_kC]^\prime$$

$$+ (I - \lambda_k)P^i_{k|k-1} + \lambda_kK^i_kR^i_kK^i_k + \lambda_kL^i_k \sum_{l \in N^i_k} R^i_lL^i_l. \quad (6.9)$$
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Here, \( P_{k|k-1} = E[e_{k|k-1}^t e_{k|k-1}'] \). For any two compatible matrices \( X \) and \( Y \), the following partial derivatives hold:

\[
\frac{\partial \text{tr}(XY)}{\partial X} = Y'.
\]

(6.10)

\[
\frac{\partial \text{tr}(XYY')}{\partial X} = X(Y + Y').
\]

(6.11)

In order to find the optimal gain \( K_k \), taking the partial derivative of \( P_{k|k}^i \) in (6.9) with respect to \( K_k^i \) and applying (6.10), (6.11) yields:

\[
\frac{\partial [\text{tr}(P_k^i)]}{\partial K_k^i} = -2\lambda_k (I - n_k^i L_{k|k}^i C) P_{k|k-1}^i C' + 2\lambda_k K_k^i (CP_{k|k-1}^i C' + R_k^i).
\]

(6.12)

Now putting \( \frac{\partial [\text{tr}(P_k^i)]}{\partial K_k^i} = 0 \) in (6.12), the optimal local gain \( K_k^i \) is given by:

\[
K_k^i = [P_{k|k-1}^i C' - n_k^i L_{k|k-1}^i CP_{k|k-1}^i C'][CP_{k|k-1}^i C' + R_k^i]^{-1}.
\]

(6.13)

Similarly, taking the partial derivative of (6.9) with respect to \( L_k^i \) and applying (6.10), (6.11) obtains:

\[
\frac{\partial [\text{tr}(P_{k|k}^i)]}{\partial L_k^i} = -2n_k^i \lambda_k (I - K_k^i C') P_{k|k-1}^i C + 2(n_k^i)^2 \lambda_k L_k^i CP_{k|k-1}^i C' + 2 \lambda_k L_k^i \sum_{l \in N_k^i} R_k^i.
\]

(6.14)

Setting \( \frac{\partial [\text{tr}(P_{k|k}^i)]}{\partial L_k^i} = 0 \) in (6.14), \( L_k^i \) is derived as follows:

\[
L_k^i = [n_k^i P_{k|k-1}^i C' - n_k^i K_k^i CP_{k|k-1}^i C'][(n_k^i)^2 CP_{k|k-1}^i C' + \sum_{l \in N_k^i} R_k^l]^{-1}.
\]

(6.15)

For simplicity, define \( H_k^i = CP_{k|k-1}^i C' \), \( F_k^i = (H_k^i + R_k^i)^{-1} \), and \( G_k^i = [(n_k^i)^2 H_k^i + \sum_{l \in N_k^i} R_k^l]^{-1} \). Then (6.13) and (6.15) can be rewritten as follows:

\[
K_k^i = [P_{k|k-1}^i C' - n_k^i L_k^i CP_{k|k-1}^i C'] F_k^i
= P_{k|k-1}^i C' F_k^i - n_k^i L_k^i H_k^i F_k^i.
\]

(6.16)

\[
L_k^i = [n_k^i P_{k|k-1}^i C' - n_k^i K_k^i CP_{k|k-1}^i C'] G_k^i
= n_k^i P_{k|k-1}^i C' G_k^i - n_k^i K_k^i H_k^i G_k^i.
\]

(6.17)

In order to obtain the optimal gain \( K_k^i \), substituting (6.17) into (6.16) leads to:

\[
K_k^i = [P_{k|k-1}^i C' F_k^i - (n_k^i)^2 P_{k|k-1}^i C' H_k^i F_k^i][I - (n_k^i)^2 H_k^i G_k^i H_k^i F_k^i]^{-1}.
\]

(6.18)
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Similarly,

\[ L_k^i = \left[ n_k^i P_k^i \left\{ C' G_k^i - n_k^i P_k^i H_k^i G_k^i \right\} \right]^{-1}. \tag{6.19} \]

In summary, after initialization of the system parameters such as \( P_k^i \) and \( \hat{x}_{k|k-1}^i \) through the KF based prediction step, each estimator computes the optimal local and neighbouring gains by (6.18) and (6.19). \( \hat{x}_{k+1|k}^i \) and \( P_k^i \) are given by:

\[ \hat{x}_{k+1|k}^i = A dx_{k|k}^i + B_d u_k, \tag{6.20} \]

\[ P_k^i = A_d P_k^i A'_d + Q_k. \tag{6.21} \]

Afterwards, each estimator computes the state estimation and its update covariance matrix by (6.4) and (6.9). Now the next problem is how we can guarantee the consensus of the proposed distributed state estimation method, so that the developed approach can apply to real-time applications.

6.4.2 Consensus Analysis of the Distributed Estimation Algorithm

From the engineering perspective, the discrete-time system is easy to implement in the digital platforms, while the continuous system is easy to analyze from the mathematical point of view [233]. Motivated by this realistic dilemma and similar to [50], the consensus analysis of the proposed algorithm is completed based on the consensus analysis of the continuous system. Similar to the discrete-time case, the estimator applies the following step:

\[ \hat{x}^i = A \hat{x}^i + B u^i + K^i [y^i - \alpha C \hat{x}^i] + L^i \sum_{j \in N^i} [y^j - \alpha C \hat{x}^j]. \tag{6.22} \]

The estimation error \( e^i \) can be expressed as follows:

\[ e^i = x - \hat{x}^i. \tag{6.23} \]

By direct differentiation of (6.23), one can obtain:

\[
\begin{align*}
\dot{e}^i &= \dot{x} - A \dot{x}^i - B \dot{u} - K^i [y^i - \alpha C \hat{x}^i] - L^i \sum_{j \in N^i} [y^j - \alpha C \hat{x}^j] \\
&= (A - \alpha K^i C - n^i \alpha L^i C) x - (A - \alpha K^i C - n^i \alpha L^i C) \hat{x}^i + n - \alpha K^i w^i - \alpha L^i \sum_{l \in N^i} w^l \\
&= (A - \alpha K^i C - n^i \alpha L^i C) e^i + n - \alpha K^i w^i - \alpha L^i \sum_{l \in N^i} w^l. \tag{6.24}
\end{align*}
\]
The error covariance matrix is written as follows:
\[
\dot{P}^i = (A - \lambda K'C - n'\lambda L'C)P^i + P^i(A - \lambda K'C - n'\lambda L'C) + Q + \lambda K'R_iK'_i + \lambda L'_i \sum_{l \in N^i} R'_l L'_l
\]
\[
= AP^i + P^iA' + Q - \lambda K'C P^i - \lambda P^iC'K'_i + \lambda K'R_iK'_i - n'\lambda L'C P^i - n'\lambda P^iC'L'_i + \lambda L'_i \sum_{l \in N^i} R'_l L'_l. 
\]
(6.25)

Taking the partial derivative of (6.25) with respect to \( \dot{K}'_i \) and applying (6.10), (6.11) yields:
\[
\frac{\partial [tr \dot{P}^i]}{\partial K'_i} = -2\lambda P^i C' + 2\lambda K'R_i. 
\]
(6.26)

Setting \( \frac{\partial [tr \dot{P}^i]}{\partial K'_i} = 0 \) in (6.26), then the gain matrix is given by:
\[
K'_i = P^i C'(R_i)^{-1}. 
\]
(6.27)

Taking the partial derivative of (6.25) with respect to \( \dot{L}'_i \) and applying (6.10), (6.11) leads to:
\[
\frac{\partial [tr \dot{P}^i]}{\partial L'_i} = -2n'\lambda P^i C' + 2\lambda L'_i \sum_{l \in N^i} R'_l. 
\]
(6.28)

Putting \( \frac{\partial [tr \dot{P}^i]}{\partial L'_i} = 0 \) in (6.28), then the gain matrix is obtained as follows:
\[
L'_i = n'P^i C'(\sum_{l \in N^i} R'_l)^{-1}. 
\]
(6.29)

Substituting (6.27) and (6.29) into (6.25), one can obtain:
\[
P^i = AP^i + P^iA' + Q - \lambda P^i C'(R_i)^{-1}C P^i - \lambda P^i C'(R_i)^{-1}C P^i + \lambda P^i C'(R_i)^{-1}C P^i -
\]
\[
n'\lambda P^i C'(\sum_{l \in N^i} R'_l)^{-1}C P^i - n'\lambda P^i C'(\sum_{l \in N^i} R'_l)^{-1}C P^i + (n')^2 \lambda P^i C'(\sum_{l \in N^i} R'_l)^{-1}C P^i
\]
\[
= AP^i + P^iA' + Q - \lambda P^i C'(R_i)^{-1}C P^i + [(n')^2 - 2n']\lambda P^i C'(\sum_{l \in N^i} R'_l)^{-1}C P^i. 
\]
(6.30)

In order to analyze the consensus of the developed algorithm, consider only the nominal system of (6.24) to obtain:
\[
\dot{e}^i = (A - \alpha K'C - n'\alpha L'C)e^i. 
\]
(6.31)

Consider the following Lyapunov function:
\[
V = \sum_{i=1}^{M} e^{i}(P^i)^{-1}e^i. 
\]
(6.32)
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Now taking the partial derivative and expectation of (6.32), and using (6.27), (6.29), (6.30) and (6.31), one can obtain:

\[
\dot{V} = \sum_{i=1}^{M} \{e'^{i}(P^{i})^{-1}e^{i} + e^{i}(P^{i})^{-1}e^{i} - e^{i}(P^{i})^{-1}P^{i}(P^{i})^{-1}e^{i}\}
\]

\[
= \sum_{i=1}^{M} e^{i}[(A - \lambda K^{i}C - n^{i}\lambda L^{i}C)'(P^{i})^{-1} + (P^{i})^{-1}(A - \lambda K^{i}C - n^{i}\lambda L^{i}C) - (P^{i})^{-1}A - A'(P^{i})^{-1} - (P^{i})^{-1}Q(P^{i})^{-1} + \lambda C'(R^{i})^{-1}C - [(n^{i})^{2} - 2n^{i}]\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C]e^{i}
\]

\[
= \sum_{i=1}^{M} e^{i}[-\lambda (P^{i})^{-1}K^{i}C - \lambda C'K'^{i}(P^{i})^{-1} - n^{i}\lambda (P^{i})^{-1}L^{i}C - n^{i}\lambda C'L'^{i}(P^{i})^{-1} - (P^{i})^{-1}Q(P^{i})^{-1} + \lambda C'(R^{i})^{-1}C - [(n^{i})^{2} - 2n^{i}]\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C]e^{i}
\]

\[
= \sum_{i=1}^{M} e^{i}[-\lambda C'(R^{i})^{-1}C - \lambda C'(R^{i})^{-1}C - n^{i}\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C - n^{i}\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C - (P^{i})^{-1}Q(P^{i})^{-1} + \lambda C'(R^{i})^{-1}C - [(n^{i})^{2} - 2n^{i}]\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C]e^{i}
\]

\[
= -\sum_{i=1}^{M} e^{i}[\lambda C'(R^{i})^{-1}C + (P^{i})^{-1}Q(P^{i})^{-1} + (n^{i})^{2}\lambda C'(\sum_{l\in\mathcal{N}^{i}} R^{l})^{-1}C]e^{i} \leq 0. \quad (6.33)
\]

The inequality shows that the Lyapunov function is gradually decreasing so the error function is asymptotically stable. Consequently, the estimated state \(\hat{x}^{i}\) converges to the actual system state \(x\). After estimating the system states, the designer needs to apply a control strategy for maintaining the stability of the network.

6.4.3 Proposed Distributed Controller

Generally, computing machines have finite memory and temporal resolution [190], so the distributed controller is obviously preferred from the engineering aspects. In this study, the distributed feedback controller is employed to regulate the microgrid states. The feedback controller is given by:

\[
u_{k} = F\hat{x}_{kj} \quad (6.34)
\]

Here, \(F\) is the distributed feedback gain matrix to be designed. If there is no connection between sub-system/estimator and controller then the corresponding element of \(F\) is zero.
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For instance, from the Fig. 6.1 the designed gain matrix $F$ belongs to the following structure set (assuming $M = 4$):

$$F^o = \{F \mid F = \begin{bmatrix} F_{11} & F_{12} & 0 & 0 \\ 0 & F_{22} & F_{23} & 0 \\ F_{31} & 0 & F_{33} & F_{34} \\ 0 & 0 & 0 & F_{44} \end{bmatrix} \}. \quad (6.35)$$

Here, the feedback element $F_{NM}$ is the connection between subsystem sensor N and controller M. This type of distributed feedback gain structure offers sparse communication between the grid and EMS [21].

According to the separation principle [210, p. 427], the feedback control strategy and the state estimation can be designed separately. So, one can implement the control law $u_k = Fx_k$ [20]. Using $u_k$, (6.1) can be written as follows:

$$x_{k+1} = \tilde{A}_d x_k + n_k, \quad (6.36)$$

where $\tilde{A}_d = A_d + B_d F$ is the closed loop state matrix. If there exists a stabilizing gain matrix $F \in F^o$, then the following LMI holds:

$$\tilde{A}'_d P \tilde{A}_d - P < 0$$

$$(A_d + B_d F)' P (A_d + B_d F) - P < 0. \quad (6.37)$$

In order to obtain a feasible solution so that the distributed feedback can be applied, $P$ is computed as follows:

$$(\beta A_d)' P (\beta A_d) - P < 0, \quad (6.38)$$

where $\beta = 1/[\gamma \max \{eig(A_d)\}]$, $\gamma > 1$ is a free parameter and $\max \{eig(A_d)\}$ is the maximum eigen values of $A_d$. The quantity $\gamma$ ensures eigenvalues of the scaled close loop system strictly less than one. According to the standard Schur’s complement, (6.38) can be transformed into the following LMI form:

$$\begin{bmatrix} -P & \beta A'_d P \\ \beta PA_d & -P \end{bmatrix} < 0. \quad (6.39)$$

$^1$The proposed work can be easily extended to the generic case.
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After computing $P$ in (6.39) and with the help of (6.37), one can obtain $F \in F^o$ by considering the following optimization problem:

$$\begin{align*}
\text{minimise} & \quad \zeta \\
\text{subject to} & \quad (A_d + B_dF)'P(A_d + B_dF) - P + \zeta I < 0.
\end{align*}$$

(6.40) (6.41)

where $\zeta$ is the semidefinite programming variable. Given $P$, applying the Schur’s complement to (6.41) yields:

$$\begin{bmatrix}
-P + \zeta I & (A_d + B_dF)'P \\
P(A_d + B_dF) & -P
\end{bmatrix} < 0.$$

(6.42)

Finally, one can formulate the proposed optimization problem as follows:

$$\begin{align*}
\text{minimise} & \quad \zeta \\
\text{subject to} & \quad \text{Hold (6.42)}, F \in F^o.
\end{align*}$$

(6.43)

One can use the standard YALMIP toolbox to solve the proposed optimization problem [213]. As the feedback structure offers sparse communication, the developed approach reduces computation costs.

6.5 Simulation Results Using the Proposed Distributed Approaches

This chapter proposes a distributed state estimator and optimal controller under the condition of packet losses. In this section, the proposed distributed algorithms are applied to the microgrid connected to the IEEE-4 bus system which is described in Chapter 4.2. The proposed algorithm is tested on the microgrids with both large and small disturbances.

6.5.1 State Estimation Performance Considering Small Disturbances

The simulation is conducted through Matlab and YALMIP, and the parameters are shown in Table 6.1. It can be seen that the process and measurement disturbance variances are considered small.
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<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q )</td>
<td>0.000001 * ( I_4 )</td>
<td>( R^1 )</td>
<td>0.000001 * ( I_4 )</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.000002 * ( I_4 )</td>
<td>( R^3 )</td>
<td>0.000003 * ( I_4 )</td>
</tr>
<tr>
<td>( R^4 )</td>
<td>0.000004 * ( I_4 )</td>
<td>( \lambda_K )</td>
<td>0.90-0.95</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>2</td>
<td>( \Delta t )</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Figure 6.2: State trajectory of \( \Delta v_1 \) and its estimate with small disturbances.

From the simulation, the system state versus time step results are demonstrated in Figs. 6.2–6.5. It can be observed that the packet loss significantly affects the system states but the proposed algorithm can well estimate the system states. This is due to the fact that the proposed algorithm can find the optimal gains to extract the system state information from adversaries. It can also be seen that it requires only 0.015 seconds \((k \times \Delta t)\) to estimate the system states which is much less than the standard estimation time frame of 1 second [47]. Note that the small fluctuation comes from the packet losses and random noises.
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Figure 6.3: State trajectory of $\Delta v_2$ and its estimate with small disturbances.

Figure 6.4: State trajectory of $\Delta v_3$ and its estimate with small disturbances.
6.5.2 State Estimation Performance Considering Large Disturbances

In order to investigate the impacts of process and measurement noises on the estimation performance, the variance of the process noise is increased from $0.0000001 \times I_4$ to $0.5 \times I_4$, and the measurement noise variance for estimator 1, 2, 3 and 4 are set as $0.6 \times I_4$, $0.7 \times I_4$, $0.8 \times I_4$ and $0.9 \times I_4$, respectively [243]. The step size is decreased from $0.0001$ to $0.00001$, while other system parameters are kept the same as that in case 1. The simulation results are presented in Figs. 6.6-6.9. It can be seen that the results are greatly affected by heavy disturbances, but the estimation accuracy is still high. Even if there are large disturbances in the system, the proposed algorithm can estimate well the system states.

6.5.3 Controller Performance Analysis

Basically, it can be seen that the actual PCC state deviations increase dramatically over time, which is very dangerous in terms of power network stability and microgrid operation. Thus, it is intrinsically essential to apply a suitable control technique, so that the PCC voltage deviations are driven to zero in a short time. After applying the proposed distributed control
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Figure 6.6: State trajectory of $\Delta v_1$ and its estimate with large disturbances.

Figure 6.7: State trajectory of $\Delta v_2$ and its estimate with large disturbances.
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Figure 6.8: State trajectory of $\Delta v_3$ and its estimate with large disturbances.

Figure 6.9: State trajectory of $\Delta v_4$ and its estimate with large disturbances.
method, it can be seen from Fig. 6.10 that the proposed controller is able to keep the voltage deviations to zero in approximately 0.01 seconds ($k \times \Delta t$), which acts as a precursor for stability and microgrid operations. Technically, it means that the developed approach requires much less time to keep the voltage as a reference value compared with the standard stability time frame 1 – 5 seconds [47].

6.6 Summary

This chapter presents a distributed state estimation and control strategy considering packet losses. The developed distributed estimator is based on the mean squared error, so it can accurately compute the optimal gains to extract the actual system states. In order to regulate the system states, this study proposes a SDP based distributed controller in the context of smart grid communication. The proposed distributed control framework could properly determine the sparse gain such that the system states can be stabilized in a fairly short time. These ap-
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Approaches can help to design the future smart EMS under the condition of uncertainties. It is worth pointing out that the aforementioned problems are not trivial in the smart grid community as the communication impairments have significant impact on the grid stability and the distributed strategies can reduce communication burden and offer a sparse communication network.

Similar to [50], [51], the proposed distributed state estimation algorithm requires both local and consensus steps with their corresponding gain. That is, the derived covariance expression is not scalable in the number of estimators; therefore, sometimes its needs a suboptimal filter [51]. Generally, including the consensus step in the filter structure, the computational complexity of the gain and error covariance is significantly increased. To address this issue, the following chapter proposes a distributed state estimation algorithm that will only need to compute the neighboring gain for interconnected systems. The convergence of the developed approach is proved considering the discrete time system.
Chapter 7

Convergence Analysis of the Distributed Estimation Algorithm for a Discrete-Time System

7.1 Introduction

Generally speaking, power systems are continuously monitored in order to maintain the normal and secure operating conditions. The state estimation provides accurate information about the power system operating conditions. Due to the increasing size and complexity of power systems, the traditional centralised estimation method is no longer suitable [244]. Moreover, the implementation of the centralised state estimation over a whole interconnected power system is becoming a challenging problem. So, the distributed state estimation is gaining significant interest both in academic and industrial domains. In the distributed estimation approach, the estimator exchanges information with the neighbouring connected nodes to reach a consensus on estimation. The consensus-based distributed state estimation algorithms for sensor networks have been proposed in [141], [51], [142]. Moreover, the distributed information consensus filter for simultaneous input and state estimation is explored in [145]. However, the calculations of gain and error covariance in all preceding methods are based on the suboptimal filter. Therefore, it can be considered that the optimal consensus analysis has not been fully investigated as it does not trace back to the original system in the
optimal sense. In other words, the approximation of the error function does not reflect the optimal consensus analysis, so the algorithms might not be the best to be applied in real-time applications.

Motivated by the aforementioned research gaps in the smart grid research community, this research proposes a distributed dynamic state estimation method with the optimal observation gain, and its convergence is analysed without approximations. Specifically, the interconnected synchronous generators are modelled as a state-space linear equation where sensors are deployed to obtain measurements. As the synchronous generator states are unknown, the estimation needs to know the overall operating conditions of power networks. Availability of the system states gives the designer an accurate picture of power networks to avoid blackouts. Basically, the proposed algorithm is based on the minimization of the mean squared estimation error, and the optimal gain is computed by exchanging information with neighboring estimators. Afterwards, the convergence of the developed algorithm is proved so that it can be applied to real-time applications in modern smart grids. Simulation results demonstrate the efficacy of the developed approach.

7.2 Problem Statement

There is a strong drive in the power industry to design, create and analyse the system in a distributed way considering flexible communication infrastructure [245]. In order to develop a distributed estimation approach, consider the following discrete-time system:

\[ x_{k+1} = A_dx_k + B_du_k + n_k, \]  

(7.1)

where \( x_k \) is the system state at time instant \( k \), \( u_k \) is the control effort, \( n_k \) is the zero-mean process noise whose covariance matrix is \( Q_k \), and all other variables are previously well described. The system measurements are obtained by a set of sensors as follows:

\[ y^i_k = Cx_k + w^i_k, \quad i = 1, 2, \ldots, n \]

(7.2)

where \( y^i_k \) is the observation information by the \( i \)-th estimator at time instant \( k \), \( C \) is the observation matrix and \( w^i_k \) is the measurement noise with zero mean and the covariance matrix \( R^i_k \). Similar to [141], [246], we assume that the measurements are same, but the observation noises are different from each other. The assumption is probably due to the
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fact that the system operators deploy a similar number of sensors that are interconnected in the distribution power system. Secondly, the deployed sensors have similar power and processing capability.

Generally speaking, the distribution power sub-systems are interconnected to each other as shown in Fig. 7.1. When the estimator exchanges information with the connected neigh-

Figure 7.1: A framework for distributed estimations and its research questionnaires.

bouring nodes, it is called the distributed estimation [51], [237]. In this way, each estimator reaches its consensus estimation, so the estimated state converges to the true state. Basically, this research assumes the sub-stations have communication capabilities to exchange information with each other. Mathematically, the proposed distributed dynamic state estimator is written as follows:

\[
\begin{align*}
\hat{x}_i^{k+1} | k &= A_d \hat{x}_i^k | k + B_d u_k, \\
\hat{x}_i^k | k &= \hat{x}_i^k | k - 1 + K_i \sum_{l \in N^i} (y_l^i - C \hat{x}_i^k | k - 1).
\end{align*}
\] (7.3)

(7.4)

Here, \( \hat{x}_i^{k+1} | k \) is the updated state estimation at the \( i \)-th estimator, \( \hat{x}_i^k | k - 1 \) is the predicted state estimation, \( K_i \) is the local gain and \( N^i \) denotes the set of neighbouring estimators including node \( i \). The second term in (7.4) is used to exchange information with the neighbouring estimators for reaching a consensus on estimations. In the traditional distributed state estimation methods [50], [51], it requires both local and consensus steps with their corresponding gain. That is, the derived covariance expression is not scalable in the number of estimators, so it needs to approximate which leads to a suboptimal filter [51]. Therefore, it can be considered that the optimal consensus analysis has not been fully investigated as it does not trace back
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to the original system in the optimal sense. In other words, the approximation of the error function does not reflect the optimal consensus analysis, so the algorithms might not be the best to be applied in real-time applications. Generally, including the consensus step in the filter structure, the computational complexity of the gain and error covariance is significantly increased.

The first problem is how to express the interconnected power systems in a state-space framework, which is easy to analyse. The second problem is to design the optimal gain without approximations. The next problem is to prove the convergence of the proposed algorithm, so that the developed approach can be applied in smart grid industry. Generally, the consensus analysis confirms the consistency of the estimation over the interconnected networks. The problem statement is summarised as follows:

**Develop a distributed state estimation algorithm for complex power systems such that all estimators reach a consensus on estimation.**

This chapter tries to answer these questions by presenting a distributed state estimation scheme with the optimal gain for interconnected synchronous generators, and algorithmic convergence is analysed without approximations.

### 7.3 Discrete-Time State-Space Representation of Synchronous Generators

The power grid can be represented by diverse stages of complexity which depend on the planned applications of the system model. Generally speaking, there are many synchronous generators and loads are connected to the complex power networks. To illustrate, Fig. 7.2 shows the typical synchronous generators and loads which are connected to the 8-bus distribution lines [106], [14]. Basically, the $i$th-synchronous generator can be represented by the following third order differential equations as follows [14], [247], [5]:

\[
\begin{align*}
\Delta \dot{\delta}_i &= \Delta \omega_i, \\
\Delta \dot{\omega}_i &= -\frac{D_i}{H_i} \Delta \omega_i - \frac{\Delta P_{ei}}{H_i}, \\
\Delta \dot{E}^{qi}_i &= -\frac{\Delta E^q_{qi}}{T''_{doi}} + \frac{\Delta E_{fi}}{T''_{doi}} + \frac{X_{di}}{T''_{doi}} \Delta i_{di} - \frac{X''_{di}}{T''_{doi}} \Delta i_{di}.
\end{align*}
\]
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Figure 7.2: Synchronous generators are connected to the distribution system [14], [15].

Here, $\delta_i$ is the rotor angle, $\omega_i$ is the rotor speed, $H_i$ is the inertia constant, $D_i$ is the damping constant, $P_e$ is the active power delivered at the terminal, $E_{qi}'$ is the quadrature-axis transient voltage, $E_{fi}$ is the exciter output voltage, $T_{doa}'$ is the direct-axis open-circuit transient time constant, $X_{di}$ is the direct-axis synchronous reactance, $X_{dij}'$ is the direct-axis transient reactance and $i_{di}$ is the direct-axis current [106].

Usually, the typical automatic voltage regulator (AVR) is used to control the excitation current which leads to control the terminal voltage [14], [15]. A second-order transfer function is used to represent the AVR whose dynamic equations are given by [14]:

\[
\Delta E_{fi} = b_{0i}z_{1i} + b_{1i}z_{2i}. \quad (7.8)
\]
\[
z_{1i} = z_{2i}. \quad (7.9)
\]
\[
z_{2i} = -c_{1i}z_{2i} - c_{0i}z_{1i} + \Delta v_i. \quad (7.10)
\]

Here, $z_{1i}$ and $z_{2i}$ are the AVR internal states, $b_{0i}$ and $b_{1i}$ are transfer function coefficients of the voltage control, $c_{0i}$ and $c_{1i}$ are the transfer function coefficients of the excitation system and $\Delta v_i$ is the control input signal.

If there are $N$ generators in the system, the d-axis current $I_{di}$ and electrical power $P_{ei}$ are expressed as follows [15]:

\[
I_{di} = \sum_{j=1}^{N} \Delta E_{qi}' [B_{ij} \cos(\delta_i - \delta_j) - G_{ij} \sin(\delta_i - \delta_j)]. \quad (7.11)
\]
\[
P_{ei} = \Delta E_{qi}' \sum_{j=1}^{N} [B_{ij} \sin(\delta_i - \delta_j) + G_{ij} \cos(\delta_i - \delta_j)] \Delta E_{qj}'. \quad (7.12)
\]
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Here, \( i, j \in \{1, \ldots, N\} \), \( G_{ij} \) and \( B_{ij} \) are the real and imaginary part of the network admittance matrix \( Y \), which is given in the Appendix A.

After linearizing (7.11) and (7.12) at the operating points \( \delta = \delta^* \) and \( E'_q = E'_q^* \), the power increment \( \Delta P_{ei} \) and current increment \( \Delta I_{di} \) are given by [14]:

\[
\Delta P_{ei} = \begin{bmatrix} \frac{\partial P_{ei}}{\partial \delta} & \frac{\partial P_{ei}}{\partial E'_q} \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta E'_q \end{bmatrix}.
\]

(7.13)

\[
\Delta I_{di} = \begin{bmatrix} \frac{\partial I_{di}}{\partial \delta} & \frac{\partial I_{di}}{\partial E'_q} \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta E'_q \end{bmatrix}.
\]

(7.14)

Here, \( \Delta \delta \) and \( \Delta E'_q \) are the rotor angle deviations and transient voltage deviations. By combining (7.5)-(7.10) and (7.13)-(7.14), the system dynamics can be written as follows:

\[
\dot{x}_i = A_i x_i + B_i u_i + \sum_{j \in N_i} A_{ij} x_j.
\]

(7.15)

Here, the \( i \)-th generator state \( x_i = [\Delta \delta_i \Delta \omega_i \Delta E'_{q_i} z_{2i} z_{1i}]' \), the input signal \( u_i = \Delta v_i \), \( N_i \) denotes the set of generators that are physically connected with the \( i \)-th generator, the system matrices \( A_i \in \mathbb{R}^{5 \times 5} \), \( B_i \in \mathbb{R}^{5 \times 1} \) and \( A_{ij} \in \mathbb{R}^{5 \times 5} \) are given in Appendix B.

Furthermore, the interconnected power system is expressed as a linearised continuous-time state-space framework as follows [14], [15]:

\[
\dot{x} = Ax + Bu + n.
\]

(7.16)

Here, \( x \in \mathbb{R}^{5N \times 1} \) and \( u \in \mathbb{R}^{N \times 1} \) are the states and input signals of all \( N \) generators, \( n \in \mathbb{R}^{5N \times 1} \) is the process noise with covariance matrix \( Q \in \mathbb{R}^{5N \times 5N} \), the system state matrix \( A \in \mathbb{R}^{5N \times 5N} \) and input matrix \( B \in \mathbb{R}^{5N \times N} \) are given by:

\[
A = \begin{bmatrix} A_1 & A_{12} & \cdots & A_{1N} \\
A_{21} & A_2 & \cdots & A_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
A_{N1} & A_{N2} & \cdots & A_N \end{bmatrix}
\]

and
\[
B = \text{diag}(B_1 \cdots B_N).
\]

Now, the above system is expressed as a discrete-time state-space linear model as follows:

\[
x_{k+1} = A_d x_k + B_d u_k + n_k,
\]

(7.17)
where \( A_d = I + A \Delta t \), \( I \) is the identity matrix, \( \Delta t \) is the sampling period and \( B_d = B \Delta t \).

In order to sense and monitor the distribution power systems, the system operators deploy a set of sensors around the grid. The system measurements are described by (7.2). Afterwards, the sensing information is transmitted to the energy management system where the estimators run in a distributed way.

### 7.4 Solution to the Optimal Distributed Estimator

The following result gives the optimal gain \( K_{ik} \) in (7.4).

**Theorem 7.1:** For the given system (7.1), and observation (7.2), the minimization of mean squared error \( E[(x_k - \hat{x}_{ik}^k)(x_k - \hat{x}_{ik}^k)'] \) can be achieved, if one can obtain the optimal gain as follows:

\[
K_{ik} = n_i P_{ik|k-1} C [((n_i)^2 C P_{ik|k-1} C)' + \sum_{l \in N_i} R_{ik}^{-1}]^{-1}.
\]

(7.18)

The error covariance \( P_{ik|k} = E[(x_k - \hat{x}_{ik}^k)(x_k - \hat{x}_{ik}^k)'] \) is the solution to the following expression:

\[
P_{ik|k} = (I - n_i K_{ik} C) P_{ik|k-1} (I - n_i K_{ik} C)' + K_k \sum_{l \in N_i} R_{ik} K_k'.
\]

(7.19)

Here, \( n_i = n^i (N^i) \) represents the cardinality of \( N^i \), \( P_{ik|k-1} = A_d P_{ik-1|k-1} A_d' + Q_{k-1} \) is the predicted error covariance matrix and \( P_{k-1|k-1} \) is the error covariance matrix of the previous step. The proof is derived in Appendix C.

Analytically, finding an optimal estimator does not guarantee reaching a consensus on estimation. Driven by this motivation, the next problem is to confirm the convergence of the proposed algorithm so that it can be applied for monitoring the power network.
7.5 Convergence Analysis of the Estimation Algorithm

Let $e^i$ denote the estimation error between the actual state and estimated state of the $i$-th estimator, which can be expressed as follows:

$$e^i_{k|k} = x_k - \hat{x}^i_{k|k}. \quad (7.20)$$

$$e^i_{k|k-1} = x_k - \hat{x}^i_{k|k-1}. \quad (7.21)$$

Let’s take the Lyapunov function as follows:

$$V(e_{k|k}) = \sum_{i=1}^{N} e^i_{k|k}(P^i_{k|k})^{-1}e^i_{k|k}. \quad (7.22)$$

The first difference of the Lyapunov function can be expressed as follows:

$$E[\Delta V(e_{k|k})] = E[V(e_{k+1|k+1}) - V(e_{k|k})] = E[\sum_{i=1}^{N} \{e^i_{k+1|k+1}(P^i_{k+1|k+1})^{-1}e^i_{k+1|k+1} - e^i_{k|k}(P^i_{k|k})^{-1}e^i_{k|k}\}]. \quad (7.23)$$

The following lemmas are used to simplify the above expression.

**Lemma 7.1:** Defining the information matrix $S^i_k = (n^i)^2C^i(\sum_{l \in N^i} R^i_l)^{-1}C$, then $P^i_{k|k} = [(P^i_{k|k-1})^{-1} + S^i_k]^{-1}$.

**Proof:** See Appendix D.

**Lemma 7.2:** The following statement holds: $P^i_{k+1|k+1} = F^i_{k+1}G^i_{k+1}F^i_{k+1} + W^i_{k+1}$ with the simplified terms $G^i_{k+1} = A_dP^i_{k|k}A_d + W^i_{k+1}$, $W^i_{k+1} = Q_k + P^i_{k+1|k}S^i_{k+1}P^i_{k+1|k}$ and $F^i_{k+1} = [I - n^iK^i_{k+1}C]$.

**Proof:** See Appendix E.

Now $e^i_{k+1|k+1}$ can be expressed as follows:

$$e^i_{k+1|k+1} = x_{k+1} - x^i_{k+1|k+1} - K^i_{k+1} \sum_{l \in N^i} (y^i_{k+1|k} - Cx^i_{k+1|k})$$

$$= [I - n^iK^i_{k+1}C](A_d(x_k - x^i_{k|k}) + n_k) - K^i_{k+1} \sum_{l \in N^i} w^i_{k+1}$$

$$= (I - n^iK^i_{k+1}C)(A_d e^i_{k|k} + n_k) - K^i_{k+1} \sum_{l \in N^i} w^i_{k+1}. \quad (7.24)$$
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For simplicity of the convergence analysis, it is assumed that there are no noisy terms in (7.24), and it can be rewritten as follows:

$$e_{k+1|k+1} = (I - n^i K_{k+1}^i C) A_d e_{k|k}^i$$

$$= F_{k+1}^i A_d e_{k|k}^i.$$  \hspace{1cm} (7.25)

Here, \( F_{k+1}^i = [I - n^i K_{k+1}^i C] \).

For the expression of \( E[\Delta V(e_{k|k})] \), (7.23) is used together with (7.25) to yield:

$$E[\Delta V(e_{k|k})] = \sum_{i=1}^{N} e_{k|k}^i A_d [F_{k+1}^i (P_{k+1|k+1}^i)^{-1} F_{k+1}^i A_d - (P_{k|k}^i)^{-1}] e_{k|k}^i.$$

Using Lemma 2, (7.26) can be written as follows:

$$E[\Delta V(e_{k|k})] = \sum_{i=1}^{N} e_{k|k}^i A_d [A_d' (G_{k+1}^i)^{-1} - (P_{k|k}^i)^{-1}] e_{k|k}^i$$

$$= - \sum_{i=1}^{N} e_{k|k}^i [(P_{k|k}^i)^{-1} - A_d' (G_{k+1}^i)^{-1} A_d] e_{k|k}^i$$

$$\Rightarrow E[\Delta V(e_{k|k})] = - \sum_{i=1}^{N} e_{k|k}^i A_{k+1}^i e_{k|k}^i,$$ \hspace{1cm} (7.27)

where \( A_{k+1}^i \) is defined as follows:

$$A_{k+1}^i = (P_{k|k}^i)^{-1} - A_d' (G_{k+1}^i)^{-1} A_d.$$ \hspace{1cm} (7.28)

In order to apply the well-known matrix inversion Lemma, \((A + BCD)^{-1} = A^{-1} - A^{-1}B(C^{-1} + DA^{-1}B)^{-1}DA^{-1}\) [51], pre and post-multiplying (7.28) by \( P_{k|k}^i \) yields:

$$P_{k|k}^i A_{k+1}^i P_{k|k}^i = P_{k|k}^i - P_{k|k}^i A_d' (W_{k+1}^i + A_d P_{k|k}^i A_d')^{-1} A_d P_{k|k}^i$$

$$= [(P_{k|k}^i)^{-1} + A_d' (W_{k+1}^i)^{-1} A_d]^{-1}.$$ \hspace{1cm} (7.29)

Now pre and post-multiplying (7.29) by \((P_{k|k}^i)^{-1}\) leads to:

$$A_{k+1}^i = (P_{k|k}^i)^{-1} [(P_{k|k}^i)^{-1} + A_d' (W_{k+1}^i)^{-1} A_d]^{-1} (P_{k|k}^i)^{-1}.$$ \hspace{1cm} (7.30)

This shows that \( A_{k+1}^i \) is a symmetric and positive definite matrix. This ensures that (7.27) becomes:

$$E[\Delta V(e_{k|k})] = - \sum_{i=1}^{N} e_{k|k}^i A_{k+1}^i e_{k|k}^i < 0.$$ \hspace{1cm} (7.31)
This confirms that the incremental Lyapunov function is less than zero, so the estimation error dynamic is asymptotically stable. This proves that the proposed algorithm is convergent. The performance of the aforementioned algorithm is explored by performing numerical simulations in the following section.

7.6 Simulation Results and Discussions

In order to simplify our discussion, here, it is assumed there are \( n=4 \) observation stations and \( N=5 \) synchronous generators in the distribution power networks as shown in Figs. 7.1-7.2. The proposed work can be easily extended to the generic case. The simulation is implemented in Matlab where the parameters are summarized in Tables 7.1 and 7.2 [14], [15]. Moreover, the considered process and measurement noise covariances are diagonal matrices [106], [107], [113] and their values are \( Q = 0.00001I \), \( R^1 = 0.003I \), \( R^2 = 0.004I \), \( R^3 = 0.005I \) and \( R^4 = 0.006I \). The sampling period for discretization is 0.0015 seconds.

| Table 7.1: Parameters of five generators G1-G5 [14], [15]. |
|-----------------|-------|-------|-------|-------|-------|
| Parameters      | G1    | G2    | G3    | G4    | G5    |
| \( H_i \)       | 4.6   | 4.75  | 4.53  | 4.04  | 5     |
| \( D_i \)       | 3.14  | 3.77  | 3.45  | 4.08  | 3.5   |
| \( X_{di} \)    | 0.1026| 0.1026| 1.0260| 0.1026| 1.0260|
| \( X'_{di} \)   | 0.0339| 0.0339| 0.3390| 0.0339| 0.3390|
| \( T'_{doi} \)  | 5.67  | 5.67  | 5.67  | 5.67  | 5.67  |
| \( b_{1i} \)    | 1332  | 1332  | 1332  | 1332  | 1332  |
| \( b_{oi} \)    | 666   | 666   | 666   | 666   | 666   |
| \( c_{1i} \)    | 33.3  | 33.3  | 33.3  | 33.3  | 33.3  |
| \( c_{oi} \)    | 3.33  | 3.33  | 3.33  | 3.33  | 3.33  |
| \( V \)         | 1.05  | 1.03  | 1.025 | 1.05  | 1.025 |
| \( \theta \)    | 0     | 0.1051| 0.0943| 0.0361| 0.0907|
| \( P \)         | 3.1621| 4.1026| 0.4708| 4.0678| 0.1647|
| \( Q \)         | 2.9241| 1.3921| 0.4197| 2.1902| 0.3479|
Table 7.2: Transmission line parameters [14], [15].

<table>
<thead>
<tr>
<th>Node i</th>
<th>Node j</th>
<th>$R_{ij}$</th>
<th>$X_{ij}$</th>
<th>$B_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>0.00435</td>
<td>0.01067</td>
<td>0.01536</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.00213</td>
<td>0.00468</td>
<td>0.00404</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0.02004</td>
<td>0.06244</td>
<td>0.06406</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.00524</td>
<td>0.01184</td>
<td>0.01756</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.00711</td>
<td>0.02331</td>
<td>0.02732</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.04032</td>
<td>0.12785</td>
<td>0.15858</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.01724</td>
<td>0.04153</td>
<td>0.06014</td>
</tr>
</tbody>
</table>

Figures 7.3-7.17 show the system’s true and estimated states versus time step. It can be seen that the proposed method can estimate the system states with reasonable accuracy. This is because the developed approach can effectively solve the distributed estimation problem to find the optimal solution. So, the estimated states reflect the true state within a few steps. For instance, it can be seen from Fig. 7.3 that the explored method requires 0.0150 seconds ($k \times \Delta t = 10 \times 0.0015$) to estimate the rotor angle of generator 1. Similar kind of estimation performance is obtained for other states. From the technical point of view, it means that the proposed algorithm requires much less time compared with the standard estimation time of 1 second [47]. As the five generators have different specifications so their true states are different which are also well estimated by the proposed approach. Note that the small fluctuations come from the system noise.

7.7 Summary

This chapter presents a distributed approach for estimating the synchronous generator states. The simulation results show the validity of the analytical approach. The results point out the applicability of the proposed scheme for estimating the multiple synchronous generator states. Finally, the consensus of the explored algorithm is also proved so that it can be applied to practical applications in modern smart grids. Consequently, these contributions are valuable for designing the distributed smart energy management system as it provides precise estimation performance and requires less computational resources in the estimation.
7.7 Summary

The following chapter considers a more realistic filtering process for interconnected systems. That is, the upcoming distributed state estimation algorithm is derived by considering different observation matrices and the discrete-time system for convergence analysis.

Figure 7.3: Rotor angle $\delta_1$ and its estimation.
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Figure 7.4: Rotor speed $\omega_1$ and its estimation.

Figure 7.5: Transient voltage $E'_{q1}$ and its estimation.
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Figure 7.6: Rotor angle $\delta_2$ and its estimation.

Figure 7.7: Rotor speed $\omega_2$ and its estimation.
Figure 7.8: Transient voltage $E'_{q2}$ and its estimation.

Figure 7.9: Rotor angle $\delta_3$ and its estimation.
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Figure 7.10: Rotor speed $\omega_3$ and its estimation.

Figure 7.11: Transient voltage $E'_{q3}$ and its estimation.
Figure 7.12: Rotor angle $\delta_4$ and its estimation.

Figure 7.13: Rotor speed $\omega_4$ and its estimation.
Figure 7.14: Transient voltage $E'_{q4}$ and its estimation.

Figure 7.15: Rotor angle $\delta_5$ and its estimation.
Figure 7.16: Rotor speed $\omega_5$ and its estimation.

Figure 7.17: Transient voltage $E_{q5}'$ and its estimation.
Chapter 8

Distributed Kalman Consensus Algorithm with its Convergence Analysis

8.1 Introduction

State estimation is essential to know the operating condition of power systems as the microgrid incorporating the renewable distributed energy resources (DERs) is integrated into the grid [22], [248]. Generally, the microgrid internal dynamic states such as rotor angle are inaccessible, so the estimation is not only required to know the system states but also imperative to design the controller [106]. However, transmitting the massive amount of grid data to the traditional centralised estimator is not only infeasible but also expensive [245]. Interestingly, the distributed estimation scheme is efficient, accurate and implementable for complex power systems [249]. However, there is little attention for the distributed smart grid state estimation that also incorporates the renewable microgrids. For instance, the least-square type modified coordinated state estimation is proposed for multi-area power systems in [130], [250], [153]. It is worth mentioning that it does not require either local observability or a central coordinator as it is completely distributed. Regrettably, the performance of this scheme is totally dependent on tuning parameters. Moreover, the linear minimum mean square error (LMMSE) based distributed estimation in sensor networks is introduced in [251]. The correlation between measurements is also considered in [62], and the LMMSE technique can mitigate the estimation errors for improving estimation performance. In [252],
8.2 Problem Description

The author establishes a distributed estimation and collaborative control scheme for wireless sensor networks. These techniques mainly focus on an optimization approach for accurate and timely control of the event after minimizing the energy consumption of each actuator. The consensus-based distributed state estimation algorithms for sensor networks are proposed in [141], [51], [142].

This chapter proposes a novel distributed consensus filter based dynamic state estimation algorithm with its convergence analysis for modern power systems. The novelty of the scheme is that the algorithm is designed based on the mean squared error and semidefinite programming approaches. Specifically, the optimal local gain is computed after minimizing the mean squared error between the true and estimated states. The consensus gain is determined by a convex optimization process with a given local gain. Furthermore, the convergence of the proposed scheme is analysed after stacking all the estimation error dynamics. The Laplacian operator is used to represent the interconnected filter structure as a compact error dynamic for deriving the convergence condition of the algorithm. The developed approach is verified by using the mathematical dynamic model of the renewable microgrid and IEEE 30-bus power system. It shows that the proposed distributed scheme is effective to properly estimate the system states and does not need to transmit the remote sensing signals to the central estimator. Consequently, this work is valuable for the design of a distributed smart energy management system and will ready for implementing control strategies when the estimated system state is available.

8.2 Problem Description

In order to develop a distributed estimator, consider the following discrete-time system:

\[ x(k + 1) = A_d x(k) + B_d u(k) + n_d(k), \]

where \( x(k) \in \mathbb{R}^q \) is the system state variable at time instant \( k \), \( u(k) \in \mathbb{R}^r \) is the control effort, \( n_d(k) \in \mathbb{R}^q \) is the process noise (Gaussian distribution) with zero mean and covariance matrix \( Q \), and \( A_d \in \mathbb{R}^{q \times q} \) as well as \( B_d \in \mathbb{R}^{q \times r} \) are the system state and input matrices.

In order to sense and monitor the above system, the system operators deploy a set of sensors
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around the grid whose measurements are described by:

\[ y^i(k) = C^i x^i(k) + w^i(k), \quad i = 1, 2, \ldots, n \]  \(8.2\)

where \( y^i(k) \) is the observation information by the \( i \)-th estimator, \( C^i \) is the sensing matrix and \( w^i(k) \) is the measurement noise (Gaussian distribution) with zero mean and covariance matrix \( R^i \).

**Assumption 1**: \( (A_d, C^i) \) is observable for all \( i \).

Generally speaking, the distribution power sub-systems are interconnected to each other as shown in Fig. 8.1. Basically, this research assumes that the sub-stations have communication capabilities to exchange information with each other. The proposed distributed estimation is written as follows:

\[
\hat{x}^i(k+1) = A_d \hat{x}^i(k) + B_d u(k) + K^i(k)[y^i(k) - C^i \hat{x}^i(k)] + L^i(k) \sum_{j \in N_i} [\hat{x}^j(k) - \hat{x}^i(k)].
\]  \(8.3\)

Here, \( \hat{x}^i(k+1) \) is the updated state estimation at the \( i \)-th estimator, \( \hat{x}^i(k) \) is the estimated state of the previous step, \( K^i(k) \) is the local gain, \( L^i(k) \) is the neighbouring gain and \( N_i \) denotes the set of neighbouring estimators. Basically, the first two terms are considered as a prediction step, while others are the correction part. Particularly, the third term in (8.3) is used for local estimation, while the fourth term is employed to share information with the connected estimators to reach a consensus on state estimation. Based on the aforementioned filter structure, the first problem is to design the optimal gains, so that the estimated state converges to the actual system state. The next problem is to analyse the convergence of the developed algorithm so that it can be applied in real-time applications. Overall, the pictorial view of the proposed distributed estimation and its research questions are summarized in Fig. 8.1.

To address the aforementioned issues, this study proposes a distributed dynamic state estimation algorithm, and its convergence is analysed. To estimate the system states, the local and neighbouring gains are derived based on the mean squared error and linear matrix inequality approaches, respectively. From a practical implementation point of view, the convergence condition of the developed approach is derived and verified. For doing this, the interconnected error dynamic is expressed in a compact framework using the Laplacian operator. A
Figure 8.1: A framework for distributed estimation and its research questions.

sufficient condition for the convergence of the algorithm is that the spectral radius of error dynamic is less than one. The efficacy of the developed approach is demonstrated using the environment-friendly renewable microgrid and IEEE 30-bus power system.

8.3 State-Space Representation of Microgrid

The electricity produced by the renewable microgrid is generally cleaner, greener, more affordable and locally harvested in many parts of the world [248], [253]. Driven by this motivation, this study considers a renewable microgrid which incorporates multiple DERs such as solar cells and wind turbines. The single-line diagram of the studied microgrid incorporating electricity generating electronic circuits is described in Fig. 8.2 [16], [17], where two parallel DERs are connected to it [16]. It consists of DC voltage sources (representing renewable resources), voltage source converters (VSC), filters, step-up transformers and loads [6], [254]. In each DER, the generic renewable resource is modelled as a DC voltage source, and the converter is used to supply power to loads. The step-up transformer is utilised to connect DERs at the common coupling point (PCC). From this diagram, it can be seen that the two DERs are denoted by DER i and DER j which are connected through a three-phase transmission line with line impedance (consisting of resistance and inductance). The shunt capacitance $C_i$ is used for regulating the high-frequency harmonics of load voltages [255].

After applying Kirchhoff’s voltage and current laws, the system dynamic in the dq-rotating
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frame with speed $\omega_0$ can be written as follows [16]:

$$
\begin{align*}
DER_i: & \quad \dot{V}_{i,dq} = -j\omega_0 V_{i,dq} + (d_i I_{ti,dq} + I_{ij,dq})/C_{ti}, \\
& \quad \dot{I}_{ti,dq} = -j\omega_0 I_{ti,dq} - (d_i V_{i,dq} + R_{ti,dq} I_{ti,dq} - V_{ti,dq})/L_{ti}.
\end{align*}
$$

$$
\begin{align*}
DER_j: & \quad \dot{V}_{j,dq} = -j\omega_0 V_{j,dq} + (d_j I_{tj,dq} + I_{ji,dq})/C_{tj}, \\
& \quad \dot{I}_{tj,dq} = -j\omega_0 I_{tj,dq} - (d_j V_{j,dq} + R_{tj,dq} I_{tj,dq} - V_{tj,dq})/L_{tj}.
\end{align*}
$$

Line $ij$: $\dot{I}_{ij,dq} = -j\omega_0 I_{ij,dq} + (V_{j,dq} - R_{ij,dq} I_{ij,dq} - V_{i,dq})/L_{ij}$.  

Line $ji$: $\dot{I}_{ji,dq} = -j\omega_0 I_{ji,dq} + (V_{i,dq} - R_{ji,dq} I_{ji,dq} - V_{j,dq})/L_{ji}$.

Here, $(V_{i,dq}, V_{i,q})$, $(V_{ti,dq}, V_{ti,q})$, $(I_{ti,dq}, I_{ti,q})$ and $(I_{ij,dq}, I_{ij,q})$ are the dq components of PCC voltages, VSC terminal voltages, filter currents and line currents, respectively, $d_i$ is the transformer ratio, and $\omega_0 = 2\pi f_o$, where $f_o$ is the frequency of the microgrid. Basically, each expression has two components: real part d-frame and imaginary part q-frame. The above system can be written in the following continuous-time state-space framework as follows:

$$\dot{x} = Ax + Bu.$$  

Here, the microgrid state $x = [V_{i,d}, V_{i,q}, I_{ti,d}, I_{ti,q}, I_{ij,d}, I_{ij,q}, I_{ji,d}, I_{ji,q}, V_{j,d}, V_{j,q}, I_{tj,d}, I_{tj,q}]^T$. 
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\[ A = \begin{bmatrix}
0 & \omega_o & \frac{d_i}{C_{ti}} & 0 & \frac{1}{C_{ti}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\omega_o & 0 & 0 & \frac{d_i}{C_{ti}} & 0 & \frac{1}{C_{ti}} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{d_i}{C_{ti}} & 0 & -\frac{R_{si}}{L_{ti}} & \omega_o & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{d_i}{C_{ti}} & -\omega_o & -\frac{R_{si}}{L_{ti}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{L_{ij}} & 0 & 0 & 0 & -\frac{R_{ji}}{L_{ij}} & \omega_o & 0 & 0 & \frac{1}{L_{ij}} & 0 & 0 & 0 \\
0 & -\frac{1}{L_{ij}} & 0 & 0 & -\omega_o & -\frac{R_{ji}}{L_{ij}} & 0 & 0 & 0 & \frac{1}{L_{ij}} & 0 & 0 \\
\frac{1}{L_{ji}} & 0 & 0 & 0 & -\frac{R_{ij}}{L_{ji}} & \omega_o & 0 & 0 & 0 & 0 & \frac{1}{L_{ji}} & 0 \\
0 & \frac{1}{L_{ji}} & 0 & 0 & -\omega_o & -\frac{R_{ij}}{L_{ji}} & 0 & 0 & 0 & 0 & 0 & \frac{1}{L_{ji}} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{C_{tj}} & 0 & 0 & \omega_o & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{C_{tj}} & 0 & 0 & \omega_o & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{d_j}{L_{tj}} & 0 & -\frac{R_{ij}}{L_{tj}} & \omega_o \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{d_j}{L_{tj}} & -\omega_o & -\frac{R_{ij}}{L_{tj}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{L_{tj}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{L_{tj}}
\end{bmatrix} \]

\[ B = \begin{bmatrix}
0 & 1/L_{ti} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1/L_{ti} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/L_{tj} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1/L_{tj} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/L_{tj} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1/L_{ti} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/L_{tj} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/L_{tj} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/L_{ti} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/L_{ti} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1/L_{tj}
\end{bmatrix} \]

and the system input \( u = [V_{ti,d}, V_{ti,q}, V_{tj,d}, V_{tj,q}]' \). The system state matrix \( A \) and input matrix \( B \) are given above.

Now, the above system is expressed as a discrete-time state-space linear model as follows:

\[ x(k+1) = A_d x(k) + B_d u(k) + n(k), \]  

(8.9)

where \( A_d = I + A \Delta t, I \) is the identity matrix, \( \Delta t \) is the sampling period, \( B_d = B \Delta t \) and \( n \) is considered the exogenous disturbance with zero mean and covariance matrix \( Q \). To estimate the system states, the proposed distributed Kalman consensus algorithm is derived in the following section.
Let $e^i$ denote the estimation error between the actual state and estimated state of the $i$-th estimator as follows:

$$e^i(k) = x(k) - \hat{x}^i(k). \quad (8.10)$$

$$e^i(k + 1) = x(k + 1) - \hat{x}^i(k + 1). \quad (8.11)$$

Substituting (8.3) into (8.11), and using (8.1) as well as (8.2), one can obtain the following error dynamic for the $i$-th estimator:

$$e^i(k + 1) = x(k + 1) - A_d\hat{x}^i(k) - B_du(k) - K^i(k)[y^i(k) - C^i\hat{x}^i(k)] - L^i(k)\sum_{r \in N_i}[x^r(k) - \hat{x}^r(k)]
= A_dx(k) + n_d(k) - A_d\hat{x}^i(k) - K^i(k)[C^ix(k) + w^i(k) - C^i\hat{x}^i(k)] - L^i(k)\sum_{r \in N_i}[-x^r(k) + \hat{x}^r(k) + x(k) - \hat{x}^i(k)]
= [A_d - K^i(k)C^i]e^i(k) + L^i(k)\sum_{r \in N_i}[e^r(k) - e^i(k)] + n_d(k) - K^i(k)w^i(k). \quad (8.12)$$

Similarly for the $j$-th estimator, (8.12), can be written as follows:

$$e^j(k + 1) = [A_d - K^j(k)C^j]e^j(k) + L^j(k)\sum_{s \in N_j}[e^s(k) - e^j(k)] + n_d(k) - K^j(k)w^j(k). \quad (8.13)$$

The state estimation error covariance is defined by:

$$P^{ij}(k + 1) = E[e^i(k + 1)e^{ij}(k + 1)]. \quad (8.14)$$

By substituting (8.12) and (8.13) into (8.14), one can obtain the following expression:

$$P^{ij}(k + 1) = E\{[A_d - K^i(k)C^i]e^i(k)e^{ij}(k)\{A_d - K^j(k)C^j\}' + \sum_{s \in N_j}E\{[A_d - K^i(k)C^i]e^i(k)\{e^s(k) - e^{ij}(k)\]\}
L^j(k) + L^j(k)\sum_{r \in N_i}E\{[e^r(k) - e^i(k)]e^{ij}(k)\{A_d - K^j(k)C^j\}'] + L^j(k)\sum_{r \in N_i}\sum_{s \in N_j}E\{[e^r(k) - e^i(k)]\}
\{e^s(k) - e^j(k)\}'L^j(k) + K^i(k)R^{ij}K^j(k) + Q. \quad (8.15)$$
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By setting $j=i$, one can determine the error covariance matrix of $i$-th estimator as follows:

$$\begin{align*}
P'(k+1) &= [A_d - K'(k)C']P'(k)[A_d - K'(k)C']' + [A_d - K'(k)C'] \sum_{s \in N_i} [P'r(k) - P'(k)][A_d - K'(k)C']' + L'(k) \sum_{r \in N_i} [P'r(k) - P'(k)]L'(k) + 
\end{align*}$$

The error covariance matrices are:

$$P'(k+1) = P'(k+1), \quad \sum_{s \in N_i} [P'^r(k) - P'(k)] = \sum_{s \in N_i} E[e^r(k)\{e^s(k)-e'^i(k)\}] \quad \text{and} \quad \sum_{r \in N_i} [P'^r(k) - P'(k)] = \sum_{r \in N_i} E[[e^r(k)-e^i(k)]e'^i(k)].$$

In order to find the optimal gain $K'(k)$, taking the partial derivative of $tr[P'(k+1)]$ in (8.16) with respect to $K'(k)$ yields:

$$\frac{\partial \{tr[P'(k+1)]\}}{\partial K'(k)} = -2A_dP'(k)C'i + 2K'(k)C'iP'(k)C'i - 2L'(k) \sum_{r \in N_i} [P'^r(k)] -
\begin{align*}
P'(k)C'i + 2K'(k)R'(k). \tag{8.17}
\end{align*}$$

Setting $\frac{\partial \{tr[P'(k+1)]\}}{\partial K'(k)} = 0$ in (8.17), the optimal gain is expressed as follows:

$$K'(k) = [A_dP'(k)C'i + L'(k) \sum_{r \in N_i} \{P'^r(k) - P'(k)\}C'i][C'P'(k)C'i + R']^{-1}. \tag{8.18}$$

It can be seen that the derived local gain $K'(k)$ is a function of consensus gain $L'(k)$, which is unknown. To simplify the derivation, a sub-optimal consensus gain is considered, and it is assumed that $L'(k) = \mu'(k)I$, where $\mu'(k)$ is a consensus gain coefficient to be designed. Moreover, it can be seen that for computing $K'(k)$, it needs to know the neighbouring error covariance matrices $\sum_{r \in N_i} [P'^r(k) - P'(k)]$, which are computational expensive in general. In order to reduce the computational burden, one can consider a sub-optimal local gain with $L'(k) = 0$, that is without considering the interconnection term in the local gain design [51]. Apparently, the sub-optimal local gain in (8.18) is given by:

$$K'(k) = A_d\bar{P}'(k)C'[C'\bar{P}'(k)C' + R']^{-1}, \tag{8.19}$$

where $\bar{P}'(k)$ satisfies the following iterative condition:

$$\begin{align*}
\bar{P}'(k+1) &= A_d\bar{P}'(k)A'_d - A_d\bar{P}'(k)C'[C'\bar{P}'(k)C' + R']^{-1}C'\bar{P}'(k)A'_d + Q. \tag{8.20}
\end{align*}$$
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Note that this $K_i(k)$ in (8.19) and $\bar{P}_i(k)$ in (8.20) is the local optimal Kalman gain and local minimum error covariance if there is no interconnections with other subsytems. If considering interconnections, $K_i(k)$ in (8.19) is only a suboptimal Kalman gain, and $\bar{P}_i(k)$ in (8.20) is different from the corresponding error covariance $P_i(k)$ by substituting $K_i(k)$ in (8.19) into (8.16). In the following section, the consensus gain and convergence condition of the proposed algorithm are derived.

8.5 Convergence Analysis of the Proposed Distributed Algorithm

The following steps confirm the convergence of the developed approach.

**Step 1. Stacking all the error dynamics:**

Generally speaking, the Laplacian is a symmetric matrix with zero row sum. Indeed, the node $j$ is called a neighbour of node $i$ if they belong to graph edge $E$, i.e., $(i, j) \in E$. An edge is the communication link between estimators. If the $i$-th estimator has a communication link with the $j$-th estimator, then the element of the Laplacian has a value, otherwise zero [256], [257], [258]. So, the sparse communication graph can be described by the Laplacian matrix $G \in \mathbb{R}^{n \times n}$ whose entries $g_{ij}$ is given by:

$$g_{ij} = \begin{cases} -\sum_{s \in N_i} g_{is}, & \text{if } i = j \ (\text{diagonal element}), \\ -1, & \text{if } (i, j) \in E, \ i \neq j \ (\text{adjacence}), \\ 0, & \text{otherwise (} (i, j) \notin E, \text{disjoint)} \end{cases} \quad (8.21)$$

Here, $[g_{ij}]$ is $(i,j)$-th element of $G \in \mathbb{R}^{n \times n}$. Now one can define the following augmented vectors for all estimators:

$$e(k) = [e^1(k) \ldots e^n(k)]', v(k) = [v^1(k) \ldots v^n(k)]', w(k) = [w^1(k) \ldots w^n(k)]'.$$

Using (8.12) with $i = 1, 2, \cdots, n$, the overall error dynamic can be written in a compact
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form as follows:

\[
e(k+1) = [I_n \otimes A_d - bdiag\{K^i(k)C^i\} - bdiag\{L^i(k)\}(G \otimes I_q)]e(k) + (I_n \otimes I_q)n_d - bdiag\{K^i(k)\}w(k)
\]

\[
= \Lambda(k)e(k) + V(k).
\] (8.22)

Here, the symbol \( \otimes \) denotes the Kronecker product and the signal as well as noise terms are described by:

\[
\Lambda(k) = I_n \otimes A_d - bdiag\{K^i(k)C^i\} - bdiag\{L^i(k)\}(G \otimes I_q).
\] (8.23)

\[
V_k = (I_n \otimes I_q)n_d - bdiag\{K^i(k)\}w(k).
\] (8.24)

Here, \( I_n \) denotes the \( n \times 1 \) vector with all the entries of 1.

**Step 2. Convergence condition:**

Usually, the discrete-time linear system is stable, if the maximum absolute eigenvalue of the system matrix of the overall error system is less than one by designing the appropriate gains. Obviously, it can be seen that if the spectral radius \( \rho(\Lambda(k)) < 1 \), the system becomes stable.

Under the assumption 1, the state error covariance \( \bar{P}^i(k) \) in (8.20) converges to \( \bar{P}^i \) [259]. Consequently, the steady state of the sub-optimal gain in (8.19) converges to:

\[
K^i = A_d\bar{P}^iC'^i[C'^i\bar{P}^iC'^i + R^i]^{-1}.
\] (8.25)

Using the sub-optimal filter gain \( K^i \) and \( L^i = \mu^i I \), the error system (8.22) is stable if \( \rho(\Lambda_{\mu^i}) < 1 \), i.e.,

\[
\rho[I_n \otimes A_d - bdiag\{K^iC^i\} - \mu^i(G \otimes I_q)] < 1.
\] (8.26)

**Theorem 8.1:** For simplicity, it is assumed that \( \mu^i = \mu \), now \( \mu \) can be computed by solving the following optimization problem:

\[
\mu = \arg\max_{\mu} \Psi_\mu(G) < 0,
\]

\[
\Psi_\mu(G) = \begin{bmatrix}
-I_{nq} & \Lambda_\mu \\
* & -I_{nq}
\end{bmatrix}.
\] (8.27)
Here, $\Lambda_{\mu} = I_n \otimes A_d - \text{bdiag}\{KC_i\} - \mu(G \otimes I_q)$.

**Proof**: See Appendix F.

It can be seen that the consensus gain is obtained by using the linear matrix inequality approach. In other words, the proposed optimization problem is convex and it can be efficiently solved with the state-of-art LMI solvers [213]. In summary, after computing the local gain by (8.25), the consensus gain is evaluated by (8.27). Then the distributed state estimation and the error-covariance-like matrix is obtained by (8.3) and (8.20), respectively. The performance of the proposed method is analysed in the next section.

![Figure 8.3: d-frame DER 1 PCC voltage $V_{1,d}$ and its estimation.](image)

8.6 Simulation Results Using the Proposed Distributed Consensus Algorithm

The proposed algorithm is applied to the microgrid and IEEE 30-bus power system. The numerical case studies are carried out in Matlab programming environment.
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![Graph showing PCC voltage for DER 1](image)

Figure 8.4: q-frame DER 1 PCC voltage $V_{1,q}$ and its estimation.

8.6.1 Estimation Results Using the Microgrid

To verify the performance of the developed algorithm, this study considers a microgrid consisting of two DERs, and there are four observation points as shown in Fig. 8.1. The simulation parameters of microgrid and transmission lines are described in Table 8.1 [16], [17]. The tap voltage ratio of $Y - \Delta$ transformer is specified to $0.6/13.8$.

The dynamic responses of the microgrid are shown in Figs. 8.3-8.14. It can be observed that for every microgrid state, the estimated state response converges to the actual state value as time proceeds. For instance, Fig. 8.4 shows the actual PCC voltage and its estimation result of DER 1. It is evident that the explored algorithm requires about 0.00004 seconds ($k \times \Delta t$) to perfectly estimate the PCC voltage. This is due to the fact that the designed optimal gains can effectively reduce the estimation errors. Similar high estimation accuracy is obtained of all the dynamic states of a microgrid. Finally, Fig. 8.15 shows the mean squared error for all estimators, and it can be seen that the estimators agree with each other as time goes on. This indicates that the proposed distributed estimation algorithm reaches consensus on state estimation, which validates the analytical approach. The maximum spectral radius $\rho(\Lambda_u) = 0.892 < 1$, which also verifies the theoretical convergence analysis.
Table 8.1: Simulation parameters of microgrids.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Values</th>
<th>Symbols</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{11}$</td>
<td>$1.2 \times 10^{-3} \Omega$</td>
<td>$R_{12}$</td>
<td>$1.2 \Omega$</td>
</tr>
<tr>
<td>$R_{21}$</td>
<td>$1.6 \times 10^{-3} \Omega$</td>
<td>$R_{21}$</td>
<td>$1.2 \Omega$</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>$62.86 \times 10^{-6} \text{F}$</td>
<td>$C_{12}$</td>
<td>$76 \times 10^{-6} \text{F}$</td>
</tr>
<tr>
<td>$L_{11}$</td>
<td>$93.7 \times 10^{-6} \text{H}$</td>
<td>$L_{12}$</td>
<td>$94.8 \times 10^{-6} \text{H}$</td>
</tr>
<tr>
<td>$L_{21}$</td>
<td>$94.8 \times 10^{-6} \text{H}$</td>
<td>$L_{21}$</td>
<td>$104.3 \times 10^{-6} \text{H}$</td>
</tr>
<tr>
<td>$f_0$</td>
<td>60 Hz</td>
<td>$d_i$</td>
<td>0.6/13.8 $(Y - \Delta)$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$0.001^* \text{I}$</td>
<td>$R^1$</td>
<td>$0.01^* \text{I}$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>$0.02^* \text{I}$</td>
<td>$R^3$</td>
<td>$0.03^* \text{I}$</td>
</tr>
<tr>
<td>$R^4$</td>
<td>$0.04^* \text{I}$</td>
<td>$\Delta t$</td>
<td>0.000001</td>
</tr>
</tbody>
</table>

8.6.2 Estimation Results Using the IEEE 30-Bus System

The IEEE 30-bus system is employed to demonstrate the performance of the proposed approach. A single-line diagram of the IEEE 30-bus is depicted in Fig. 8.16 [13]. The system has a total of 12 generators and 20 loads. It has the total generation capacity 335 MW and load capacity 189.2 MW. Basically, the system state vector is comprised of bus voltage magnitudes and phase angles. Generally, for a power system with $M$ buses, the system state vector $x$ can be defined as $x = [\Theta_1 \Theta_2 \cdots \Theta_M, V_1 V_2 \cdots V_M]'$, where $\Theta_i$ is the $i$-th phase angle and $V_i$ is the $i$-th bus voltage magnitude. The simulation parameters of the IEEE 30-bus system can be found in [220]. The nominal phase angles and bus voltage magnitudes are shown in Table 8.2, where the optimal power flow is evaluated by Matpower tool using the Newton’s method.

In order to apply the proposed method in the linear state-space model for estimating the system states, it requires the system state matrix $A_d$ and input matrix $B_d$. For virtually computing them, this paper adopts the Holt-Winters method [260], [122], [261] which is summarised by:

$$A_d = \gamma(1 + \beta)I. \quad (8.28)$$

$$B_d = diag[(1 + \beta)(1 - \gamma)\dot{x}(t - 1) - \beta a(t - 1) + (1 - \beta)b(t - 1)]. \quad (8.29)$$

Here, the coefficient $\gamma, \beta \in (1, 0)$, the system tuning parameters $a(t)$ and $b(t)$ are recursively
8.6 Simulation Results Using the Proposed Distributed Consensus Algorithm

![Figure 8.5: d-frame DER 1 filter current $I_{t1,d}$ and its estimation.](image)

computed by:

$$a(t) = \gamma x(t) + (1 - \gamma)\hat{x}(t).$$

$$b(t) = \beta[a(t) - a(t - 1)] + (1 - \beta)b(t - 1).$$  \hspace{1cm} (8.30)

Here, $a(t - 1)$ and $b(t - 1)$ are the coefficients of the last step, $x$ and $\hat{x}$ are the nominal and predicted states of the system.

For computing $A_d$ and $B_d$ in (8.28) and (8.29), this paper uses $\gamma = 0.7$, $\beta = 0.4$, $a(0) = 0$, $b(0) = 0$, $\hat{x}$ is flat started (unit value) and $x$ is nominal values which are mentioned in Table 8.2. Similar to [122], this study uses the nominal voltage magnitudes and phase angles.

For computing the system dynamic parameters $A_d$ and $B_d$, the simulation is conducted at time $t=1$ to 10. Expectedly, it is evident from the dynamic responses in Figs. 8.17-8.18 that the estimation results precisely match the actual system states within a few time steps. This clearly implies that the explored method can accurately monitor the large-scale power systems. Consequently, such an approach can assist the utility operators to monitor the power system and will facilitate future effective controller design.
8.7 Summary

An algorithm for distributed estimation of the dynamic states of a modern power system has been developed and verified. The convergence analysis of the proposed approach is also justified. After representing the microgrid in a state-space equation, the sensors are deployed in different sub-stations to obtain measurements. To estimate the system states in a distributed way, the designed gains are obtained by minimizing the mean squared error and SDP approaches. Numerical results show that the developed scheme can well estimate the system states. Apparently, it demonstrates that all estimators maintain consensus on estimation. As all the system states have been estimated with high accuracy, they can be used for further designing the effective control strategy to stabilise the grid.

Figure 8.6: q-frame DER 1 filter current $I_{t1,q}$ and its estimation.
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Figure 8.7: d-frame DER 1 line current $I_{12,d}$ and its estimation.

Figure 8.8: q-frame DER 1 line current $I_{12,q}$ and its estimation.
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Figure 8.9: d-frame DER 2 line current $I_{21,d}$ and its estimation.

Figure 8.10: q-frame DER 2 line current $I_{21,q}$ and its estimation.
Figure 8.11: d-frame DER 2 PCC voltage $V_{2,d}$ and its estimation.

Figure 8.12: q-frame DER 2 PCC voltage $V_{2,q}$ and its estimation.
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Figure 8.13: d-frame DER 2 filter current $I_{t2,d}$ and its estimation.

Figure 8.14: q-frame DER 2 filter current $I_{t2,q}$ and its estimation.
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Figure 8.15: Mean squared errors for all estimators to proof the consensus on estimation.

Figure 8.16: Single-line diagram of the IEEE 30-bus system [13].
Table 8.2: The nominal values of the IEEE 30-bus system.

<table>
<thead>
<tr>
<th>Bus</th>
<th>$\Theta_N$</th>
<th>$V_N$</th>
<th>Bus</th>
<th>$\Theta_N$</th>
<th>$V_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>1</td>
<td>16</td>
<td>-2.644</td>
<td>0.977</td>
</tr>
<tr>
<td>2</td>
<td>-0.415</td>
<td>1</td>
<td>17</td>
<td>-3.392</td>
<td>0.977</td>
</tr>
<tr>
<td>3</td>
<td>-1.522</td>
<td>0.983</td>
<td>18</td>
<td>-3.478</td>
<td>0.968</td>
</tr>
<tr>
<td>4</td>
<td>-1.795</td>
<td>0.983</td>
<td>19</td>
<td>-3.958</td>
<td>0.965</td>
</tr>
<tr>
<td>5</td>
<td>-1.864</td>
<td>0.982</td>
<td>20</td>
<td>-3.871</td>
<td>0.969</td>
</tr>
<tr>
<td>6</td>
<td>-2.267</td>
<td>0.973</td>
<td>21</td>
<td>-3.488</td>
<td>0.993</td>
</tr>
<tr>
<td>7</td>
<td>-2.652</td>
<td>0.967</td>
<td>22</td>
<td>-3.393</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>-2.726</td>
<td>0.961</td>
<td>23</td>
<td>-1.589</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>-2.997</td>
<td>0.981</td>
<td>24</td>
<td>-2.631</td>
<td>0.989</td>
</tr>
<tr>
<td>10</td>
<td>-3.375</td>
<td>0.984</td>
<td>25</td>
<td>-1.690</td>
<td>0.990</td>
</tr>
<tr>
<td>11</td>
<td>-2.997</td>
<td>0.981</td>
<td>26</td>
<td>-2.139</td>
<td>0.972</td>
</tr>
<tr>
<td>12</td>
<td>-1.537</td>
<td>0.985</td>
<td>27</td>
<td>-0.828</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>1.476</td>
<td>1</td>
<td>28</td>
<td>-2.266</td>
<td>0.975</td>
</tr>
<tr>
<td>14</td>
<td>-2.308</td>
<td>0.977</td>
<td>29</td>
<td>-2.128</td>
<td>0.980</td>
</tr>
<tr>
<td>15</td>
<td>-2.312</td>
<td>0.980</td>
<td>30</td>
<td>-3.042</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Figure 8.17: Voltage $V_2$ and its estimation using the IEEE 30-bus.
Figure 8.18: Angle $\theta_2$ and its estimation using the IEEE 30-bus.
Chapter 9

Conclusions and Future Work

This research explores the problem of state estimation and stabilization taking disturbances, cyber attacks and packet losses into consideration for the smart grid. The problem has become critical and challenging due to global warming, the increase of green house gas emissions, and the dramatic increase in computational burden of the centralized EMS for the state estimation and stabilization of power networks. To address the impending problem, the KF based smart grid state estimation and stabilization approaches are proposed and verified. It has been shown that the developed methods are practical for microgrids and smart grids. The work also has a wide scope for future research and extensions. This chapter concludes the dissertation with a summary of the presented work and future research directions.

9.1 Conclusions

After giving the motivation of the thesis in Chapter 1, in Chapter 2 a comprehensive literature review on state estimation schemes, communication systems and their applications to the smart grid are presented. Afterwards, the KF based smart grid state estimation and stabilization algorithms are derived. The observation information from the distribution power system is obtained by a set of sensors, then it is transmitted to the energy management system by a communication network. Based on the mean squared error principle and Lyapunov theory, the proposed smart grid state estimation and stabilization algorithms are developed.
9.1 Conclusions

Thus, the research gaps have been verified, which has led this research to come up with the following key contributions:

- Environment-friendly renewable microgrid incorporating multiple DERs is modelled to obtain discrete-time state-space linear equations where sensors are deployed to acquire system state information. The proposed smart grid communication system provides an opportunity to address the state regulation challenge by offering two-way communication links for microgrid information collection, estimation and stabilization. The presented least square based centralised KF algorithm is able to properly estimate the system states even at the beginning of the dynamic process. The developed $H_2$ based optimal feedback controller is able to stabilize the microgrid states in a fairly short time.

- A microgrid incorporating multiple DERs is modelled as a discrete-time state-space equation considering the uncertainty and cyber attack in the measurement. An RSC code is proposed to tolerate the impairments and introduce redundancy in the system states. After estimating the system states, a feedback control strategy for voltage regulation of the microgrid is proposed based on SDP. Test results show that the proposed centralised approach can accurately mitigate the cyber attacks and properly estimate as well as regulate the system states.

- Environment-friendly wind turbine is described as a linear state-space framework, and the system measurements are obtained at EMS under unreliable communication links. After locally estimating the system states, the global estimator combines the local estimation results through a set of designed weighting factors. Convergence of the proposed approach is analyzed based on the Lyapunov approach. The efficacy of the developed approach is verified using the wind turbine and IEEE 6-bus system.

- Based on the mean squared error principle, the optimal local and neighbouring gains are determined to obtain a distributed dynamic state estimation in the context of smart grids. Each estimator exchanges information with the neighbouring estimators for reaching a consensus estimation even though there are unmeasurable states and packet losses. The convergence of the developed approach is theoretically proved. For proper operation and maintaining the stability of the microgrid, a distributed controller is proposed based on the SDP approach. Simulation results demonstrate the accuracy of the developed approaches under the condition of missing measurements.
9.2 Future Work

- The distribution power systems with interconnected synchronous generators and loads are modelled as a discrete-time state-space equation. The sensing information is transmitted to the EMS through a communication network where the proposed optimal estimator runs in a distributed way. The convergence of the developed approach is proved based on the Lyapunov approach. Simulation results demonstrate the efficacy of the developed approach. From the circuit and system point of view, the proposed framework is useful for designing a practical EMS as it has less computational complexity and provides accurate estimation results.

- The distributed algorithm is further modified by considering different observation matrices with both local and consensus steps. To estimate the system states in a distributed way, the designed gains are obtained by minimizing the mean squared error and semidefinite programming approaches. The necessary and sufficient condition for the convergence of the developed algorithm is that the spectral radius of error dynamic is less than one. The efficacy of the developed approach is demonstrated using the environment-friendly renewable microgrid and IEEE 30-bus power system. It shows that the proposed scheme requires maximum 0.00004 seconds for properly estimating the system states.

Overall, the findings, theoretical development and analysis of this research represent a comprehensive source of information for smart grid state estimation and stabilization schemes. Combining the DERs of every place, the community can generate sufficient electricity to keep the police department, the phone systems and the public health centre up and running. Finally, this work involves the engineering communities of communication, control as well as power, and will shed light on green smart EMS and monitoring centre design in the future smart grid implementation.

Based on the research accomplished in this dissertation, some future research directions are highlighted in the next section.

9.2 Future Work

In this research, we have not adopted the state-of-art channel coding and decoding schemes while proposing the smart grid communication systems for the centralized state estimation
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and cyber attack protection. Secondly, we apply the dynamic state estimation and control approaches to the discrete-time linear systems. Thirdly, the packet dropouts occur in the communication network from the smart sensors to the estimator and the network from the controller to the actuators. Finally, we assume measurements are lost due to unreliable communication links while it is assumed there are no losses when exchanging information with the neighbouring nodes. Consequently, a number of possible problems for future research have been identified as follows:

- To design the future smart grid communication systems, the low density parity check (LDPC) channel code and belief propagation (BP) decoding can be considered. To illustrate, the future smart grid communication system is described in Fig. 9.1. Basi-

![Diagram of future smart grid communication systems](image)

Figure 9.1: Future smart grid communication systems for the smart EMS design.

...cally, the LDPC can add more redundancy in system states, and the BP can effectively recover them. Using the state-of-art channel encoding and decoding schemes, the state estimation performance can be significantly improved [262], [263], [264]. Moreover, the higher order modulation schemes such as quadrature phase shift keying and orthogonal frequency-division multiplexing can be used for long distance data transmission and high speed communication systems [265]. Furthermore, it can be seen that the state estimator has to wait until the decoding has been completed before it can start the estimation process. Due to the information explosion in large grids, this two-step sequential process could result in excessive delays. Therefore, the message updating and passing for each node can be carried out simultaneously without waiting for one another.
9.2 Future Work

- The dynamic state estimation technique can be applied to the general case of nonlinear power systems. Usually, the nonlinear systems are tackled by EKF, fractional order EKF and UKF algorithms [106], [107], [108]. The main disadvantage with EKF is that it needs linearized system parameters such as partial derivative of the state transition matrix. Apart from the difficulty of obtaining derivatives for a large-scale power system, if the initial state estimation is wrong, the filter error dynamic may diverge. To deal with these shortcomings, the fractional order EKF is used for estimating the state variables, whereby fractional order partial derivatives can be used [109], [110]. In order to avoid the calculation of Jacobians, the UKF based power system state estimation is explored in [106], [111], [112], [113], and it shows that the UKF preserves high-order estimation accuracy compared with the EKF.

- Generally speaking, the distribution power system is connected to the controller in feedback closed-loop via a real-time shared communication network [266]. Therefore, the state feedback controller can be designed under the condition of packet dropouts in the communication network. In other words, sometimes the control signals are lost in unreliable channels during sending the control signals as shown in Fig. 9.1. Considering such a real-time scenario, the feedback control law can be defined by [267], [266], [268]:

\[
\mathbf{u}(k) = \beta(k) \mathbf{F} \mathbf{x}(k).
\]  

(9.1)

Here, \( \mathbf{F} \) is the feedback gain and \( \beta(k) \) is the packet loss parameter with

\[
\beta(k) = \begin{cases} 
1, & \text{no loss}, \\
\gamma(k), & 0 < \gamma(k) < 1, \text{lossy condition},
\end{cases}
\]

where \( \gamma(k) \) is the fading parameter at the actuator due to the unreliable communication network. The problem can be solved using the SDP, \( H_2 \) and \( H_{\infty} \) approaches [267], [266], [268].

- It can be considered that the estimator exchanges information with the neighboring nodes through a lossy communication network. This is due to the fact that the electricity network and EMS are not located at the same place. Considering there are packet losses in both of the measurements and during exchanging information among
9.2 Future Work

the nodes, the filter structure can be written as follows:

\[
\hat{x}^i(k+1) = A_d\hat{x}^i(k) + B_d u(k) + \alpha^i(k)K^i(k)[y^i(k) - C\hat{x}^i(k)] + \\
\sum_{j\neq i} \beta^{ij}(k)L^{ij}(k)[\hat{x}^j(k) - \hat{x}^i(k)].
\] (9.2)

Here, \( \beta^{ij}(k) \) is the binary variable indicating whether the information of the estimator \( j \) is received from the node \( i \) due to the lossy network, and all other variables are previously well described. The problem can be solved using the mean squared error and \( H_\infty \) approaches [269], [156].
Appendix A (Network admittance matrix)

The constant network admittance matrix is given by [15]:

\[
Y = Y_{rr} - Y_{re} Y_{ee}^{-1} Y_{re}'.
\] (10.1)

Here, the simplified term \( Y_{rr} = \text{diag}[Y_{17} + jB_{17}, Y_{26} + jB_{26}, Y_{36} + jB_{36}, Y_{46} + jB_{46}, Y_{56} + jB_{56}] \), where the mutual admittance is computed as follows as an example: \( Y_{17} = 1/(R_{17} + jX_{17}) \), \( R_{17} \) is the resistance between node 1 and 7, \( X_{17} \) and \( B_{17} \) are its reactance and susceptance, respectively. The second simplified term \( Y_{re} \) is given by:

\[
Y_{re} = \begin{bmatrix}
0 & -Y_{17} & 0 \\
-Y_{26} & 0 & 0 \\
-Y_{36} & 0 & 0 \\
0 & 0 & -Y_{48} \\
-Y_{56} & 0 & 0
\end{bmatrix}.
\] (10.2)

The last simplified term \( Y_{ee} \) is given by:

\[
Y_{ee} = \begin{bmatrix}
Y_{66} & -Y_{67} & 0 \\
-Y_{67} & Y_{77} & -Y_{78} \\
0 & -Y_{78} & Y_{88}
\end{bmatrix},
\] (10.3)

where \( Y_{ii} \) is the self-admittance of bus \( i \).
Appendix B (System matrices)

Let $\delta^*$ and $E'^*_q$ be the operating points.

$$A_i = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
-\frac{1}{H_i} \frac{\partial P_{ei}}{\partial \delta_i} & -\frac{D_i}{H_i} & -\frac{1}{H_i} \frac{\partial P_{ei}}{\partial E'^*_q_i} & 0 & 0 \\
X_i \frac{\partial I_{di}}{\partial \delta_i} & 0 & -\frac{1}{T_{\text{do}i}} + X_i \frac{\partial I_{di}}{T_{\text{pq}i}} & b_{1i} & b_{0i} & b_{1i}^T & b_{0i}^T \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}$$

$$A_{ij} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
-\frac{1}{H_i} \frac{\partial P_{ei}}{\partial \delta_i} & 0 & -\frac{1}{H_i} \frac{\partial P_{ei}}{\partial E'^*_q_j} & 0 & 0 \\
X_i \frac{\partial I_{di}}{\partial \delta_j} & 0 & -\frac{1}{T_{\text{do}j}} + X_i \frac{\partial I_{di}}{T_{\text{pq}j}} & b_{1j} & b_{0j} & b_{1j}^T & b_{0j}^T \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}$$

$$B_i = [0 \ 0 \ 0 \ 1 \ 0]^T$$ and $X_i = \frac{X_{di} - X'^*_j}{T_{\text{do}i}}$. 
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Appendix C (Proof of Theorem 7.1)

Let \( n^i = n^i(N^i) \) represents the cardinality of \( N^i \). Now substituting (7.4) into (7.20), and using (7.2) one can obtain the following error expression:

\[
e_{k|k}^i = x_k - \hat{x}_{k|k-1}^i - K_k^i \sum_{l \in N^i}(y_k^l - C_\ell^i x_{k|k-1}^i)
\]

\[
= (I - n^i K_k^i C)(x_k - \hat{x}_{k|k-1}^i) - K_k^i \sum_{l \in N^i} w_k^l
\]

\[
= (I - n^i K_k^i C)e_{k|k-1}^i - K_k^i \sum_{l \in N^i} w_k^l. \tag{10.4}
\]

Now the state estimation error covariance \( P_{k|k}^i \) is defined by:

\[
P_{k|k}^i = E(e_{k|k}^i e_{k|k}^i'). \tag{10.5}
\]

Substituting (10.4) into (10.5), one can obtain:

\[
P_{k|k}^i = (I - n^i K_k^i C)P_{k|k-1}^i (I - n^i K_k^i C)' + K_k^i \sum_{l \in N^i} R_k^l K_k^l'. \tag{10.6}
\]

Here, the error covariance \( P_{k|k-1}^i = E(e_{k|k-1}^i e_{k|k-1}^i') \). The following partial derivatives are used to obtain the optimal expression of the gain \( K_k^i \). For any two compatible matrices \( X \) and \( Y \), the following partial derivatives hold:

\[
\frac{\partial \text{tr}(YX)}{\partial X} = Y'. \tag{10.7}
\]

\[
\frac{\partial \text{tr}(XYX')}{\partial X} = X(Y + Y'). \tag{10.8}
\]

In order to find the optimal gain \( K_k^i \), taking the partial derivative of \( P_{k|k}^i \) in (10.6) with respect to \( K_k^i \) and applying (10.7) and (10.8) yields:

\[
\frac{\partial [\text{tr}P_{k|k}^i]}{\partial K_k^i} = -2n^i P_{k|k-1}^i C' + 2K_k^i [(n^i)^2 CP_{k|k-1}^i C' + \sum_{l \in N^i} R_k^l]. \tag{10.9}
\]

Now putting \( \frac{\partial [\text{tr}P_{k|k}^i]}{\partial K_k^i} = 0 \) in (10.9), the optimal gain \( K_k^i \) is given by:

\[
K_k^i = n_k^i P_{k|k-1}^i C' [(n^i)^2 CP_{k|k-1}^i C' + \sum_{l \in N^i} R_k^l]^{-1}. \tag{10.10}
\]

The proof is completed.
Appendix D (Proof of Lemma 7.1)

Substituting $K^i_k$ (10.10) into $P^i_{k|k}$ (10.6) and after simplifying matrix manipulations, one can obtain:

\[
P^i_{k|k} = P^i_{k|k-1} - n^i K^i_k CP^i_{k|k-1}
= P^i_{k|k-1} - n^i \{ n^i P^i_{k|k-1} C' [(n^i)^2 CP^i_{k|k-1} C' + \sum_{l \in N^i} R^i_{l|k}^{-1}] CP^i_{k|k-1} \}.
\]

Using the matrix inversion Lemma, $A^{-1} - A^{-1} B (C^{-1} + DA^{-1} B)^{-1} DA^{-1} = (A + BCD)^{-1}$, the right hand side of (10.11) can be written as follows:

\[
P^i_{k|k} = [(P^i_{k|k-1})^{-1} + (n^i)^2 C' (\sum_{l \in N^i} R^i_{l|k})^{-1} C]^{-1}
= [(P^i_{k|k-1})^{-1} + S^i_k]^{-1}.
\]

Here, $S^i_k = (n^i)^2 C' (\sum_{l \in N^i} R^i_{l|k})^{-1} C$. 
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Appendix E (Proof of Lemma 7.2)

Generally speaking, the stability and convergence study deals with an infinite time horizon. So, throughout this proof without loss of generality, we adopt a notation that is free of the time index \( k \) and the updated variable \( x_{k+1} \) is denoted by \( x_+ \). Inspired by [51], the optimal gain (7.18) can be written in the information form as follows:

\[
K_i^i = n^i P^i C' \left( (n^i)^2 C P^i C' + \sum_{l \in N^i} R^l \right)^{-1} \\
= \left( (P^i)^{-1} + (n^i)^2 C' \left( \sum_{l \in N^i} R^l \right)^{-1} C \right)^{-1} n^i C' \left( \sum_{l \in N^i} R^l \right)^{-1} \\
= n^i M^i C' \left( \sum_{l \in N^i} R^l \right)^{-1}. \tag{10.13}
\]

Here, from Lemma 7.1 the error covariance matrix \( M^i = P_{k|k}^i \) in the information form is given by:

\[
M^i = \left( (P^i)^{-1} + S^i \right)^{-1}. \tag{10.14}
\]

The information matrix \( S^i \) is described as follows:

\[
S^i = (n^i)^2 C' \left( \sum_{l \in N^i} R^l \right)^{-1} C. \tag{10.15}
\]

Utilizing (10.13) and (10.15), the simplified term \( F^i \) becomes:

\[
F^i = I - n^i K^i C = I - (n^i)^2 M^i C' \left( \sum_{l \in N^i} R^l \right)^{-1} C \\
= I - M^i S^i. \tag{10.16}
\]

Motivated by (10.14), we have:

\[
\left[ (P^i)^{-1} + S^i \right] \left[ (P^i)^{-1} + S^i \right] = I \\
\Rightarrow M^i \left[ (P^i)^{-1} + S^i \right] = I \\
\Rightarrow M^i \left( P^i \right)^{-1} = I - M^i S^i = F^i. \tag{10.17}
\]

Using (10.4), (10.13), (10.15) and (10.17), the error covariance matrix (7.19) can be rewritten.
as follows:

$$\mathbf{M}'_i = \mathbf{F}_+^i \mathbf{P}_+^i \mathbf{F}'_+^i + \mathbf{K}'_+^i \sum_{l \in N^i} \mathbf{R}_+^l \mathbf{K}'^l$$

$$= \mathbf{F}_+^i (\mathbf{A}_d \mathbf{M}'_d^i + \mathbf{Q}) \mathbf{F}'_+^i + [n^i \mathbf{M}'_+^i \mathbf{C}'(\sum_{l \in N^i} \mathbf{R}_+^l)^{-1}]$$

$$\left(\sum_{l \in N^i} \mathbf{R}_+^l\right)[n^i \mathbf{M}_+^i \mathbf{C}'(\sum_{l \in N^i} \mathbf{R}_+^l)^{-1}]$$

$$= \mathbf{F}_+^i (\mathbf{A}_d \mathbf{M}'_d^i + \mathbf{Q}) \mathbf{F}'_+^i + (n^i)^2 \mathbf{M}_+^i \mathbf{C}'(\sum_{l \in N^i} \mathbf{R}_+^l)^{-1} \mathbf{C} \mathbf{M}_+^i$$

$$= \mathbf{F}_+^i (\mathbf{A}_d \mathbf{M}'_d^i + \mathbf{Q}) \mathbf{F}'_+^i + \mathbf{M}_+^i \mathbf{S}_+^i \mathbf{M}_+^i$$

$$= \mathbf{F}_+^i (\mathbf{A}_d \mathbf{M}'_d^i + \mathbf{Q}) \mathbf{F}'_+^i + \mathbf{F}_+^i \mathbf{P}_+^i \mathbf{S}_+^i \mathbf{P}_+^i \mathbf{F}'_+^i$$

$$= \mathbf{F}_+^i (\mathbf{A}_d \mathbf{M}'_d^i + \mathbf{Q} + \mathbf{P}_+^i \mathbf{S}_+^i \mathbf{P}_+^i) \mathbf{F}'_+^i$$

$$\Rightarrow \mathbf{M}'_i = \mathbf{F}_+^i \mathbf{G}_+^i \mathbf{F}'_+^i. \quad (10.18)$$

Here, the simplified terms are: \( \mathbf{G}_+^i = \mathbf{A}_d \mathbf{M}'_d^i + \mathbf{W}_+^i \) and \( \mathbf{W}_+^i = \mathbf{Q} + \mathbf{P}_+^i \mathbf{S}_+^i \mathbf{P}_+^i \). The proof is completed.
Appendix F (Proof of Theorem 8.1)

In [51], [259], it is proved that $A_d - K^i C^i$ is stable, i.e., $\rho(A_d - K^i C^i) < 1$ with the fixed sub-optimal local gain (8.25). By continuity, $\rho(\Lambda_\mu) < 1$ holds for some small value of $\mu$. In this case, the term $\Lambda_\mu$ (time-independent) satisfies the following condition:

$$\begin{align*}
\rho(\Lambda_\mu) &< 1 \\
\Lambda_\mu \Lambda_\mu' &< I_{nq}.
\end{align*}$$

(10.19)

According to the Schur complement the above inequality can be written as follows:

$$\begin{bmatrix}
-I_{nq} & \Lambda_\mu \\
\ast & -I_{nq}
\end{bmatrix} < 0.$$ 

(10.20)

The proof is completed.
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