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Abstract: Weak values arise in quantum theory when the
result of a weak measurement is conditioned on a subse-
quent strong measurement. The majority of the trials are
discarded, leavingonly very fewsuccessful events. Intrigu-
ingly those can display a substantial signal ampli�cation.
This raises the question of whether weak values carry po-
tential to improve the performance of quantum sensors,
and indeed a number of impressive experimental results
suggested this may be the case. By contrast, recent theo-
retical studies have found the opposite: usingweak-values
to obtain an ampli�cation generally worsens metrological
performance. This survey summarises the implications of
those studies, which call for a reappraisal of weak values’
utility and for further work to reconcile theory and exper-
iment.

Weak measurements vs. weak
values
A quantum weak measurement is a procedure whereby
only a little bit of information about a quantum system is
obtained; as a consequence, the system is only disturbed a
little. This is in contrast to the usual strongmeasurements,
which give a lot of information but in�ict a large distur-
bance on the system.
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Imagine the needle on a poor-quality analogue volt-
meter, which twitches or de�ects in response to an elec-
trical signal. In a weak measurement, the amount of de-
�ection is only loosely correlated with the true voltage—
because the needle also twitches about randomly. The ex-
pected value of the de�ection, however, is precisely the
true voltage.

Physically, a weak measurement can be implemented
by introducing a weak interaction between the system of
interest and an ancillary meter degree of freedom [1, 2].
Consider the following interaction Hamiltonian between
system and meter:

H = gA ⊗ P , (1)

where g is a scalar quantity, A is the operator associated
with the relevant system observable, and P is an opera-
tor e�ecting a shift of the meter variable. The dynamics
induced by this Hamiltonian (we assume it is switched
on and o� again instantaneously) will build up correla-
tions between the system and meter. The degree of corre-
lations, or the ‘measurement strength’ can be controlled
for example by changing g; with strong and weak limits
being attained when g → ∞ and g → 0, respectively.
Owing to these correlations, a subsequent measurement
on the meter alone may reveal information about the sys-
tem. The back-action imparted to the system can be under-
stood by examining the e�ective measurement operators
of the system (sometimes called POVM, or positive opera-
tor values measure elements [3]): strongmeasurement op-
erators are projective, givingmaximal informationbut also
imparting the largest back-action. Intermediate strength
measurements impart less back-action but give less infor-
mation. In the limit of a vanishing interaction, the POVM
elements become proportional to the identity matrix, and
nomeasurement is performed at all. As long as ameasure-
ment of some�nite strength is performed, however, the av-
eragede�ectionwill reveal the true voltagewith increasing
precision.

Weakmeasurements havebecomepart of the standard
toolbox in the modern �eld of quantum control: they can
be a useful method of stabilising a quantum computation,
where information must be prevented from leaking into
the environment [4]. If aweakmeasurement is repeated on
a single system enough times to provide the same informa-
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tion as a strong measurement, a comparable back action
will be imparted.
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Figure 1: Various schemes for parameter estimation. The experi-
menter can choose the initial state |i〉, the amount of uncertainty in
the measurement of observable A (depicted here by a fluctuating
meter needle), and also whether to correlate the �rst measurement
with a second one (which projects onto a �nal states |f i〉). The green
areas on the second meter depict a value that must occur for the ex-
periment to be successful – otherwise it is rejected. It has recently
been shown that a postselected weak measurement (2.) will not
give more information than three simple alternatives, despite its
association with large meter readings known as ‘anomalous weak
values’. It is better to either (3.) keep all of the data from both mea-
surements, or (4.) prepare an optimal initial state |i*〉 and dispense
with the second measurement altogether. A single strong measure-
ment (5.) gives the most information of all. Scheme (1.) involves a
suboptimal initial state and no conditioning, giving the worst per-
formance of all.

The weak value is di�erent to a weak measurement,
but often de�ned in conjunction. A weak value, like an ex-
pected value, is a well-de�ned statistical quantity. It arises
from applying standard quantum mechanics to a partic-
ular measurement protocol involving pre and postselec-
tion [5, 6]. The procedure to obtain a weak value is ex-
plained indetail in Ref. [7], butwe sketch the ideahere (see

Figure 1, case 2). First, the system of interest is prepared
in a known initial state (e.g., a predetermined voltage)
|i〉. It is measured weakly (for example, by using a poor
quality voltmeter coupled to observable A) and then mea-
sured again, this time strongly (with a good qualitymeter).
The �rst and secondmeasurement are generally described
by complementary observables. Finally, the data from the
poor voltmeter are culled, a step known as postselection;
only those instances where the second measurement re-
ported a particular unlikely result are kept (for example
the result corresponding to �nal state |f 〉). The real part of
the weak value

Aw = 〈f |A|i〉〈f |i〉 (2)

is then (approximately) proportional to the expected value
of the survivingdata from the�rstmeasurement.When the
reading on the second meter is a very rare one, the weak
value can become quite large, and in particular larger in
magnitude than the largest eigenvalue λ* = max |A| of the
observable. Intuitively, the anomalously large de�ection
seems to indicate the potential to increase or amplify the
precision of measuring devices—why live with a small sig-
nal when a large one can be arranged? Intuition, however,
is notoriously unreliable.

The cost of ampli�cation
The weak-value approximately determines the magnitude
of needle de�ection, and it can be larger than the expected
value

〈A〉 = 〈i|A|i〉 ≤ λ* , (3)

which provides an upper bound on the de�ectionwhen no
second measurement is performed, whilst in the postse-
lected case |Aw| > λ* is possible. This has motivated many
experiments to convert tiny e�ects into larger ones using
postselection, usually with the aim of estimating the cou-
pling between two quantum degrees of freedom. The �rst
such study was Onur Hosten and Paul Kwiat’s 2008 exper-
iment [8], which detected the spin-Hall e�ect of light (a
coupling between the polarisation and transversemomen-
tum of light at an interface between media with di�erent
refractive indices) with postselected weak measurements.
As withmany experiments with weak values, the polarisa-
tion of a beam of light played the role of the quantum sys-
tem and the de�ection of the beam replaced the twitching
of the meter needle – other notable experiments include
the measurement of a femtoradianmirror tilt [9] and other
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small optical e�ects. However, the technique applies gen-
erally to di�erent degrees of freedom in optical as well as
in a range of other physical systems.

The recent experimental successes being reported
lend weight to the longstanding question whether weak
value ampli�cation can deliver a fundamental advantage
for parameter estimation, or whether it should merely be
regarded as a convenient experimental tool in certain cir-
cumstances. In the last year, anumber of researcherswork-
ing independently have addressed the question ofwhether
weak values do indeed unlock superior performance, by
employing the rigorous framework of parameter estima-
tion. Before describing the formalism of parameter estima-
tion in order to understand those results, let us discuss the
meaning of postselection and give two intuitive reasons
(which can bemademathematically rigorous)why the am-
pli�cation provided by weak values may not be a ‘silver
bullet’ for precision measurements.

The �rst reason is that the data are necessarily ex-
tremely noisy; for the measurement to truly qualify as
weak, the needle on the measuring device is continually
wandering under quantum �uctuations. Any systematic
de�ection of the needle is, by design, hidden by the funda-
mental quantum uncertainty in any given run. Detecting
the signal necessitates the use of a statistical approach. In
any weak measurement, postselected or otherwise, a very
large number of trials is vital for a signi�cant conclusion to
be reached. Only a strongmeasurement can provide a pre-
cise estimate after a single trial, when all sources of noise
are eradicated.

The second reason is that the anomalously large de-
�ections are very rare. The larger the ‘ampli�cation’ that is
desired, the more trials are required before an experiment
succeeds. In optical experiments, a low success probabil-
ity translates into a much reduced photon detection rate.
Therefore, the e�ect leads to an attenuation as much as it
leads to an ampli�cation. This latter point is known as the
problem of low postselection success probability.

It is important to distinguish twonotions of ‘postselec-
tion’: On the one hand, it can be understood as a physical
step – for example the inclusion of a polarising �lterwhich
only allows certain photons to reach the detector. The data
from the�rstmeasurement are thenonly recordedafter the
second measurement has triggered the ampli�cation. On
the other hand, postselection may be understood as the
rejection of certain events from a larger dataset – the am-
pli�cation is then an artefact of data processing only. This
distinction matters as the two cases lead to di�erent ways
of benchmarking the weak value technique, which can in
turn give rise to slightly di�erent conclusions.

Under the �rst de�nition, the weak value ampli�ca-
tion approach and its standard benchmark strategy corre-
spond to (slightly) di�erent physical setups and protocols:
one compares the use of postselection (case 2) against not
using a secondmeasurement at all (case 4 in Figure 1). This
is the approach taken by Refs. [10–13].

Taking the second de�nition, the experimental setup
remains identical (i.e. a second strong measurement is al-
ways performed) and postselection is understood as parti-
tioning the recorded data into two sets, only one of which
will be used for the parameter estimation process at hand.
Then, one e�ectively compares case 2 with case 3 in Fig-
ure 1. This notionof postselection is employedbyRefs. [15–
18].

Parameter estimation
Gathering and interpreting data is the very essence of em-
pirical science. For results to be meaningful, they should
correspond accurately to those predicted by a theoretical
model, and a statement about their uncertainty must be
made. When writing up the results of an experiment, one
states the estimate of the measured quantity along with
an uncertainty – the voltage was 5.0V ±0.1V, for example.
Both numbers are the output of statistical calculations.
Consider estimating the voltage of a constant signal us-
ing a noisy voltmeter. The true voltage is denoted by xtrue.
Typically one looks at the voltmeter and records the (ran-
dom) value xi, the needle de�ection in the i’th experiment.
An estimator is a function of the data that produces an es-
timate for the true voltage. Often, the average of x over N
trials is a good choice, xest = (1/N)

∑N
i xi.

If the experimenter happens to be sitting at an angle to
the voltmeter dial, shemight consistently over- or underes-
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Figure 2: An unbiased estimator has the property that in an in�nite
number of trials its average value will equal the true value. The
quality of an unbiased estimator is characterized by the variance
of the estimator. The smaller the variance the more precise the
estimator is.
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timate the de�ection. This will result in a biased estimate
of the voltage.Anunbiased estimator, on the other hand, is
perfectly accurate on average E[xtrue − xest] = 0, where the
symbolEdenotes the expected value.Aside fromaccuracy,
the quality of the estimation procedure is characterized by
the precision, de�ned as the variance of the estimator. See
Figure 2 for a simple illustration.

In many instances it can be di�cult to directly cal-
culate the precision theoretically. A mathematical tool
known as the Fisher information [19, 20] allows one to
place an lower bound on the variance of an estimator. The
Fisher information gives a single number F, providing a
powerful link between theory and experiment. If one pro-
cesses the data from the experiment with the best possi-
ble, or optimal estimator, the variance will be given by the
inverse of the Fisher information. That means the experi-
menter will report e.g. 5.0V ±(1/

√
NF)V. Clearly a higher F

is better because it implies a lower uncertainty in the es-
timate. The magnitude of the Fisher information depends
on exactly how the experiment is performed. It thus pro-
vides an excellent way of comparing di�erent approaches
to parameter estimation. The dependence on N means
that, as long as the experiment is repeatable, the uncer-
tainty can become arbitrarily small by increasing the num-
ber of trials.

An estimation inequality
Applying the above framework of parameter estimation to
the case of weak value ampli�cation, several recent the-
oretical studies have reached the conclusion that, given
the same number of input resources, a weak-value strat-
egy will generally not outperform the standard metrology
strategy [12, 15–18, 21]. These results are essentially all cap-
tured in an inequality constraining the corrected Fisher in-
formation:

p(X)Fweak value ≤ Fstandard , (4)

where p(X) is the postselection success probability. As dis-
cussed above, the standard Fisher information could be
one of a number of alternatives (see Figure 1). For exam-
ple keeping all of the data (rather than discarding most
of it) will give higher Fisher information [15, 16, 22]; sim-
ilarly, choosing an optimal initial state and not perform-
ing the second measurement at all will outperform a post-
selected weak measurement [12]. A strong measurement,
if available, provides the highest precision of all [12, 15–
18]. Furthermore, a simple estimator based upon the ap-
proximate weak value (rather than the true average of the

postselected weak measurement) is not unbiased: there is
a systematic error in the estimate in any real experiment.
Accuracy and precision are thus both worse when postse-
lection is used.

It is possible, however, for p(X)Fweak value to approach
equality with Fstandard in a restricted parameter regime.
With weak-values, a simple estimator can match the ac-
curacy of the standard strategy only when the measure-
ment is in�nitely weak, and the precision can match the
standard strategy only when the postselection probability
is zero. Neither of these is physically possible, although
both can be approximated with arbitrary closeness: the
fact that only a negligible amount of information is dis-
carded through postselection has been con�rmed in the
laboratory [14]. It is therefore interesting to consider how
the two approaches compare away from the ideal scenario.
Below we list some of the ongoing investigations.

Estimation in non-ideal scenarios
The true limits to parameter estimation in the labora-
tory stem from a variety of sources other than the inher-
ent quantum uncertainty. Are there scenarios where the
above results do not apply, and where an advantage can
be found?

Getting lucky

Sometimes Fweak value ≥ Fstandard and postselection might
temporarily provide more information, because the in-
equality in (4) only applies when the number of trials is
large. However, the probability of a windfall persisting de-
creases exponentially asmore trials are performed [16, 17].

Technical noise

Experiments exploiting di�erent physics can exhibit vary-
ing robustness to noise and detector imperfections. This
fact has motivated a long standing feeling that weak-value
ampli�cation can help to overcome such problems. How-
ever, we have shown that estimation inequalities analo-
gous to (4) hold in the presence of a broad class of noise
before, during, and after theweakmeasurement [12, 16, 17,
21]. Together these articles treat the most prevalent types
of noise (including pixelation, detector jitter, and dephas-
ing), and a similar approach can be used to analyse other
imperfections. For instance, Jordan et al. have claimed
that for speci�c noisemodels aweak-value-ampli�ed tech-
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nique gives higher Fisher information than conventional
methods [13]. By engineering these noise models arti�-
cially, these predictions have been explored experimen-
tally [14].

Suboptimal estimation strategies

Some researchers question the use of optimal estimators,
and therefore question the relevance of the Fisher infor-
mation to actual experiments. A recent manuscript imag-
ines a type of noise that cannot be modelled statistically,
and hence a�ects the uncertainty in the estimate in amore
profoundway [23]. Refs. [13, 24] argue that time-correlated
noise, for example, renders the optimal estimator imprac-
tical due to computational complexity. This is not, by it-
self, a compelling argument for employing weak values,
however: one must show that the entire weak value pro-
tocol, including the post processing, is not outperformed
by a suitable benchmark strategy. Further, it has been
shown that a computationally trivial estimator exists for
time correlated noise and outperforms the weak-value-
ampli�cation technique [16]. If one has chosen a sub-
optimal initial state |i〉 ≠ |i*〉, then performing an optimal
postselection 〈f *| can lead tomore (corrected) Fisher infor-
mation than not performing the second measurement at
all (case 1) [11] – otherwise, when |i*〉 is chosen, the Fisher
information of case 4 achieves the theoretical maximum
and cannot be surpassedby anypre andpostselected strat-
egy, including an optimal one.

Imaginary weak values

Imaginary weak values occur when the postselected weak
measurement is performed in a certain way: the ampli�ca-
tion is then seen in Fourier space, rather than real space.

Whether or not imaginary weak values merit special
consideration depends on what is meant by ‘postselec-
tion’. Comparing cases 2 and 4 in Figure 1, i.e. protocols
with di�erent physics, there may be scope for altering the
apparatus in a fashionwhich tailors it to better �t the avail-
able hardware. In a time-domain experiment, for exam-
ple, a frequency analyser is sometimes preferred to a stop-
watch [10, 13]. However, unless there is a severe mismatch
between thequality of detection in the twovariables, imag-
inary weak values will not provide a signi�cant advan-
tage [12]. On the other hand, when case 2 is compared to
case 3 in Figure 1, then postselection is merely data re-
jection, which cannot improve estimation under the most
general evolution allowedbyquantum theory [17]. This lat-

ter analysis therefore covers experiments involving anyde-
�ned quantities, including imaginary and even complex
weak values.

The true cost of estimation

It is interesting to consider the di�erent notions of the cost
associatedwith an investigation.Onemust spend timeand
energy to perform the experiment; there is a �nancial cost
accompanying the hardware; and a computational cost as-
sociated with data processing and estimation.

Weak value estimators have been conjectured to of-
fer a computationally simpler alternative than standard
techniques, despite the extra apparatus required [13]. Al-
though this is an appealing idea, standardmethods are of-
ten equally cheap to compute as the weak-value estima-
tor whilst being more precise [16]. For example, for case
4 in Figure 1 the optimal estimator is simply proportional
to the average measurement result. One should bear in
mind that performing unbiased estimation with weak val-
ues requires more complicated postprocessing: one must
account for non-linear e�ects not captured in the weak
value, which is only an approximate quantity.

Another type of cost arises uniquely in optics experi-
ments. Lasers can easily emit 1010 photons per nanosec-
ond, making the creation-cost per photon almost negli-
gible. The detection-cost of a photon, by contrast, is of-
ten e�ectively much higher, especially if the photodetec-
tor saturates very quickly [25]. A variant accounting phi-
losophy,whichweighs output resourcesmore heavily than
input resources, may give rise to a di�erent conclusion to
the one reached above [26, 27]. Interestingly, it is in ex-
actly these special circumstances (those of large numbers
of cheap input photons) that the weak-value phenomenon
is known to have a classical explanation. By contrast, gen-
uinely quantum-enhancedmetrology typically exploits ef-
fects involving single quanta [28], and then the number of
input resources becomes the limiting factor.

Experimental runs which fail the postselection test
can be “recycled” for a further interaction with the un-
known parameter [29], and this procedure repeated until
they eventually pass. If the runs (typically thought of as
photons) are reused in this way but are not recounted as
a resource, the technique is superior to a one-interaction-
per-photon method. This is of no great surprise, because
the interaction with the unknown parameter is precisely
when the information is imparted to the probe, and thus
increasing the total number of interactions is worthwhile.
Recycling is therefore a technique to increase Fisher infor-
mation given a �xed laser input power, for example. It is
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of course possible to recycle in the ‘standard’ strategies,
by rerouting all photons (not just those that failed postse-
lection).

Finally it is worth noting that experiments are fre-
quently performed far from the ultimate performance
limit. Somedecisions aremade in the laboratorymerely for
convenience, for example to cope with incidental factors.
From this point of view, weak-value ampli�cation may be
judged ‘handy’ on a case-by-case basis.

Combination with other quantum e�ects

Another direction that has begun to be investigated is
combining weak value approaches with more established
quantum metrology methods (see e.g. [30–32]); for exam-
ple with entanglement [33] or squeezing [11]. Both these
e�ects are known to unlock a genuine quantum advan-
tage for certain metrological tasks, but at this point it is
not clear whether combining them with weak values can
indeed lead to anything greater than the sum of its parts.

Conclusion
For a number of years, experimental successes involving
the weak-value technique have lent credence to the intu-
ition that an ‘ampli�ed’ signal is always a good thing. By
contrast, recent theoretical results cast doubt on whether
weak value techniques can really o�er a fundamental
quantum advantage for metrology. However, the debate
continues since the conclusion one reaches depends on
various subtleties such as the the resource accounting phi-
losophy, the choice of benchmark, and the notion of post-
selection employed. In any case, however, we here submit
that, by itself, a large ampli�cation factor is not su�cient
for an advantage in parameter estimation.
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