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Abstract

People who have impaired vision regularly use white canes and/or guide dogs to assist in obstacle avoidance. Guide dogs can also be of limited assistance for finding the way to a remote location, known as “wayfinding”. Several electronic devices are currently available for providing guidance to a remote location, but these tend to be expensive, or make use of a Braille interface. This project investigated the suitability of a user centered client server approach for the development of a talking GPS system intended to fill a niche for outdoor wayfinding. The work resulted in a working prototype proof-of-concept system that uses a speech-recognition speech-synthesis interface. The prototype solution includes a custom web application which accesses the Google maps API. The system is intended to be scalable and extensible with additional features such as sensors for obstacle avoidance and access to web-based information such as weather, train or bus timetable information. The client server approach was found to be suitable for the development of this type of application.
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1. Introduction

The World Health Organisation estimates there are about 314 million vision impaired people in the world, of which about 45 million are blind \cite{1}. The leading causes of blindness are cataract, uncorrected refractive errors, glaucoma, and macular degeneration. Many people who are seriously vision impaired use a white cane and/or a guide dog to avoid obstacles. Recent years have seen the development of several technologies designed to assist vision impaired people, both for obstacle avoidance, and to travel to specific locations, or wayfinding.

The research described here focused on the development and evaluation of a prototype wayfinding system that makes use of GPS (the Global Positioning System) and speech recognition. The decreasing cost of GPS units, coupled with the recent growth in the availability of voice recognition services through the internet, presents an opportunity to create a low cost solution. A key priority of the prototype was to meet the user’s navigational needs while ensuring low cost and portability. The system architecture includes a wireless interface to enable the addition of sensors and other subsystems in the future. Speech recognition technology was used as the primary interface.

The project implemented a functional proof of concept prototype which enables users to obtain spoken GPS navigational information using an intuitive speech recognition interface. The prototype system can advise the user where he/she is currently located, and provide spoken directions to travel to a remote destination.

Freely available software components were used wherever possible. It is important to note that the final product is not intended to replace the white cane—canes and guide dogs would remain essential for detection of obstacles.

2. Background

Navigation systems for visually impaired people perform two main functions. The first is to sense obstacles or dangerous terrain in the immediate environment (obstacle avoidance), and the second is wayfinding, or navigating to remote locations \cite{2, 3}. Older-generation electronic obstacle avoiders, such as the Laser Cane and ultrasonic-based NavBelt, inform the user of nearby barriers, and in some cases can be used to find paths that circumvent such obstacles \cite{4, 5}. Despite technological advances of recent years, the
GPS wayfinding systems are primarily suitable for outdoor environments because the receivers are commonly unable to perform well in an indoor environment. Methods for relative positioning indoors include sensors using sonar, digital tags and accelerometers [7, 8, 9, 10].

Currently available outdoor wayfinding GPS systems for the visually impaired include Tormes, Trekker, BrailleNote GPS and Loadstone GPS. The Tormes system was developed by the European Space Agency (ESA) in 2004, and is the most accurate system available. It uses a system called EGNOS (European Geostationary Navigation Overlay System) which overlays signals from geostationary satellites to verify that GPS data is correct. EGNOS essentially improves the accuracy of GPS from 10m to 2m [11]. Tormes combats the “canyon effect” (tall buildings blocking satellite) by using a system called SISNet (Signal in Space through Internet), which provides corrective data through the internet when satellites are obscured. The Tormes system is, however, relatively expensive—it retails for over US$3000, and it is currently only available in Spanish. The Trekker system includes talking menus, talking maps and GPS information—it costs US$895 [12]. BrailleNote GPS is a satellite navigation add-on for owners of the BrailleNote family of products—it retails for about US$1500. Loadstone GPS is open source software, and enables users to interact with GPS information using synthetic speech and can be used on Symbian S60. While it is true that several systems have been validated from a technical point of view, few are widely used amongst the vision impaired community [13].

Most of the current systems make use of GPS combined with detailed digital street maps to display information about the locations of nearby streets, points of interest and instructions for traveling to desired destinations.

For a person to follow a particular route, the person must ordinarily have some concept or plan of that route. A blind traveler can learn the route either by being guided by a sighted escort, or by verbal instructions [14]. Once a route has been learned, successful travel requires that the individual be able to: (1) detect and avoid obstacles and (2) follow the route (i.e., to know their position and orientation and make necessary corrections). It is proposed that the performance of both tasks can be supported by electronic travel aids [14].

Two key abilities are required to successfully follow a route [2]. These are “the ability to recognize key choice points or decision points in the environment”, and the ability to “interpret, and understand the layout of features in the environment”. An implication is that the user must be made aware of the intersection of roads and other Points of Interest (POIs) such as train stations, parks, and shops which are commonly used by sighted people to navigate.

Some of the current GPS systems make use of Braille keyboards for user input and/or system output. However, not all vision impaired people can read Braille. A survey conducted by the Royal National Institute for the Blind found that only 3 per cent of visually impaired people are sufficiently fluent in Braille to read a book or magazine [15]. This is because the majority of blind people lose their sight later in life, either progressively or through an accident and therefore do not learn to read Braille as a child [16]. Another reason for the decline in the number of people using Braille is because it has been superseded by assistive technologies such as audio books, screen readers and speech recognition software which are easier to use.

To ensure that a navigation system will be accessible to the greatest proportion of vision impaired people, usability is a key focus of the project, and speech recognition technology was identified as a priority feature of the system. Further, by replacing the Braille keyboard with a speech recognition user interface, the device will be more portable and less cumbersome to use while walking.

Speech recognition technology has been under development for more than three decades, and demand for this technology is expected to rise dramatically in the near future as people access the internet using mobile phones [17].

Recent advances in speech recognition technology, coupled with the advent of modern operating systems and high powered affordable personal computers, have culminated in the first speech recognition systems that can be deployed on portable devices. According to Morgan [18], speech processing technology “provides a natural and intuitive interface for the user”. Market research conducted in 2005 found that those who choose to use a speech recognition system do so because they “find speech is easy to use and understand and it provides a quick transaction process” [19].

Adaptive technologies such as computer screen reading software, talking mobile phones and portable Braille notetaking devices, are critical for people who
are blind or vision impaired both in schooling and employment. However much of this equipment is expensive, with a typical screen reading software licence costing around $1,000 [20].

As a result, the need to provide adaptive equipment at a lower cost will be critical to ensuring maximum success for any newly developed aid for visual impaired people.

3. Methodology

The system was designed using object orientated methods. Requirements were determined, and software objects and their interactions were defined to fulfill those requirements. A static view of the software objects was formed using a class diagram which illustrates the methods and attributes of each component. Dynamic views of the software objects’ interactions were created using sequence diagrams.

The development of the raw user requirements included the following considerations: (a) the system must be inexpensive, portable and easy to use; (b) the system must convey to a blind user wayfinding information including current location and the direction/location of a remote destination; (c) it is desirable that the system can be later expanded to convey obstacle avoidance information relating including positions of stationary/moving objects and the terrain surface.

The requirements analysis stage investigated the tools and techniques that blind people employ to navigate around urban areas. It also evaluated other devices currently available on the market, investigated the extent to which currently available hardware and software options could be used to create a workable solution.

The development process is outlined in Figure 1. Noun and verb parsing on the system requirements was conducted to determine primary classes. Upon the identification of classes and their responsibilities, user scenarios were then identified and used to establish collaborations and dependencies of these classes. These scenarios were also used to develop sequence diagrams. Finally the identified classes were validated against the system architecture and system requirements. As a result of this process, it was determined that the project would attempt to develop a functional prototype using GPS and voice recognition technology.

A first iteration of the build plan delivered the features which had been identified to be the core functionality of the system, including a voice recognition interface which would provide the current location and directions to another location. A second iteration extended the functionality of the system and provided SMS help and a Bluetooth interface to other systems.

The methodology employed the following tools and technologies: Franson GPS Gate v2.6.0.340, Microsoft Internet Explorer Speech Add-in (part of SDK v1.0), Internet Explorer, BlueSoleil v2.6.0.8, MyNetFone’s MyText SMS API, Google Maps API. BlueSoleil was used to wirelessly access the Bluetooth enabled GPS receiver and headset.

The Franson GPS Gate was used to take the raw GPS data from a connected Bluetooth GPS device and filter it using the standard NMEA protocol to obtain the latitude and longitude values. The user interface implemented using Microsoft Speech Internet Explorer add-In in conjunction with Speech Application Language (SALT) tags. SALT is based on a small set of XML elements. The main top level output is the <prompt…>] tag which is used to ask the user for input. These tags are used to specify the content of the input which is required. The top level input is the <listen…>] tag which is used to start speech recognition or audio recording. It contains the grammar element used to specify the different things that the user is expected to say. The ASP.NET application is accessed by a computer running Internet Explorer (IE) with the speech add-in or by Pocket IE with the speech add-in.

The SMS service provider utilised in the implementation model was the MyNetFone’s MyText SMS API. It allows HTTPS requests to be called from any web browser or application [21]. The key Google Maps API classes which were used were GDirecions and GReverseGeocoder. GDirecions was used to obtain walking direction results from the current location to a given destination address. The directions which are obtained are read out to the user. In order for this class to operate it requires a map and/or a text panel, therefore the results can be displayed visually. GReverseGeocoder was used to get the current location as an address. To obtain a reverse geocode (address) for user’s current location, it requires a GPS geocode

![Figure 1. The method used to develop the class diagram and sequence diagram](image)
Two candidate architectures were analyzed, and one chosen based on suitability to the unique problem space, ability to meet the requirements and inherent implementation risks. The most important focus was ensuring that it meets the purpose of the system as detailed in the SRS. The feasibility of implementing the system was also taken into consideration when developing the candidate architectures. A risk analysis that considered schedule and implementation risk was undertaken to ensure the final architecture was of the least risk to the project and thus more feasible to develop.

Initial analyses of the problem considered quite a few alternate system architectures from which two final candidate architectures were chosen—these were Broadcast and Client Server. The broadcast model is an event-driven system which responds to user interaction and external sensory data when it is made available. The Client Server architecture on the other hand, divides the system into two tiers. Each of the candidate architectures was described and analyzed using the following two views: (1) a logical view, which described the domain-level responsibilities of the system, and (2) a physical view, which described the interconnecting physical components of the system.

The broadcast model provides concurrent communication of data and messages to all system components. This allows for built-in redundancy and robustness if any hardware component fails. This model also minimizes the coupling in the overall system since it leaves component to component communication to the Event and Message Handler to relay the messages. A logical view of the broadcast model is given in Figure 2.

![Figure 2. Broadcast model, logical view](image-url)

Client server models, on the other hand, distinguish between local client systems, which typically reside on the user’s hardware, and server systems, which ordinarily reside in some distant location over a network. The basic characteristics of a client is that it initiates requests, waits for replies, is usually connected to only a small number of servers at any one time, and users typically interact with a client using a graphical user interface. Characteristics of a server are that it does not initiates requests or activities, it waits for and replies to requests from connected clients [27]. Viewing the speech-GPS system in this way, client server characteristics are readily apparent. Thus a client server model was selected with the following components:

- **Speech Recognition (Client):** allows the user to interact with the system; translates the provided user input (from the microphone) and presents the data to the system for processing
- **Speech Announcer (Client):** presents the system response to the user; translates the provided system input into speech and outputs this to the user through the speaker
- **GPS Data Acquisition (Client):** provides the sensory information to the other system components by retrieving the data from the GPS sensors; primary responsibility of this component is to gather the sensory information, process the data and present it in a meaningful format to the other system components
- **Data Analyzer (Client):** responsible for error checking data, controlling the system and requesting data from other system components
- **Maps Data (Server):** provides an interface to obtain web services data from the Google Maps API

The physical model included the following characteristics (1) the primary device (the PDA) is physically connected to the headphones and
microphone; (2) the PDA is connected to the internet via Wi-Fi; (3) the PDA connect to the Internet to obtain map services and send SMS messages (4) a GPS receiver provides information to the PDA via Bluetooth; (5) the system provides services to the presentation components of the system, for example, announcing real-time diagnostic data.

The diagram below illustrates the way in which class validation against the architecture was conducted. Each class that was identified was mapped back to the components defined in the system architecture.

![Diagram](image_url)

**Figure 3.** How the design was mapped to the Client Server model
The prototype solution was implemented as a web application. Reasons for this included (a) the Google API exclusively supports web applications only; (b) Secondly, Microsoft’s Speech Internet Explorer add-in provided a way to accomplish the Speech Recognition feature conveniently for web applications, and circumvented the need to design complex grammar structures (which are required for standalone applications) as this is handled by the Speech Server instead; (c) an evaluation of the possibility of implementing the features in a stand alone application proved to be infeasible. For example, the cost of obtaining a maps database SDK was quoted at $20,000 per license.

Substantial consideration was given to the possibility of adapting currently available off-the-shelf GPS navigation systems that are commonly used by drivers of vehicles. These systems are especially attractive because some of them provide spoken directions. However, it was determined that it certain aspects of these systems prevent them from being used by vision impaired people. One of the barriers to the adaptation of these systems is that they ordinarily rely on a touch screen graphical user interfaces for many functions, such as setting a destination., and a touch screen is not suitable for a person who has impaired vision.

4. Preliminary evaluation

The system operates under an assumption that only “expected” words need to be recognized. Other words are not be recognized as valid input. It is therefore important for the users to know the exact words they can say for the system to recognize their input. The main approach which is used to achieve this is to prompt the user for input.

On start-up, the entire list of main menu commands are given to the user as the following prompt is played:

SYSTEM:
Welcome to UC's main menu. To get your Current location say 'Current Location', to get directions say 'Get Directions,' to change Obstacle Detection say 'Obstacle Detection, to send an SMS, say 'Help'. To stop UC talking say 'stop' or 'mute' at anytime. To exit say 'exit'. To hear these options again say 'Main Menu' or 'Repeat'.

This is a necessarily long list, which takes a significant amount of time for the system to announce fully, as first time users would need to hear all of the necessary information. However, experienced users who already know the commands are able to interrupt the system at any time and skip to the desired function. An example of a user interrupting the system is given as follows:

SYSTEM:
Welcome to UC’s main me-

USER:
Current Location

SYSTEM:
You selected Current Location. You are currently located at 5 Aiken road, West Pennant Hills, New South Wales, 2125 Australia

USER:
Get Directions

SYSTEM:
You selected Get Directions. Please say the destination street number or train station.

USER:
Beecroft Station

SYSTEM:
You selected Beecroft Station. Directions to Beecroft Station are:
- Head east on Aiken Rd toward Salina Ave
- Turn left at Cumberland Hwy
- Turn right at Hannah St
- Turn right at Wongala Cres

In this way, the system can flexibly cater to the needs of both first time users who require detailed instructions and experienced users who prefer fast performance. The following script provides an example of the system’s output for the Get Directions function.

USER:
Beecroft Station

SYSTEM:
You selected Beecroft Station. Directions to Beecroft Station are:
- Head east on Aiken Rd toward Salina Ave
- Turn left at Cumberland Hwy
- Turn right at Hannah St
- Turn right at Wongala Cres

Table 1 provides all of the standard user commands.

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main Menu</td>
<td>Gives the following list of the main menu commands:</td>
</tr>
<tr>
<td></td>
<td>To get your Current location say 'Current Location', to get directions say 'Get Directions,' to change Obstacle Detection say 'Obstacle Detection, to send an SMS, say 'Help'. To stop UC talking say 'stop' or 'mute' at anytime. To exit say 'exit'. To hear these options again say 'Main Menu' or 'Repeat'.</td>
</tr>
</tbody>
</table>

Table 1. The user commands
The command words are standardized, but it is expected that the input from each user will vary according to their accent, pronunciation, and to a small extent, their word preference. For this reason, the system was designed to recognize common alternative commands which differ slightly choice of words. For example, the user may say “Location” instead of “Current location”.

For the “Get Directions” feature, the system is capable of recognizing either an address or a point of interest such as the name of a train station. For the purposes of the proof of concept solution, street names in Sydney CBD and West Pennant Hills were loaded into the speech recognition system.

Though the prototype list of commands is relatively short, it could be relatively easily extended to include a vast number of street names and station names without affecting the speed performance of the system. However, it is recognized that increasing the system’s vocabulary increases the likelihood of the system misinterpreting a command.

The current version of the prototype requires further work before it would be potentially suitable for a blind person. To give more meaningful directions for a blind user, we must know their orientation and tell them the directions relative to their orientation. It would also be much more useful if the system tells the user when they are walking in the wrong direction. The bearing necessary for this could be taken from a digital compass. In addition, it would useful to give approximate distances, for example, “turn right at Hannah St after 50 meters”.

Ideally the system should be able to recognize the user’s voice and disregard background noise from the street. Implementing a mute function where the system stops listening for input would be an advantage. Alternatively, a “push to talk” configuration would help in limiting the impact of background noises.

It would be desirable to providing a configuration file so that the user can configure User name, Mobile number (that the SMS gets sent to) and more street names and suburbs. This would allow the user to personalize the system so that their home suburb and places of interest will be recognized by the speech recognition system. It would mean that the system could send a more meaningful SMS for help to emergency services by including the person’s name.

It would be possible to add a function to enable the user to request train timetable information. Assuming the user is traveling to a train station, the user might say “timetable, Northern Line”, to which the system might respond with something such as “The next trains are at 8:17am and 8:24 am”.

The proof of concept system demonstrates that it is possible to obtain directions to points of interest (POIs) as it allows users to request directions to train stations. The system could be extended to include other POIs such as parks, hospitals, bus-stops, restaurants, and shops. This extension would only be limited by the Google Maps API being capable of servicing these requests.

Ideally, as the visually impaired person moves through the environment, he/she would hear the names of buildings, street intersections, etc. spoken as though coming from the appropriate locations in auditory space as if they were emanating from loudspeakers at those locations. Besides leading the visually impaired person along a desired route, the system would hopefully allow the person to develop a much better representation of the environment than has been the case so far.

5. Conclusion

Currently available electronic navigation aids have not received any great level of support among the blind community. The vast majority of visually impaired people prefer to not use electronic aids, and use only canes or guide dogs. It is proposed that the underlying reasons for this include the relatively high costs and relatively poor levels of user satisfaction associated with existing electronic systems.
The work undertaken in this project investigated the suitability of a user-centric client server approach for the development of a new electronic wayfinding system intended primarily for people who have impaired vision. Speech recognition technology was identified as being a suitable basis for the interface of the system.

The project successfully delivered a functional prototype that uses intuitive hands-free voice recognition technology. The client server model enabled the system to make use of existing tools including the MS IE Speech Add-in and the Google Maps API. In addition, the client server approach enables much of the processing to be undertaken in remote locations, rather than on the user’s hardware.

The prototype solution is intended to be suitable for further extensions including an electronic compass, announcing distances (in meters), using push-to-talk to reduce the affect of background noise, and adding additional configuration capabilities. In addition, the system may be augmented by the provision of additional services such as the ability to access train and bus timetable information. Further, a digital compass may be supplemented by other sensors for the purpose of obstacle avoidance. The client server approach draws on well understood principles, and was found to be suitable for the development of this type of application.
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