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Abstract—In this paper, because the induction machines are 
described as the plants of highly nonlinear and parameters time-
varying, in order to obtain a very well control performances that 
a conventional model reference adaptive inverse control 
(MRAIC) can not be gotten, a fuzzy neural network-based model 
reference adaptive inverse control strategy for induction motors 
is presented based on the rotor field oriented motion model of 
induction machines. The fuzzy neural network control (FNNC) is 
incorporated into the model reference adaptive control (MRAC), 
a fuzzy basis function network controller (FBNC) and a fuzzy 
neural network identifier (FNNI) for asynchronous motors 
adjustable speed system are designed. The proposed controller 
for asynchronous machines resolves the shortage of MRAC, and 
employs the advantages of FNNC and MRAC. Simulation results 
show that the proposed control strategy is of the feasibility, 
correctness and effectiveness. 

Index Terms—induction machine, machine dynamic model, 
fuzzy neural network  control (FNNC), model reference adaptive  
control (MRAC)  

I.  INTRODUCTION  
With the development of power electronics and computer 

control technology, induction motor (IM) adjustable speed 
systems have been widely applied in the situation of high 
voltage, large power, and high performance. The IM adjustable 
speed systems possesses many advantages, such as wide range 
and high accuracy of regulating speed, high stability, fast 
dynamic response, able to operate in four-quadrant, and etc.. 
Among many application examples are the coal, petroleum, 
chemical plant, and metallurgy industry. At present, the IM 
adjustable speed system is being developed towards higher 
performance, higher precision, larger capacity, digitalization, 
integration and intelligence [1]. 

Regarding the study of the modeling and inverse control of 
IM, Liu et al. [2] proposed a speed estimation based on neural 
network inversion, which was a multi-layer feed –forward 
neural network trained by advanced Back Propagation 
arithmetic. Li et el. [3] carried on a research on extended 
Kalman filter (EKF) based on inverse Γmodel, on which state 
noises the change of motor parameters was taken, and it made 
more precision for vector control. Liu et el. [4] developed a 
decoupling control approach based on α -th inverse system for 
the innovative 5 degree-of-freedom bearingless induction 
motor, which was multi-variable, nonlinear and high coupling 

system. Dai et al. [5] proposed a neural network inverse control 
(NNIC) structure and gave the neural network inverse system 
(NNIS) of induction motor in rotor field oriented (MT) 
reference frame as a special case, the comparison of this NNIC 
with direct rotor field oriented control (DRFOC) was done.  

This paper firstly analyses the dynamic model for induction 
machine based on the rotating reference frame using the rotor 
d-q model, which will be described in Section 2. Secondly, in 
order to obtain the control effects that cannot be achieved by 
the model reference adaptive control schemes, a fuzzy neural 
network control (FNNC) with a fast varying–scale optimal 
method (MDFP) and a fuzzy neural network identifier (FNNI) 
are employed for the IM speed loop to further enhance the 
robustness of the system, which will presented in Section 3. 
Finally, in Section 4, simulations are performed and the results 
show that the control strategy is feasible, appropriate and 
effective. 

II. DYNAMIC MODEL OF INDUCTION MACHINES 
According to the theory of induction motor and coordinate 

transformation method, the rotor field oriented control motion 
reference model in d-q coordinate reference frame can be given 
by 

2 2
1 2 2 1 2

1 1 12
1 2 2 2

2 1
22

1 2 1

d m m
d q q

m d

di L R L R L Ri P i i
dt L L L

L R u
L L L

ω
σ ψ

ψ
σ σ

   +
= − + +   

   

+ +

          (1) 

2 2
1 2 2 2 1

1 1 12
2 2 1 2

12
2

1 2 1

q m m
q d q

qm

di L R L R L RP i i i
dt L L L

uPL
L L L

ω
ψ σ

ωψ ψ
σ σ

   +
= − + −   

   

− +

           (2) 

2
2

2
1

2

22 ψ
ψ

L
R

i
L

RL
dt

d
q

m −=                                             (3) 

J
T

i
JL
L

P
dt
d L

q
m −= 21
2

ψω                                                (4) 

where 1R  and 1L are the resistance, self-inductance of stator 
winding respectively; 2R  and 2L  the resistance, self-inductance 



 

         

of rotor winding; mL  the mutual inductance of stator winding 
and rotor winding; 2ψ  the flux linkage of rotor winding; ω  the 
rotor mechanical angular speed; J  the rotor mechanism inertia; 

LT  the mechanism torque; 1di , 
1qi , 1du , and 

1qu are instantaneous 
values for current and voltage; p  is the time derivative; q for 
q-axis components; and d for d-axis components.  

In a induction machine adjustable speed control system, it 
is desirable to represent the state variables by a state vector x , 
where 

T
qd iix ],,,[ 211 ωψ=                                   (5) 

The control variables for the induction machine are 
represented by a control vector u , where 

T
qd uuu ],[ 11=                                           (6) 

The outputs of induction motor are represented by an output 
vector y , where 

Ty ],[ 2 ωψ=                                              (7) 

III. FUZZY NEURAL NETWORK-BASED ADAPTIVE CONTROL 
STRATEGY OF INDUCTION MACHINES 

The structure of the designed fuzzy neural network adaptive 
adjustable speed control system is shown in Fig. 1, which 
consists of two types of neural network. The fuzzy basis 
function neural network controller (FNNC) acts as the fuzzy 
adaptive controller; the fuzzy neural network identifier (FNNI) 
acts as the model identification of induction motor plant and 
the back transfer signal dyk/duk, which is used to regulate the 
network weights wj and parameters aj, bj. FNNC and FNNI can 
be firstly trained off-line according to prior knowledge, and 
then made learning on-line when the system is running in 
practice. In addition, a fast varying metric optimal learning 
algorithm, e.g. the MDFP, is employed to train and correct wj, 
aj, and bj. In Fig. 1, RM denotes the reference model and IM 
represents the induction motor. 

A. Design of fuzzy neural network controller for IM 
The structure of fuzzy neural network controller shows in 

Fig.2. The layers (І) to (Ш) are corresponding to the premise 
part “IF-part” in the fuzzy control rules; the layer (П) 
corresponds to the fuzzy inference, which output nodes indicate 
triggering strength; the layer (IV) corresponds to the conclusion 
part “THEN-part”. The symbol “∏” denotes the fuzzy AND 
operating. The symbol “ ∗ ” denotes the fuzzy minimum 
operating [6, 7, 8]. 

The mapping relation of the inputs and outputs in the 
FNNC is as follows 
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The input and output nodes of the layer (IV) are 
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where 
ix  denotes the input of FNNC; 

jlW  the weights of the 
neural network; ika and 

ikb  the central and width parameters of 
Gaussian basis function; 

ju  the output control of FNNC. 

 
Figure 1.  Block diagram for induction machine adjustable speed control 

system with fuzzy neural network adaptive control strategy 

 
Figure 2.  Structure of fuzzy neural network controller for induction machine 

B. Design of fast varying metric optimal learning algorithm 

In general, the on-line learning requests that the 
convergence rate of the learning algorithm is fast, and the 
stability is well, however, the conventional learning algorithm 
of neural network, such as the back-propagation (BP) algorithm,  
is that the convergence rate of the learning algorithm is slower, 
and the learning rate η  is uneasy to select, only cut and try, 



 

         

which makes the stability worse when the initial weights are 
trained. The training weights only are local optimum. In this 
paper, based on the varying metric method (DFP) optimal 
learning algorithm (MDFP), an improved-type learning 
algorithm is employed to solve above problems. 

The performance index of the error function learning on-
line is defined as 
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where W is the weights vector of FNNC, nRW ∈ ; iE  denotes 

the error between the practice system output ky and desired 
output. 

The basic thought of MDFP algorithm is that in the 
minimum point nearby, the target function )(WJ is 
approximated using the second-order Taylor polynomial 
formula, and then the estimated value in the minimum point is 
obtained. The concrete deduced process will be omitted in this 
paper. The MDFP learning algorithm is written as 
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where )( kWE∇  is the gradient function of E with respect of kW , 
10 << λ . 

Because kH is positive definite, according to above formula, 

1+kH  is also positive definite. As 
kβ  is always positive number, 

the modified formula 1+kW  is always kept to be convergence 
along the negative gradient direction, which ensures the 
convergence property for the MDFP algorithm.  

Therefore, the on-line learning algorithm for FNNC is 
given by 
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where kmk yyE −= , IH =1 , kE∇ indicates the gradient of 
)( ikk aE∇ , )( ikk bE∇ , and )( kk WE∇ respectively, which are 

determined by 
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The partial derivative )( kk uy ∂∂ mentioned above can not 
be obtained directly in the condition of unknown model of the 
plant. Hence, a fuzzy neural network identifier (FNNI) can be 
gotten according to the back propagation. 

C. Design of  fuzzy neural network identifier 
In order to dynamically estimate the model of unknown 

plant, meanwhile, the partial derivative )( kk uy ∂∂ can be 
provided for FNNC, based on a three layers BP neural network, 
a FNNI is designed to realize the modeling of system. 

Suppose that the relationship between the input and output 
in the identified system is as follows 
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where )(ky  and )(ku denote the output and input variables of 
system respectively; )(•f is a nonlinear function; 

yn and un are 
the time delay of the output and input variables; )(kn is noisy. 

The neural network model of identification system is 
described by 
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Where )0(
kiW and )0(

ijW denote the weights of hidden layer and 
output layer respectively; )(h

iθ is the threshold value of hidden 
layer; )(kx represents the total variables of the identified 
system, which takes the form 
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If it is known that there are N groups of input and output 
samples{ } ),,2,1()(),( Nkkyku = , the determining problem of 
the parameters ),,( )()()0( hhWW θ for FNNI will be transformed 
into optimal problem of below function, which is defined as 
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IV. SIMULATION RESULTS 
     In order to evaluate the correctness and feasibility of the 
proposed control strategy, the characteristics of a three-phase 
induction machine, as shown in Fig. 1, has been simulated 
using MATLAB/SIMULINK. The parameters of IM are 

kWPnom 75.1= ， 2=pN ， min/1441rnnom = ，

mNTenom ⋅= 84.8 ， AI nom 6.2= ， Ω= 25.41r ，

Ω= 24.32r , HL 666.01 = , HL 671.02 = , HLm 651.0= ，
202.0 mNJ ⋅= . 

     In the process of simulation, we use 49 fuzzy control rules 
as the off-line learning samples ),,( 2121 uuxx → . The structure 
of FNNC is 2-14-49-2, where the central values 

)7,,2,1)(0( =iai of Gaussian membership function 
respectively take the form {NB, NM, NS, ZO, PS, PM, PB}; 
The initial width )7,,2,1(5.2)0( 2 == jbj

, which belongs to in 
the universe[-6, 6].  
     The simulation results of designed FNNC based on a FNNI 
show in Fig. 3, 4, and 5. Fig. 3 shows the starting 
characteristic with the proposed control strategy when the IM 
can operate from 0 to 1500 rpm and the torque 

eT  quickly 
arrive the limited value, and exit the saturation after 0.12s, as 
shown in Fig. 4, the system enters the stable state. When the 
time is 0.3s, meanwhile, the speed changes from 1500 rpm to 
1200rpm, and when time is 0.33s, the adjustable speed system 
can reach new static speed, as shown in Fig. 3. The current 
responding curve is illustrated in Fig. 5 during the operating 
process.  

Because the FNNC is that the fuzzy neural network control 
combines with the conventional the MRAC, the IM adjustable 
speed system integrates the advantages between them. In other 
words, the system can keep the characteristics of FNNC and 
MRAC, which can realize the dynamic decoupling control for 
the torque and magnetic flux of IM. Therefore, the proposed 
system is of excellent speed responding performance, 
robustness, and strong anti-interference ability, such as fast 
speed responding, no speed overshoot, no static speed error, 
and so on. 

V. CONCLUSION 
Based on a fast varying metric method (MDFP) and a fuzzy 

neural  network  identifier  (FNNI),  a  fuzzy   neural   network 

 
Figure 3.  Step responding starting characteristics 

 
Figure 4.  Step change of load torque 

 
Figure 5.  Current responding curve when load changes 

adaptive controller (FNNC) for the three-phase induction 
machine adjustable speed system has been implemented. The 
proposed FNNC controller is not only of the adaptive learning 
function, but also can realize the fuzzy control. The designed 
processes of FNNC, MDFP, and FNNI algorithms have been 
described in details. Simulation results show the feasibility, 
correctness and effectiveness of the proposed control strategy, 
such as the excellent static and dynamic performances, and 
strong anti-interference ability. 
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