A hydroinformatic approach to development of design temporal patterns of rainfall
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Abstract Estimation of the design rainfall for design flood estimation remains a problem for many engineering hydrologists despite many research studies into appropriate methodologies. An important aspect of flood flow estimation through catchment simulation is the design rainfall. Presented herein is a new approach for estimation of the temporal pattern of rainfall during a hypothetical design storm. The basis of the approach is a conditional random walk in non-dimensional space to create a finite number of storm patterns based on the probability that the storm event is convective or frontal and the probability that the storm centre of mass is located at the beginning, middle, or end of the storm event. It is shown that the resultant storm patterns more closely reflect historical patterns than alternative methods for estimating the design temporal pattern of rainfall.

Key words temporal pattern; rainfall; design; flood

INTRODUCTION

Estimation of the design rainfall for design flood estimation remains a problem for many engineering hydrologists. In many situations, advice is required regarding flood magnitudes for design of culverts and bridges for roads and railways, design of urban drainage systems, design of flood mitigation levees and other flood mitigation structures, design of dam spillways, and many other situations.

Where data are available, this problem of flood flow estimation can be undertaken using site flood frequency techniques such as those presented by Kowara (1999), Jin & Steflinger (1989), Martin & Steflinger (2008) and Wang (2001). However, for the far more common case of an absence of suitable data, catchment simulation techniques are commonly used to provide predictions of the desired flood quantile.

An important aspect when flood estimates are used to estimate catchment simulation is the design rainfall used to predict the catchment response. There are three components to the design rainfall:

(a) Average intensity of rainfall (or its counterpart which is the rainfall depth) over the storm burst duration;
(b) Spatial distribution of the rainfall; and
(c) Temporal distribution of the rainfall.

The concern here is the third aspect of design rainfall, namely that of estimating the temporal distribution of rainfall during the design storm burst. While the assumption of a constant rainfall intensity over the storm burst can be adopted, Ball (1994) showed that this assumption resulted in a lower bound to potential flood quantities estimated from the peak flow of the resultant predicted hydrograph.

For this reason among others, the temporal pattern of the storm burst to be used in design flood estimation has been the focus of many studies; examples are Keifer & Chu (1957), Huff (1967), and Pilgrim & Corderly (1975). The approach adopted for development of the design rainfall hyetograph in these studies varied between the studies. Keifer & Chu (1957) aimed at developing a hyetograph that ensured that the design rainfall intensity for various catchment response times was experienced by each component of the system. The study of Huff (1967) considered the probabilities associated with cumulative rainfall totals with the implicit assumption that rainfall early in the storm event, or burst, was the worst situation for design. Of these studies, only that by Pilgrim & Corderly (1975) explicitly stated that the aim of the hyetograph developed was to ensure that the annual exceedance probability (AEP) of the rainfall depth or intensity was transformed into the AEP of the resultant peak flow. To achieve this stated aim, Pilgrim & Corderly (1975) proposed that a storm pattern with average variability would not impact on the design rainfall hyetographs which incorporated average variability in patterns. These techniques were used subsequently in the development of the recommended temporal patterns for design flood estimation in Australia (Pilgrim, 1987).

While, however, the temporal patterns presented in Australian Rainfall and Runoff (Pilgrim, 1987) have been adopted for design flood estimation, their application in practical situations has resulted in the need to consider alternatives. Of particular concern are:

- the dominance of particular durations which bear no relationship to catchment response times;
- internal bursts within the storm which have a higher AEP than the design AEP for the full storm burst;
- the increasing need to consider flood volume — particularly where the volume of flood storage being considered is a significant fraction of the flood hydrograph.

To mitigate some of these issues, Phillips (1994) and Rigby et al. (2003) proposed the use of embedded design storms instead of using only the peak storm burst. This approach is based on embedding the design burst inside a historical storm burst. When using this approach, the influence of the historical portion of the storm event on the resultant flood hydrograph is assumed not to be significant and, therefore, not to influence the translation of the rainfall probability into the flood flow probability.

Presented herein is a new approach for estimation of the temporal pattern of rainfall during a hypothetical design storm with the aim of overcoming the problems noted above. However, rather than developing a single temporal pattern of rainfall, a suite of potential patterns result which enables the designer to assess the sensitivity of the peak flow estimate to the temporal pattern of rainfall.

RAINFALL DATA

The present study is limited to two sites (Sydney and Richmond) in eastern New South Wales, Australia (Fig. 1). Rainfall characteristics for these two sites from the Australian Bureau of Meteorology (2008) are used: Sydney has an average annual rainfall of 1215.2 mm with the highest rainfall occurring between February and June; and Richmond has an average annual rainfall of 810.4 mm, with the highest rainfall occurring between December and April.

The rainfall data for the two sites comes from the digitized pluviograph records for Sydney Observatory Hill and Richmond RAAF weather stations. These stations were chosen due to the length of record; the record for Sydney Observatory Hill begins in October 1913 while that for Richmond RAAF begins in May 1953. While data were available for Sydney Observatory Hill to December 2005, that for Richmond RAAF ended in December 1993. Hence 92 years of record were available at Sydney Observatory Hill and 40 years of record at Richmond RAAF. For both sites, the original records were digitised from pluviographs in 6-minute increments and hence the data were available only in 6-minute time periods.

One of the issues affecting the resultant database of storm events when the information is available only at discrete time intervals is the occurrence of an intense burst within the storm of interest covering two intervals; this problem is illustrated in Fig. 2. The burst of rainfall occurring in the time period prior to and post 12:12 h is disaggregated into two parts, with one part being in the period 12:06 to 12:12 h and the second part in the period 12:12 h to 12:18 h. This problem of restricted time periods is documented in the literature (e.g. see Dwyer & Reed, 1995) when the time period of interest is 1 day. While this issue is important for implementation of the proposed methodology for practical applications, the focus herein was on "proof of concept" and hence no modification to the database was undertaken.
their investigations. Hence, a definition to define the occurrence of a storm and its characteristics was developed.

For the purpose of this study, a storm was defined as a rainfall event having a total depth greater than 5 mm with more than 1 mm occurring within a 30-minute period. Furthermore, a minimum period of 1 hour was assumed between different events; bursts of rainfall occurring either side of a period greater than 1 hour were assumed to be separate storm events.

Inter-event times (the time between different storm events) of two hours have been used in several studies (e.g. see Eagleson, 1978; Heneker et al., 2001). However, when this parameter was used it was found that many storms had significant periods of low rainfall with the suspicion that multiple storm generation mechanisms were present. Furthermore, storms lasting more than 24 hours have a high probability of originating from more than one storm generation process (Pilgrim et al., 1969) with, typically, short duration storms embedded within a longer duration storm. As the focus of the study reported herein was based on single storm events, it was desired that these multiple storms within a storm be discriminated. This discrimination was achieved with the shorter inter-event time of 1 hour and, hence, this value was adopted.

For each of the storms identified in the continuous rainfall records, the highest rainfall intensities were calculated for periods of 6, 12, 18, 24, 30 minutes and 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, and 6 hours. The storms having the 50 highest intensities for each period were then extracted for further analysis. For the studied period, 128 storms were extracted from the Sydney Observatory Hill record and 156 storms were extracted from the Richmond RAAF record.

STORM CATEGORISATION

As part of the analysis of storm patterns, the selected storms were subdivided into those with a frontal origin and those with a convective origin. Storms originating from frontal events tended to have lower intensities but occurred over longer durations, while storms classified as convective had higher intensities but were of shorter durations. In order to achieve this classification, the following storm characteristics were extracted from each storm:

- date of occurrence;
- total rainfall (mm);
- duration (hours);
- average intensity (mm/h) and the most intense rain increment (mm per 6 minute period);
- proportion of total rainfall depth in the most intense period;
- the period in the storm when the temporal semi-variogram obtained the value of 1;
- median rain increment;
- root mean squared error (RMSE) of the storm rainfall; and
- beta parameter, as defined by Lias (2001).

Semi-variograms have been used previously by Umahkantam & Ball (2005) to assess rainfall homogeneity in space and time within the Sydney area. Following that approach, a standardised semi-variogram in the temporal dimension can be defined by:

$$ \gamma^{*}(k) = \frac{1}{2T} \frac{\sigma^{2}}{\sigma^{2}} \sum_{i=1}^{T} [P_i(t) - P_i(t+k)]^2 $$

where $T$ represents the total number of time intervals within a storm, $k$ is the lag time, $\sigma^2$ is the variance of the storm rainfall depth increments, and $P(t)$ is the rainfall increment at time $t$. When the semi-variogram is plotted against different lag times, a rapid rise of the function to the value of 1 will indicate a non-homogeneous storm in time, while a slower rise will indicate a more uniform storm.

Convective storms tend to have higher temporal variation and hence the correlation structure of the storm will be lower, as indicated by the semi-variogram obtaining a value of 1 with fewer lags than would be the case for frontal storms. Figures 3 and 4 show the histograms and semi-variograms for two typical storm events at Richmond. The first storm corresponds to a frontal
event which occurred on 8 November 1966, while the second event represents a convective event which occurred on 10 March 1966. For the first event, the semi-variogram reaches the value of 1 after 13 time lags, or 76 minutes, while for the second event, the semi-variogram function reaches a value of 1 approximately at the first lag time. These results illustrate the longer persistence and greater uniformity for frontal storm events and the greater heterogeneity that occurs during convective events.

Llasat (2001) proposed the use of a Beta parameter to characterize convective storm events. In essence, this parameter relates the rainfall depth in periods during the storm where the depth is greater than a predefined threshold to the total rainfall over the storm duration. It is defined by:

$$\beta = \frac{\sum_{i=1}^{n} I(t_i) \delta(t - t_i)}{\sum_{i=1}^{n} \delta(t_i)}$$

(2)

where $L$ is the threshold depth fixed at 3.5 mm per 6-minute period (the time increment of 6 minutes corresponds to the photograh record), $I$ is the rain increment for the time $t$, and $\delta(t - L)$ is the heaviside function defined as:

$$\delta(t - L) = 1 \text{ if } t \geq L; \text{ and } 0 \text{ if } t < L.$$

Any storm that had a $\beta$ value greater than 0.3 was considered to be of convective origin.

Table 1: Effect of storm duration on storm variability. D = Duration.

<table>
<thead>
<tr>
<th>Location</th>
<th>Duration</th>
<th>$D \leq 1$</th>
<th>$1 &lt; D \leq 2$</th>
<th>$2 &lt; D \leq 3$</th>
<th>$3 &lt; D \leq 6$</th>
<th>$6 &lt; D \leq 24$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sydney Observatory Hill</td>
<td>No. of storms</td>
<td>14</td>
<td>15</td>
<td>21</td>
<td>34</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Prob.</td>
<td>11%</td>
<td>12%</td>
<td>16%</td>
<td>27%</td>
<td>34%</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>3.48</td>
<td>10.65</td>
<td>2.74</td>
<td>7.68</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>3.76</td>
<td>10.74</td>
<td>3.08</td>
<td>7.17</td>
<td>2.36</td>
</tr>
<tr>
<td>Richmond RAAF</td>
<td>No. of storms</td>
<td>42</td>
<td>21</td>
<td>14</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>Prob.</td>
<td>27%</td>
<td>13%</td>
<td>9%</td>
<td>24%</td>
<td>27%</td>
</tr>
<tr>
<td></td>
<td>RMS</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
<td>mm</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>2.26</td>
<td>12.18</td>
<td>1.62</td>
<td>5.11</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>2.36</td>
<td>13.09</td>
<td>1.66</td>
<td>6.52</td>
<td>1.04</td>
</tr>
</tbody>
</table>

variability of the storms is shown by the RMS in Table 1 where it can be seen that, as the duration of the storms increases, the variability within the storms decreases.

Ball (1994) showed that the pattern of rainfall can have a significant influence on the magnitude and location of the peak and on the shape of the hydrograph. Therefore, the storm events were further categorised into front-loaded, middle-loaded and back-loaded categories according to the location of centre of rainfall mass:

- Front-loaded - centre of mass located within first 33% of storm duration;
- Middle-loaded - centre of mass located within middle third of storm duration;
- Back-loaded - centre of mass located within last 33% of storm duration.

Shown in Table 2 are the number of storms in each category and the resultant probabilities of occurrence for each category. The frontal storms have a higher probability of occurring at both locations with the probability at Richmond being slightly higher than Sydney. At both Sydney Observatory Hill and Richmond RAAF sites, there is a preference for the storm centre to occur in the middle third of the duration with approximately 2/3 of the selected storms being middle loaded storms.

Table 2: Number of storms and probabilities of categories.

<table>
<thead>
<tr>
<th>Location</th>
<th>Sydney Observatory Hill</th>
<th>Prob.</th>
<th>Richmond RAAF</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of storms</td>
<td></td>
<td>No. of storms</td>
<td></td>
</tr>
<tr>
<td>Convective</td>
<td>61</td>
<td>47.7%</td>
<td>63</td>
<td>40.4%</td>
</tr>
<tr>
<td>Frontal</td>
<td>67</td>
<td>52.3%</td>
<td>93</td>
<td>59.6%</td>
</tr>
<tr>
<td>Convective front loaded</td>
<td>18</td>
<td>29.5%</td>
<td>25</td>
<td>39.7%</td>
</tr>
<tr>
<td>Convective mid loaded</td>
<td>34</td>
<td>55.7%</td>
<td>30</td>
<td>47.6%</td>
</tr>
<tr>
<td>Convective back loaded</td>
<td>9</td>
<td>14.8%</td>
<td>8</td>
<td>12.7%</td>
</tr>
<tr>
<td>Frontal front loaded</td>
<td>3</td>
<td>4.5%</td>
<td>4</td>
<td>6.3%</td>
</tr>
<tr>
<td>Frontal mid loaded</td>
<td>53</td>
<td>79.1%</td>
<td>79</td>
<td>84.9%</td>
</tr>
<tr>
<td>Frontal back loaded</td>
<td>11</td>
<td>16.4%</td>
<td>10</td>
<td>10.8%</td>
</tr>
</tbody>
</table>
NON-DIMENSIONAL RAINFALL MASS CURVES

As part of the analysis undertaken, all storms were non-dimensionalised in terms of storm duration and storm depth; for this purpose, \( t = t / t_l \) and \( d = d / d_f \) where \( d_f \) is the rainfall depth at time \( t \) and \( t_l \) is the storm duration. These non-dimensional mass curves preserved the following characteristics:

- The mass curves started at \( t = 0, \delta = 0 \) and ended at \( t = 1, \delta = 1 \); and the slope between any two points will be either 0 or some positive value.
- Shown in Fig. 5 are the resultant non-dimensional mass curves for the frontal and convective events at both Sydney Observatory Hill and Richmond RAAF. Also shown are the average patterns for all six subcategories at the two locations. For purposes of generating alternative temporal patterns for storms, these non-dimensional mass curves were divided into 10 equally-spaced temporal intervals.

\[ C_{\text{jump}} = \frac{(d_i - d_f)}{1 - d_f} \]

where \( C_{\text{jump}} \) is the jump from the dimensionless mass curve at a time step \( i \), and \( d_f \) is the value of the rainfall in the dimensionless mass curve. This formula represents the ratio of jump taking into account the remaining depth in the dimensionless mass curve. Periods of no rain are mixed with the values of the jumps at any time step, when they are present in the historical storms. Therefore, for any random storm created, the random dimensionless mass curve will be constructed as follows:

\[ R_{d_i} = C_{\text{jump}} \times (1 - R_{d_i}) + R_{d_i} \]

where \( R_{d_i} \) is the random dimensionless mass curve increment at time \( i \).

RESULTS

Using the techniques described above, a number of storms in each of the six categories were generated for the Sydney and Richmond locations. At each location, 210 frontal and 210 convective storms were generated. Within these categories, the probabilities of front-loaded, middle-loaded and back-loaded events were used to ensure the generated storms had similar characteristics to the historical storms.

Shown in Fig. 6 are the generated non-dimensional storm patterns for Sydney Observatory Hill with bounds developed from the maximum and minimum values of the historical storm patterns. Reproduction of the historical patterns is evident on inspection of this figure. In general, all of the generated storms fall within the boundaries of the historical storms; the exception is the front-loaded frontal storm category. This exception is considered to be the result of only a small number of historical storms for generating the random storm patterns under this category.

In order to evaluate the generated non-dimensional storm patterns, the non-dimensional storm patterns were converted into storm events using increments of the storm duration, namely 0.1, 0.2 and 0.3 of the storm duration.

While the storms had similar characteristics to the historical storm events, it was found that the internal rainfall intensities were greater than the ARI determined using the total storm duration. For example, the convective storms generated for durations of 1 and 3 hours for both ARIs contained internal bursts where the rainfall intensities were higher than the rainfall intensity for an ARI of 50 years obtained from the IDF diagram; this result occurred at both sites. This result, however, is consistent with many historical storm events as shown when the internal burst intensities are plotted on an IDF diagram; an example of this shown in Fig. 7 where the internal burst intensities for a number of storms at Sydney Observatory Hill are plotted on an IDF diagram.
CONCLUSIONS

Average patterns do not properly represent storm pattern variability within the region. An additional alternative was presented by the use of a conditional random walk as a method to generate storms, based on the self-similarity concept that preserves the characteristics of historical storms. Some issues regarding IDF characteristics of the conditional walk patterns arose in this study. Internal burst frequencies within ARR temporal patterns do not exceed the frequency of occurrence of the total storm. However, in the design of constrained random walk patterns, for both locations, it is possible to observe bursts with a rarer AR1 than the design AR1 of the storm (higher chance to occur in Sydney). Nonetheless, these situations often occur in real storms.

A change in the conditions of the storm selection filter may allow retrieval of a larger number of storms to be analysed. One of the most important factors that affected the selection of storms was the presence of consecutive rain intervals with the same value. As stated before, this is unlikely to exist in real life. Another possibility to improve the number of storms is going back to the raw data on those days when large storms occurred and consecutive values were found, and to extract the values again. By using a regional approach, the number of storms extracted should increase. This may lead to a higher variability in the random patterns produced in order to obtain a better representation of the temporal patterns in each zone, thus using an AR1 threshold as a filter for selecting storms.

Another approach for conditional random walk might involve allocation of non-dimensional storms to different "bins" according to duration to resolve time scale problems. This will improve the selection of storm patterns. Intense bursts that occurred in short duration storms will not be dimensionalised into longer duration convective storms. In this case, a relatively long and good quality series record is needed.
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