Abstract—This paper proposes an improved version of the Self-constructing Neural Fuzzy Inference Network (SONFIN) [1], called Soft-Boosted SONFIN (SB-SONFIN). The design softly boosts the learning process of the SONFIN in order to decrease the error rate and enhance the learning speed. The SB-SONFIN boosts the learning power of the SONFIN by taking into account the numbers of fuzzy rules and initial weights which are two important parameters of the SONFIN, SB-SONFIN advances the learning process by, (1) initializing the weights with the width of the fuzzy sets rather than just with random values; (2) improving the parameter learning rates with the number of learned fuzzy rules. The effectiveness of the proposed soft boosting scheme is validated on several real world and benchmark datasets. The experimental results show that the SB-SONFIN possesses the capability to outperform other known methods on various datasets.


I. INTRODUCTION

The online self-constructing neural fuzzy inference network (SONFIN) [1] features a high learning speed and small network size, and it has been applied to various problems producing promising results [2-11]. The SONFIN has a 6-layer network structure which cognizes a fuzzy model with structure and parameter learning process. The details of each layer’s function and learning procedure are described in [1]. The width of each fuzzy set, the number of fuzzy rules generated on-line, and the initial weights of the nodes are the most sensitive parameters in the SONFIN and play important role in the network structure. Taking into consideration these characteristics of the SONFIN, this paper proposes its enhanced variant, called SB-SONFIN, which boosts its online learning process and provide a compact and efficient model. The SB-SONFIN possesses the ability of neural networks through the Takagi–Sugeno–Kang (TSK)-type fuzzy rule-based model. Fuzzy neural network based adaptive control systems [22-30] generates numbers of rules online and adapt them by the system procedure based on given input parameters and datasets. The generated numbers of rules and given parameters play an important role in the performance of system modeling and compactly work together via synchronous structure and parameter learning. The network structure of SB-SONFIN is based on the structure of SONFIN as shown in Fig. 1.

The explanatory sections of this paper are organized as follows: Section II presents the proposed method called SB-SONFIN; Section III outlines the experimental results; and finally, Section IV provides the conclusions and future work.

II. SB-SONFIN

The SB-SONFIN boosts the learning process of the SONFIN by incorporating novel weight initialization procedure adapted along with the number of fuzzy rules generated...
generated during the structure learning. The SB-SONFIN focuses primarily on adjustment of the number of its rules and parameters, which not only boosts the learning process but also gives an effective and stable system. The SB-SONFIN produces an effective network structure and speeds up the learning process compared to existing methods as shown in the experimental results. Fig. 2 shows the structure learning flow diagram of the SB-SONFIN, where the red rectangles indicate the updated parts of the original learning algorithm employed in the SONFIN. The SB-SONFIN enhances the learning power of the SONFIN in two ways: (1) it initializes the weights with width of the fuzzy sets rather than just with random values; and (2) it softly boosts the parameter learning rates with the number of learned fuzzy rules. These two ways can be formally described as follows:

In layer 2 each node defines a Gaussian membership function as follows:

\[ \mu_j(x_j) = \exp \left\{ -\frac{1}{2} \left( \frac{x_j - m_j}{\sigma_j} \right)^2 \right\} \]  

(1)

where \( m_j \) and \( \sigma_j \) denote the center and width of the \( j \)-th fuzzy set \( A_j \) in the \( j \)-th input variable \( x_j \) (\( j=1,2,\ldots,d \)), respectively.

For each incoming data pattern \( \tilde{x} \), the firing strength \( F^i(\tilde{x}) \), computed as in Eq. (2), is used as the criterion to decide whether a new fuzzy rule should be generated or not. Initially, there are no rules and new rule is generated for the first incoming data \( \tilde{x}(1) \) with the center and widths of the fuzzy set determined using Eq. (3).

\[ F^i = \prod_{j=1}^{d} \mu_j^i, i = 1,\ldots,r \]  

(2)

\( m_j^i = x_j(1), \sigma_j^i = \sigma_m \) and \( w_j^i = \sigma_j^i; j = 1,2,\ldots,d \) where \( \sigma_m \) is a pre-specified value that determines the width of each fuzzy set and \( w_j^i \) is the initial weight initialized with the width of the fuzzy set. For subsequent incoming pattern \( \tilde{x}(t) \), the set

\[ I = \arg \max_{1 \leq r \leq F^i(\tilde{x}(t))} F^i(\tilde{x}(t)) \]  

(4)

where \( r(t) \) is the number of rules existing at time \( t \). If \( F^i(\tilde{x}(t)) \leq F_m \), then a new fuzzy rule is generated and \( r(t+1)=r(t)+1 \). After generating new fuzzy rule, the next step is to generate a new fuzzy set on each input variable. A new fuzzy set is generated in the \( j \)-th input variable, and \( h_j(t+1) \) is set equal to \( h_j(t)+1 \). The center and width of the fuzzy sets are set as shown in eq. (5), whereas, the weights are updated with the width of fuzzy sets as shown in Eq. (6).

\[ m_j^{h_j(t+1)} = x_j(t), \sigma_j^{h_j(t+1)} = \beta | x_j(t) - m_j^i | \]  

(5)

\[ w_j^{h_j(t+1)} = \sigma_j^{h_j(t+1)}; j = 1,2,\ldots,d; h_j(t+1) = h_j(t) + 1 \]  

(6)

where \( \beta \) is overlap coefficient and \( h_j(t) \) is number of fuzzy sets in the \( j \)-th input variable, \( x_j \).

Once the structure learning phase based on current training patterns is adjusted, the next parameter learning phase adjusts the parameters of network optimally according to the same training patterns. All the free parameters of SB-SONFIN are tuned, no matter whether the rules are newly generated or already existing. The main goal of proposed approach is to minimize the error function that can be described as follows:

\[ E = \frac{1}{2} \| y(t) - y^d(t) \|^2 \]  

(7)

Fig. 2. Learning flow diagram of SB-SONFIN
where \( y(t) \) is the actual output and \( y'(t) \) is the desired output. For each training pattern starting at input node, a forward pass is used to compute the activity levels of all the nodes in the network in order to obtain the current output \( y(t) \). When starting at output node, a backward pass is used to compute \( \frac{\partial E}{\partial \omega} \) for all the hidden nodes, where \( \omega \) represents an adjustable parameter in the node.

In general, the learning rate is constant with increasing number of fuzzy rules for each new coming pattern. Taking into consideration the dynamic nature of the system, the learning rate should also change with fuzzy rules in order to allow the system to learn faster and take bigger steps to provide accurate results in specific time period. This is the reason why the SB-SONFIN chooses to multiply the fuzzy rule \( r \) with the learning rate \( \eta \) in order to soft-boost the learning process as described in Eq. (10). In order to provide the initial boosting power to the learning process, the adopted general update rule used can be described as follows:

\[
\Delta \omega \propto -\frac{\partial E}{\partial \omega}
\]

\[
\eta(t+1) = \eta(t) + \eta \left( -\frac{\partial E}{\partial \omega} \right)
\]

where \( E \) is the error function, \( \eta \) is the learning rate defined by user, and \( r \) is the number of fuzzy rules generated during the structure learning phase. In order to obtain more details, an interested reader is referred to the parameter learning section of the SONFIN [1].

The effect of soft boosting can be seen during the learning process of the system. Fig. 3-4 show the learning rate of the SB-SONFIN compared with the learning rate of the SONFIN. The soft boosting power present during the learning phase is shown in Fig. 3-4 visualized using Mackey glass time series prediction problem and nonlinear dynamic system identification problem. The experimental results indicate that SB-SONFIN outperforms SONFIN on given problems generating less or equal number of fuzzy rules.

### III. EXPERIMENTAL RESULTS

The performance of SB-SONFIN is demonstrated on Mackey glass time series prediction problem, nonlinear dynamic system identification problems and ten other benchmark datasets from the UCI repository [21]. The experiments, whose results are analysed in this section, were performed in MATLAB 7.9 environment and Intel i5 3.1 GHZ CPU with 4GB RAM running on Windows XP 7(32-bit). The results of the SB-SONFIN are compared with those of other on-line and dynamic models, such as SONFIN [1], GEFB-OFSNN [12], RBF-AFS [13], OLS [14], DFNN [15], FAOS-PFNN [16], Mean-Shift method [17], KNN method [17], Space partitioning method [17], Khayat’s model [18], SOFNNGA [19] and SOFNN [20]. The performance evaluation of the SB-SONFIN is done in terms of number of rules and root mean square error (RMSE) during the training and testing phase, whereas, Smaller RMSE and less numbers of rules indicate better performance. The parameter settings adopted in all the reported experiments are mentioned in Table I.
A. Mackey Glass Time Series Prediction (MGTP)

In order to verify the SB-SONFIN capabilities, we chose to employ one of the classical benchmarks, namely, chaotic Mackey glass time series prediction problems [1, 12-16] having the discrete model of time series as follow:

\[ x(t + 1) = (1 - a) x(t) + \frac{b x(t - \tau)}{1 + x(t - \tau)^m} \]

(11)

where \( a = 0.1, b = 0.2, \tau = 17 \) and \( x(0) = 1.2 \). The problem is to predict the value \( x(t+p) \) from the prediction model when \( p = 6 \).

\[ x(t + p) = f \{ x(t), x(t - 6), x(t - 12), x(t - 18) \} \]

(12)

We took a set of 1000 data for each training and testing purpose. Table II shows the performance comparison of the SB-SONFIN with SONFIN [1], GEBF-OSFNN [12], RBF-AFS [13], OLS [14], DFNN [15] and FAOS-PFNN [16].

B. Nonlinear Dynamic System Identification Problem (NDSIP)

NDSIP is another benchmark nonlinear dynamic system identification problem [17-20] that can be described as follows:

\[ y(t + 1) = \frac{y(t) y(t - 1)}{1 + y^2(t) + y^2(t - 1)} + \mu(t) \]

(13)

If a series-parallel identification model is used to identify the NDSIP, the model can be described as follows:

\[ \hat{y}(t + 1) = f \{ y(t), y(t - 1), \mu(t) \} \]

(14)

where \( \mu(t) = \sin(2\pi t/25) \) is input, \( y(t+1) \) is output and the network contains three inputs and one output. The initial input values \( y(0) = 0 \) and \( y(1) = 0 \) is used.

In our experiments, we generated a set of 200 data for each training and testing dataset. Table III shows the performance comparison of the SB-SONFIN with the SONFIN [1], Mean-Shift method [17], KNN method [17], Space partitioning method [17], Khayat’s model [18], SOFNGA [19], and SOFNN [20]. SOFNGA KNN method, SONFIN and Khayat’s model have the same number of rules but their training and testing RMSE is higher than the RMSE of SB-SONFIN. The SONFIN, Mean-shift method and SOFNN has the same number of rules as the proposed system but in terms of training and testing RMSE, the performance of the SB-SONFIN is superior.

C. Benchmark Data from UCI

The SB-SONFIN was also tested on 10 different benchmark datasets collected from the UCI repository [21] and normalized to fit the [0 1] range. For all benchmark datasets, 80% of the data are taken for training and 20% of the data are chosen for testing purpose. Table IV shows the performance of SB-SONFIN in comparison with the performance of SONFIN. The SB-SONFIN achieves better performance than the SONFIN while generating similar or smaller number of rules on all given 10 dataset.


IV. CONCLUSIONS

The main goal of the proposed approach is to construct a model that enhances the learning process of the SONFIN system. Elevating the idea, the SB-SONFIN improved the SONFIN performance through processing a new way to initialize the weight vector and redefining the learning parameters. Since the initial weights and generated number of rules play an important role in all on-line modeling, the SB-SONFIN uses the width of the fuzzy sets to initialize the weights during the on-line structure learning process for each newly generated rule. The performance of the SB-SONFIN is compared with existing methods in terms of the RMSE of the testing phase and the number of generated fuzzy rules. Taking into account the obtained experimental results; it can be easily observed that the SB-SONFIN outperforms the other models along with the SONFIN on all the adopted datasets.
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### TABLE IV

<table>
<thead>
<tr>
<th>Method</th>
<th>Training RMSE</th>
<th>Testing RMSE</th>
<th>No. of Rules</th>
<th>Training RMSE</th>
<th>Testing RMSE</th>
<th>No. of Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yatch</td>
<td>0.0103</td>
<td>0.0158</td>
<td>5</td>
<td>0.0079</td>
<td>0.0138</td>
<td>5</td>
</tr>
<tr>
<td>Slump test</td>
<td>0.0667</td>
<td>0.0824</td>
<td>3</td>
<td>0.0463</td>
<td>0.0480</td>
<td>3</td>
</tr>
<tr>
<td>Concrete comp.</td>
<td>0.0857</td>
<td>0.0856</td>
<td>4</td>
<td>0.0617</td>
<td>0.0584</td>
<td>4</td>
</tr>
<tr>
<td>Servo</td>
<td>0.0676</td>
<td>0.0535</td>
<td>4</td>
<td>0.0334</td>
<td>0.0446</td>
<td>4</td>
</tr>
<tr>
<td>Airfoil</td>
<td>0.0799</td>
<td>0.1111</td>
<td>7</td>
<td>0.0643</td>
<td>0.0883</td>
<td>7</td>
</tr>
<tr>
<td>Housing</td>
<td>0.0506</td>
<td>0.0990</td>
<td>5</td>
<td>0.0460</td>
<td>0.0883</td>
<td>5</td>
</tr>
<tr>
<td>Bike sharing day</td>
<td>0.0065</td>
<td>0.0091</td>
<td>5</td>
<td>0.0009</td>
<td>0.0005</td>
<td>3</td>
</tr>
<tr>
<td>Energy efficiency</td>
<td>0.0269</td>
<td>0.0312</td>
<td>12</td>
<td>0.0263</td>
<td>0.0300</td>
<td>7</td>
</tr>
<tr>
<td>Skill Craft</td>
<td>0.0400</td>
<td>0.1068</td>
<td>10</td>
<td>0.0174</td>
<td>0.0879</td>
<td>9</td>
</tr>
<tr>
<td>Parkinson</td>
<td>0.0373</td>
<td>0.0890</td>
<td>11</td>
<td>0.0375</td>
<td>0.0649</td>
<td>6</td>
</tr>
</tbody>
</table>
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