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ABSTRACT
The ultimate goal of sonification is to transfer information effec- tively to listeners.
While there is a large amount of multidisci- plinary investigation in the field of
psychoacoustic, psychology, cognition and human computer interaction, sonification
design still lacks empirical evidence on which to base design decisions 11],This paper
presents an empirical investigation of spatialization, which can provide one or more
dimensions for auditory display, It focuses, in particular, on evaluating spatial
presentation in soni- fication so as to enhance pattern identification when two audio
streams are played simultaneously, Hence it aims to develop de- sign decisions that
benefit from effective information representa- tion. The sounds were created for
binaural reproduction using non- individual head-related transfer functions. The
results reported are based on the listeners' performance within two display modes: (i)
two co-located streams and (ii) two streams spatially separated at static locations. It
concludes with ideas for future improvements and developments for this type of
sonification.
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1. INTRODUCTION
Sonification delivers information through non-speech sound 121. Due to its intuitive
connection with symbolic meanings, sound has been used extensively as a means for
Human Computer Interaction (HCl), where it can provide rapid comprehension of the
processing status of, alarms or warnings related to a system. With the rapid growth of
digitalization in our society, auditory display meets the needs of extending
computational methods for processing data, where sound is able to relieve visual
overload and provides us with important feedback on our actions. Taking account of
ubiq- uitous and profitable listening to sound, the industry potential of sonification
includes reinforcing visualization in bi-modal display situations and providing a non­
visual alternative for embedding information efficiently. For this reason, binaural
display and non- individual HRTFs are used (for isolation and affordability) that
mimics the workplace environment where we envisage this sonifi- cation occuring.
We recognize that the accuracy of head-tracking, individualized HRTFs or
loudspeaker reproduction is greater but
these laboratory conditions do not simulate workplaces, such as stock trading data
analysis context.
In information sonification, various types of information need to be displayed clearly
and unambiguously. Complexity arises with multiple audio streams since they reach
both of our ears as a mixture. The streams need to be distinguishable from each other
for people to have an adequate understanding of the sonification. In a multi-stream
sonification, it is crucial to produce an effective mapping scheme to facilitate the
listener's ability to follow individ- ual strands of the message and to understand its
overall meaning. The cognitive process of separating individual meanings from the
mixture is known as auditory stream segregation. It is related to people's ability to




































