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Abstract—Personalization of Web search is to carry out 
retrieval for each user incorporating his/her interests. We 
propose a novel technique to construct personalized 
information retrieval model from the users’ clickthrough 
data and Web page ratings. This model builds on the user-
based collaborative filtering technology and the top-N 
resource recommending algorithm, which consists of three 
parts: user profile, user-based collaborative filtering, and 
the personalized search model. Firstly, we conduct user’s 
preference score to construct the user profile from clicked 
sequence score and Web page rating. Then it attains similar 
users with a given user by user-based collaborative filtering 
algorithm and calculates the recommendable Web page 
scoring value. Finally, personalized informaion retrieval be 
modeled by three case applies (rating information for the 
user himself; at least rating information by similar users; 
not make use of any rating information). Experimental 
results indicate that our technique significantly improves 
the search performance.  
 
Index Terms—Personalization, Web page rating, 
information retrieval, clickthrough data 
 

I. INTRODUCTION 
As the amount of information on the Web rapidly 

increases, it creates many new challenges for Web search. 
Millions of searches are conducted every day on search 
engines such as Yahoo!, Google and Bing, etc. Despite 
the popularity, search engines have their deficiencies: 
given a query, they usually return a huge list of results, 
the pages ranked at top may not meet users’ needs and the 
same result regardless of who submitted the query [1]. 
One reason for this problem is the keyword-based query 
interface, which is difficult for users to describe exactly 
what they need. Besides, typical search engines often do 
not exploit user information. Even two users submit the 
same query, their information need may be different [21-
22]. 

Personalized Web search is to carry out retrieval for 

each user incorporating his/her own information need. To 
solve this problem, researchers have developed systems 
that adapt their behavior to the goals, tasks, interests, and 
other characteristics of their users. Based on models that 
capture important characteristics of users, these 
personalized systems maintain their users’ preferences 
and take them into account to customize the content 
generated or its presentation to the different individuals 
[2]. Some Web search systems use relevance feedback to 
refine user needs or ask users to register their 
demographic information beforehand in order to provide 
better service[23]. Since these systems require users to 
engage in additional activities beyond search to 
specify/modify their preferences manually, approaches 
that are able to implicitly capture users’ information 
needs should be developed. 

This paper focuses on utilizing clickthrough data and 
Web page ratings to improve Web search. Clickthrough 
data can be extracted from a large amount of search logs 
accumulated by web search engines. These logs typically 
contain user-submitted search queries, the URL of Web 
pages which are clicked by users in the corresponding 
search result page[24]. The data objects contained in the 
clickthrough data are of different types: user, query and 
Web page. By performing analysis on the clickthrough 
data, we attempt to discover the latent factors among 
these multi-type objects[1]. However, most of these 
references extract only clickthrough data for analysis, and 
ignore the specific characteristics of Web pages. Page 
rating is one important characteristic，which can be 
calculated from explicit relevance rates of users who 
browsed the Web page. By analyzing associations among 
clickthrough data multi-type objects and computing Web 
page rating, we construct a personalized search model, 
and then re-rank search results by the model.  

In this paper, by analyzing the clickthrough data and 
calculating Web page rating, we propose a novel, 
effective and efficient personalized Web search model. In 
this model, we give solutions to the following two 
problems: (1) How to create user profiles, and (2) How to 
return the different results when the same query is 
submitted by different users? 
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The remainder of this paper is organized as follows. 
Section 2 provides related work. Section 3 gives a brief 
introduction to personalized Web search model. Section 4 
presents the experimental results and Section 5 offers 
some concluding remarks and directions for future 
research. 

II. RELATED WORK 

A. Personalized Web Search 
Different users may prefer different results for the 

same query. Personalized search [25-29] aims to provide 
the most relevant search results to individual users based 
on their interests. Personalized search comprises two 
major components: (1) User profiles, and (2) The actual 
search algorithm [19]. 

Approaches focused on the User Profile. Sugiyama et 
al. [31] analyzed surfing behavior and generated user 
profiles as features (terms) of the visited pages. Upon 
issuing a new query, the search results were ranked based 
on the similarity between each URL and the user profile. 
Machine Learning [32] was used on the past click history 
of the user in order to determine topic preference vectors 
and then apply Topic-Sensitive PageRank [33]. User 
profiling based on browsing history has the advantage of 
being rather easy to obtain and process. This is probably 
why it is also employed by several industrial search 
engines. 

Approaches focused on the Personalization Algorithm. 
Effectively building the personalization aspect directly 
into PageRank [34] has received much attention recently. 
Haveliwala [33] computed a topic-oriented PageRank, in 
which 16 PageRank vectors biased on each of the main 
topics of the Open Directory were initially calculated off-
line, and then combined at run-time based on the 
similarity between the user query and each of the 16 
topics. More recently, Nie et al. modified the idea by 
distributing the PageRank of a page across the topics it 
contains in order to generate topic oriented rankings. Jeh 
and Widom proposed an algorithm that avoids the 
massive resources needed for storing one Personalized 
PageRank Vector (PPV) per user by precomputing PPVs 
only for a small set of pages and then applying linear 
combination. As the computation of PPVs for larger sets 
of pages was still quite expensive, several solutions have 
been investigated, the most important ones being those of 
Fogaras and Racz, and Sarlos et al., the latter using 
rounding and count-min sketching in order to fastly 
obtain accurate enough approximations of the 
personalized scores. 

Only by opening to the outside world, can it bring in 
adequate flow of negative entropy, make the dissipation 
occur between telecom industry and the environment, and 
ultimately evolve to the dissipative structure. The open 
feature of telecom industry system is the prerequisite and 
essential condition of self-organized industrial system. As 
a nation’s economical and foundational industrial, 
telecom industry is in a complex environment and is 
interdependent with the external environment. On the one 
hand, the environment provides a variety of factors 
required by the system to survive and develop, such as 

materials, technology, information, capital elements. On 
the other hand, telecom companies export to the 
environment products and services and dynamically 
improve the environment through efforts, to create a more 
favorable environment for the development.  

B. Collaborative Filtering 
We may distinguish two broad categories of 

collaborative recom-mendation systems, namely content-
based and collaborative filtering. A content-based system 
selects items based on the correlation between the content 
of the items (e.g. keywords describing the items, such as 
album genre, artists, etc., for music tracks) and the users' 
preferences [35]. However, it is limited to dictionary-
bound relations between the keywords used by users and 
the descriptions of items and therefore does not explore 
implicit associations between users. 

Collaborative filtering systems are divided into two 
categories, i.e. memory-based and model-based. In the 
memory-based systems we calculate the similarity 
between all users, based on their ratings of items using 
some heuristic measure such as the cosine similarity or 
the Pearson correlation score. Then we predict a missing 
rate by aggregating the ratings of the k nearest neighbours 
of the user we want to recommend to. The problem with 
memory-based systems is that we have to decide on a 
rather arbitrary basis over parameters such as the number 
of neighbours. What is more, in the case of social 
networks there is no straightforward way to introduce 
similarities between users based on friendships and social 
tagging, other than some way of ad hoc interpolation of 
similarity weights from those different sources.  

The model-based filtering systems assume that the 
users build up clusters based on their similar behaviour in 
rating of items. A model is learned based on patterns 
recognised in the rating behaviours of users using 
clustering, Bayesian networks and other machine learning 
techniques. The problem with model-based methods is 
that it is necessary to fine-tune several parameters of the 
model as well as the fact that the models produced might 
not generalise well in radically different context. What is 
more, as in the case of memory-based systems extra 
effort and training needs to be done in order to introduce 
knowledge from social networks [18]. 

C. Clickthrough Data  
User click-through data can be extracted from a large 

amount of search logs accumulated by web search 
engines. These logs typically contain user-submitted 
search queries, followed by the URL of Web pages which 
are clicked by users in the corresponding search result 
page. Although these clicks don’t reflect the exact 
relevancy, they provide valuable indications to the users’ 
intention by associating a set of query terms with a set of 
web pages. If a user clicks on a web page, it is likely that 
the web page is relevant to the query, or at least related to 
some extent. Many valuable applications have been 
proposed along this direction, such as query suggestion 
[3][4][5], query expansion [6], query clustering [7-8][14-
15], web page summarization [12], web search results 
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optimizing[9-10][11][13] and conducting other interest-
ing work [16-17]. 

III. PROPOSED APPROACH 

A. User Profile 
1) Sequence Score 
Definition: A retrieval transaction is user’s browsed 

sequence for search results, and is noted as tran. 
A tran can record the accessed information of the 

search results after the user put the query strings in search 
engine. For example, if a user query “user model”, the 
search result is a list in some order (eg: “page1, page2, 
page3, page4”), And the user’s accessed sequence for the 
results is “page3,  page2, page4”, our model will capture 
a tuple “<SessionId, “user model”, (page3, page2, 
page4)>” by analyzing the user’s clickthrough data. The 
score of each item of the user’s accessed sequence give 
the following evaluation equation, 

∑
=

⋅=
N

i
ipage pageScore

N
sequenceScore

1
)(1)(

        (1) 

m
jmpageScore i

1)( +−
=

                                  (2) 
Where Score(page)i is the web page score in the 

“SessionId” i, N is the number of the different sessions in 
which a user browsed the same web page. m is length of 
user’s accessed sequence in the session, and j is page’s 
position in the user’s accessed sequence. 

2) Web Page Rating 
The score of Web page rating, 

1

1( ) ( )
n

page i
i

Score rate rate f n
n =

= ⋅ ⋅∑       (3) 

Where n is the number of users who give relevance 
evaluation to the Web page, and ratei is score value of 
relevance rate given by user i. f(n) is an increasing 
function of parameter n; the greater is the value of n, the 
more popular is the Web page. 

3) Preference Score 
User k preferences score for Web page p, 

( ) pagepage sequenceScorerateScorepkpref )(1)(),( δδ −+⋅=
   (4) 

Where Score(rate)page is the score of Web page rating 
and  Score(sequence)page  is the score of user’s browsed 
sequence. And δ is is an impact factor, whose range is in 
[0, 1]. The user profile can be created as following Table 
I. 

TABLE I 

USER PROFILE 
UserId PageId Rating Time 
58743 29086 0.7321 22:50:21 24-11-2010 

89301 8329 0.6859 22:50:33 24-11-2010 

6741 73429 1.2942 22:50:45 24-11-2010 

… … … … 

 

B. User-based Collaborative Filtering 
User-based collaborative filtering predicts a test user’s 

interest in a test item based on rating information from 
similar user profiles [1][5][14]. Each user profile (row 
vector) is sorted by its dis-similarity towards the test 
user’s profile. Ratings by more similar users contribute 
more to predicting the test item rating. The set of similar 
users can be identified by employing a threshold or 
selecting top-N. In the top-N case, a set of top-N similar 
users Su(uk) towards user k can be generated according to, 

,( ) { |  ( , ) , }u k a u k a a mS u u rank S u u N x= ≤ ≠ Φ       (5) 
Where |Su(uk)|=N. su(uk, ua) is the similarity between 

users k and a. Cosine similarity and Pearson’s correlation 
are popular similarity measures in collaborative filtering, 
see e.g. [1][5]. The similarity could also be learnt from 
training data [9]. This paper adopts the Pearson’s 
correlation similarity measure, comparing two user 
profiles by the Pearson’s correlation of the similarity 
between the corresponding row vectors [21]. 

Consequently, the predicted rating pref rec(k,p) of test 
item p by test user k is computed as following, 

∑
=

+•=
N

j
jkurec uuspjprefpkpref

1
)0.1),((),(),(       (6) 

Where pref rec(k,p) is the recommendable Web page 
scoring value, N is the number of the top-N most similar 
users, and pref(j,p) is preference value of user j for 
resource p. And su(uk, ua) represents the similarity 
between user u and user j. 

C. Personalized Search Model 
According to selecting top-scoring documents from (6) 

and documents of interest to users including users 
accessed to and system predicted, we proposed a 
personalized Web search retrieval model which different 
users entering the same query keywords, the search 
results list is different. The model is described as 
following, 

=),( pqScore

),,(),()1( pkprefpqSim ⋅+− αα

),,(),()1( pkprefpqSim rec⋅+− ββ

),,( pqSim

preflist ∈p

reclist p∈

 rec pref list   and list p ∉∉ p
   

(7) 
Where Score(q,p) is the score of Web page p for query 

q , Sim(q,p) is the is the similarity between Web page p 
and query q; pref(k,p) is the directly preference of given 
user k for Web page p, prefrec(k,p) is the predicted rating 
of given user k for Web page p; αandβare impact 
factors of the pref(k,p)  and prefrec(k,p); listpref is the 
collection  of user k explicitly interested documents  and 
listrec are the collection  of user k implicitly predicted 
documents , and listpref∩listrec=Ф. 

If there is rating information for the user himself for 
the particular page, then the first case applies. 

If there is at least rating information by similar users 
for the particular page, then the second case applies. 

Otherwise, the third case applies, which does not make 
use of any rating information. 
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IV. EXPERIMENTAL SETUP 

A. Data Sets 
Clickthrough data can be recorded with little over head 

and without compromising the functionality and 
usefulness of the search engine. In particular, compared 
to explicit user feedback, it does not add any overhead for 
the user. The query q and the returned ranking r can 
easily be recorded whenever the resulting ranking is 
displayed to the user. For recording the clicks, a simple 
proxy system can keep a logfile [10]. In this paper, we 
collect clickthrough data by using a proxy server of Web 
server side. The data include user login information, 
query string, the Web page id, Session Id, clicked 
sequence of search results, and the visiting time. The 
Table II describes the data information. 

The Web page rating can be explicitly recorded after 
user browsed the page, and meanwhile provided 
relevance score to it.The range of relevance score is from 
0 to 1, and includes 0 and 1. If a user thought a page 
browsed was not relevant, he/she could give relevance 
score of the page to 0. On the contrary, he/she could give 
relevance score of the page to a number greater than 0. 

Our experiments are performed on the China 
Education Television (CETV) Learning Mall Resource 
Set, which contains 312,477 pieces of resource, and 
uploaded, by 5,664 resource producers. We have 165,379 
users for our system, and get 130,452 rating records. 

In our experiments system, we trace user’s searching 
and browsing activity, and to update user’s interest, then 
we provide personalized Web search to users according 
to their preferences. 

B. Evaluation Metrics 
We evaluate the ranking algorithms over a range of 

accepted information retrieval metrics, namely Precision 
at K (P(K)) and Mean Average Precision (MAP). Each 
metric focuses on a defferent aspect of system 
performance, as we describe below [9]. 

Precision at K: As the most intuitive metric, P(K) 
reports the fraction of documents ranked in the top K 
results that are labeled as relevant. In our setting, we 
require a relevant document to be labeled “Good” or 
higher. The position of relevant documents within the top 
K is irrelevant, and hence this metric measure overall user 
satisfaction with the top K results. 

MAP: Average precision for each query is defined as 
the mean of the precision at K values computed after each 
relevant document was retrieved. The final MAP value is 

defined as the mean of average precisions of all queries in 
the test set. This metric is the most commonly used 
single-value summary of a run over a set of queries. 

C. Ranking Methods Compared 
BM25F: As a strong web search baseline we used the 

BM25F scoring, which was used in one of the best 
performing systems in the TREC 2004 Web track [12, 
13]. BM25F and its variants have been extensively 
described and evaluated in IR literature, and hence serve 
as a strong, reproducible baseline. The BM25F variant we 
used for our experiments computes separate match scores 
for each “field” for a result document (e.g., body text, 
title, and anchor text), and incorporates query-
independent link based information (e.g., PageRank, 
ClickDistance, and URL depth). The scoring function and 
field-specific tuning is described in detail in [12]. Note 
that BM25F does not directly consider explicit or implicit 
feedback for tuning. 

BM25FP: The ranking produced by incorporating 
clickthrough statistics and Web page rating to reorder 
web search results ranked by BM25F above.  

Lucene: Apache Lucene [30] is a high-performance 
and full-featured text search engine library written 
entirely in Java. It is a technology suitable for nearly any 
application that requires full-text search. Lucene is 
scalable and offers high-performance indexing, and has 
become one of the most used search engine libraries in 
both academia and industry. Lucene ranking function, the 
core of any search engine applied to determine how 
relevant a document is to a given query, is built on a 
combination of the Vector Space Model (VSM) and the 
Boolean model of Information Retrieval. The main idea 
behind Lucene approach is the more times a query term 
appears in a document relative to the number of times the 
term appears in the whole collection, the more relevant 
that document will be to the query. Lucene uses also the 
Boolean model to first narrow down the documents that 
need to be scored based on the use of Boolean logic in the 
query specification. 
LuceneP: The ranking produced by reordering the 
Lucene results using clickthrough statistics and Web page 
rating. 

D. Users Evaluation 
We use user’s browsing sequence and page turning 

activity to test the accuracy of the search results list in our 
model, which is also called users evaluation. 

 The higher is the similarity of the search results 
sequence and user’s browsing sequence; the higher is the 

TABLE II 
INFORMATION FORMAT OF CLICKTHROUGH DATA 

ID Query PageId Rank UserId SessionId Time 
1 User model 47806 3 58743 8232328228986249 9:21:43 24-11-2010 

2 User model 38570 4 58743 8232328228986249 9:22:15 24-11-2010 

3 User model 29086 6 58743 8232328228986249 9:22:15 24-11-2010 
4 Web search 8329 2 89301 1923744500763862 9:24:27 24-11-2010 
5 Personalized search 73429 1 6741 2785098742726650 9:30:36 24-11-2010 
… … … … … … … 
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retrieval precision. 
The sequence of the search results list is vector1= <(1, 

m
m 11+− ),(2, 

m
m 12 +− ),…, (i, 

m
im 1+− ),…, (m, 

m
mm 1+− )>, where m represents the resource number in 

the recommended results list, i represents the i-st resource 
in the list. 

User’s browsing sequence is vector2= <(1, 0),(2, 

n
n 11+− ),(3, 

n
n 12+− ),…, (i, 

n
jn 1+− ), … ,  (m, 

n
kn 1+− )>,    where  n  represents the user-browsed 

resource number, j represents the j-st resource in the 
browsing list, k represents the k-st resource in the 
browsing list. 

For example, the search results list is item1,item2,…, 
itemi,…, item9, item10, and m is 10 here. 

And the user-browsed resource list is item2, item4, 
item6, item8, item7, and n is 5. Then we get vector1= 
<(1,1), (2,0.9), (3,0.8), (4,0.7), (5,0.6), (6,0.5), (7,0.4), 
(8,0.3), (9,0.2), (10,0.1)>; vector2= <(1,0), (2,1), (3,0), 
(4,0.8),(5,0), (6,0.6), (7,0.2),(8,0.4),(9,0),(10,0)>. We 
now use the laws of cosines to calculate the similarity 
between the two vectors. The greater is the similarity 
value, the higher is the retrieval precision. 

We compare the search results between our 
information retrieval model (BM25FP) and the base 
information retrieval model (BM25F). 

Fig.1 shows the sequence similarity between 
BM25FP and BM25F.The sequence similarity of the 
BM25FP is much better than the BM25F from the Fig.2 
because the BM25F is only related to the similarity of 
query and document without considering user’s 
preference. 

E. Impact of Parameters 
Recall the two parameters in (7): α balance the scores 

between the query similarity and user’s preference score, 
and β balances the scores between the query similarity 
and the predicted rating, we first test the sensitivity of α, 
setting β to zero. This scheme counts directly on the user 
preference score, but does not use user-based 
collaborative filtering prediction. Fig. 2 shows web 
search MAP against varying α from zero (a pure 
information retrieval model) to one (a user preference 
score approach). The value of the optimal α demonstrates 
that interpolation between pure information retrieval 
model and user preference score approaches improves the 
Web search performance. More specifically, the best 
results are obtained with α around 0.4. 

Fig. 3 shows the sensitivity of β after fixing α to 0.4. 
The graph plots the MAP when parameter β is varied 
from zero (a pure information retrieval model approach) 
to one (the predicted rating approach). We observe that β 
reaches its optimal in 0.2. 

 
Figure 1.  Sequence similarity between two models 

 
Figure 2.  Impact of the parameter α 

 
Figure 3.  Impact of the parameter β (α=0.4) 

Additional experiments (not reported here) verified 
that there is little dependency between the choice of α and 
the optimal value of β. The optimal parameters can be 
identified by using the cross validation from the training 
data. 

F. Personalized Search Performance 
We continue with a comparison to results obtained 

with other methods, setting α to 0.4 and β to 0.2. We first 
compare our results (BM25FP) to the standard BM25F. 
We report results for test the precision at 5, 10 and 20. 
The first two rows of Table III summarize the results, 
showing the performance of the BM25FP is better than 
the BM25F. Next, we first compare the LuceneP to the 
standard Lucene with the same condition. The last two 
rows of Tab.III summarize the results, showing the 
performance of the latter is better than the former too. 
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TABLE III 

PRICISION COMPARISONS 

 P@5 P@10 P@20 MAP
BM25F 0.80 0.76 0.72 0.6035
BM25FP 0.88 0.85 0.80 0.7207
Lucene 0.88 0.72 0.70 0.6172
LuceneP 0.88 0.82 0.78 0.7178

V. CONCLUSION AND FUTURE WORK 
This article has proposed a personalized Web search 

model based on the method which calculates users’ 
preferences according to the user’s search behaviors and 
resource properties. This model has fully used the 
information in these two areas, does not need the user to 
make the appraisal when he or she glances over 
information, the system will analyze and quantize user’s 
behaviors automatically. According to the user model 
which formerly established, this article simultaneously 
proposed the resources filtering and recommendation 
algorithm, which was based on Top-N resource 
recommending method. 
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