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Alternation in Quantum Programming:
From Superposition of Data to Superposition of Programs

Mingsheng Ying, Nengkun Yu and Yuan Feng∗

Abstract

We extract a novel quantum programming paradigm - superposition of programs -
from the design idea of a popular class of quantum algorithms, namely quantum walk-
based algorithms. The generality of this paradigm is guaranteed by the universality
of quantum walks as a computational model. A new quantum programming language
QGCL is then proposed to support the paradigm of superposition of programs. This
language can be seen as a quantum extension of Dijkstra’s GCL(Guarded Command
Language). Surprisingly, alternation in GCL splits into two different notions in the
quantum setting: classical alternation (of quantum programs) and quantum alternation,
with the latter being introduced in QGCL for the first time. Quantum alternation is the
key program construct for realizing the paradigm of superposition of programs.

The denotational semantics of QGCL are defined by introducing a new mathemati-
cal tool called the guarded composition of operator-valuedfunctions. Then the weakest
precondition semantics of QGCL can straightforwardly derived. Another very useful
program construct in realizing the quantum programming paradigm of superposition
of programs, called quantum choice, can be easily defined in terms of quantum alter-
nation. The relation between quantum choices and probabilistic choices is clarified
through defining the notion of local variables. We derive a family of algebraic laws
for QGCL programs that can be used in program verification, transformations and
compilation. The expressive power of QGCL is illustrated byseveral examples where
various variants and generalizations of quantum walks are conveniently expressed us-
ing quantum alternation and quantum choice. We believe thatquantum programming
with quantum alternation and choice will play an important role in further exploiting
the power of quantum computing.

Key Words:Quantum computation, Programming language, Semantics, alternation, Su-
perposition of data, Superposition of prograsm
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design proposal. I am still most proud of it, because it raises essentially no problems either
for the implementor, the programmer, or the reader of a program.”

– A. C. R. Hoare, The emperor’s old clothes,Communications of the ACM24(1981)75-
83.

1 Introduction

Since Knill [24] introduced the Quantum Random Access Machine (QRAM) model for
quantum computing and proposed a set of conventions for writing quantum pseudo-codes
in 1996, several high-level quantum programming languageshave been defined in the last
17 years; for example imperative languages QCL byÖmer [34] and qGCL by Sanders and
Zuliani [35, 50], and functional languages QPL by Selinger [36] and QML by Altenkirch
and Grattage [4]. Also, Tafliovich and Hehner [40] defined a quantum extension of Hehner’s
predicative programming language. Various semantics havebeen introduced for quantum
programming languages; for example, D’Hondt and Panangaden [16] introduced the notion
of quantum weakest precondition, and a quantum predicate transformer semantics was pro-
posed in [45]. Several proof systems for verification of quantum programs have been devel-
oped; for example Baltag and Smets [8] presented a dynamic logic of quantum information
flow, Brunet and Jorrand [12] introduced a way of using Birkhoff-von Neumann quantum
logic to reason about quantum programs, and Hoare logic was generalized to prove both
partial and total correctness of quantum programs by Chadha, Mateus and Sernadas [13],
Kakutani [23] and the authors [18, 43]. The implementation of quantum programming lan-
guages has also attracted attention [39, 32, 47] as the rapidprogress of quantum technology
has made people widely believe that large-scalable and functional quantum computers will
be built in not too far future. An excellent survey of research on quantum programming
before 2006 can be found in [19], and for a more recent survey,see [44, 48]. It is partic-
ularly worth pointing out that three more practical quantumprogramming languages were
announced in the last two years: two general-purpose languages Quipper by Green, LeFanu
Lumsdaine, Ross, Selinger and Valiron [20], and Scaffold byAbhari, Faruque, Dousti, et.
al. [1], and a domain-specific language QuaFL by Lapets, da Silva, Thome, Adler, Beal and
Rötteler [27].

Now the development of the theory of quantum programming hasreached such a stage
that the quantum extensions of various basic program constructs (e.g. sequential composi-
tion) have been properly introduced in the languages mentioned above. Then an important
problem for further studies would be to (re)examine more sophisticated program constructs
and programming abstractions and models that have been successfully used in classical pro-
gramming in the quantum setting: how to define the quantum counterparts of them? how
can they be used in programming a quantum computer? is it possible to employ them to
solve a problem more efficiently on a quantum computer than ona classical computer? A
further problem is: what kind of new programming language features that have not been
introduced or even irrelevant in classical programming areneeded in order to exploit the
full capability of a quantum computer?
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Alternation, case statement or switch statement is a very convenient program construct
to implement a case analysis in classical programming [17, 31]. Thus, most high-level
imperative programming languages possess alternation constructs. In particular, the non-
determinism derived from alternation provides a basis for refinement-based program de-
velopment; for example, Barman, Bodı́k, Chandra, Galenson, Kimelman, Rodarmor and
Tung [7] recently introduced a methodology of programming with angelic nondeterminism.
This paper identifies a novel quantum programming paradigm -superposition of programs
- from the design idea of a class of popular quantum algorithms, namely quantum walk-
based algorithms. We find that a quantum generalization of alternation is crucial to support
quantum programming in this new paradigm. Surprisingly, the notion of alternation in
classical programming languages splits into two differentnotions in the quantum setting:
classical alternation (of quantum programs) and quantum alternation. Classical alternation
of quantum programs has already been properly introduced inthe previous works on quan-
tum programming, but it is not the program construct that we require for the purpose of
realizing superposition of programs. The major aim of this paper is to define the new notion
of quantum alternation that can support the paradigm of superposition of programs.

1.1 Alternation and Choice in Classical Programming

Recall that an alternation is a collection of guarded commands written as

if G1 → P1

� G2 → P2

......

� Gn → Pn

fi

(1)

or
if (�i ·Gi → Pi) fi (2)

where for each1 ≤ i ≤ n, the subprogramPi is guarded by the boolean expressionGi, and
Pi will be executed only whenGi is true.

Alternation is also the most widely accepted mechanism for nondeterministic program-
ming. Nondeterminism in alternation (1) or (2) is a consequence of the “overlapping” of
the guardsG1, G2, ..., Gn; that is, if more than one guardsGi are true at the same time,
the alternation needs to select one from the corresponding commandsPi for execution. In
particular, ifG1 = G2 = · · · = Gn = true, then alternation (1) or (2) becomes a demonic
choice:

�
n
i=1 Pi (3)

where the alternativesPi are chosen unpredictably.

To formalise randomised algorithms, research on probabilistic programming [25, 29]
started in 1980’s with the introduction of probabilistic choice:

�
n
i=1 Ci@pi (4)
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where{pi} is a probability distribution; that is,pi ≥ 0 for all i, and
∑n

i=1 pi = 1. The
probabilistic choice (4) randomly chooses the commandCi with probabilitypi for everyi,
and thus it can be seen as a refinement of the demonic choice (3). A probabilistic choice is
often used to represent a decision in forks according to a certain probability distribution in
a randomised algorithm.

1.2 Classical Alternation in Quantum Programming

As stated before, the aim of this paper is to define a quantum generalization of alter-
nation. Indeed, a kind of alternation already exists in Sanders and Zuliani’s quantum
programming language qGCL [35, 50] because qGCL is the probabilistic GCL [29] ex-
tended by adding the quantum procedures of unitary transformations and measurements,
and thus alternation and probabilistic choice in pGCL are inherited in qGCL. Another kind
of measurement-based alternation was introduced by Selinger in his quantum programming
language QPL [36]. Letq be a family of quantum variables andM a measurement onq
with possible outcomesm1,m2, ...,mn. For each1 ≤ i ≤ n, let Pi be a (quantum) pro-
gram. Then a generalized form of Selinger’s alternation considered in [43] can be written
as follows:

measureM [q] = m1 → P1

� m2 → P2

......

� mn → Pn

end

(5)

or
measure (�i ·M [q] = mi → Pi) end (6)

Alternation (5) or (6) selects a command according to the outcome of measurementM : if
the outcome ismi, then the corresponding commandPi will be executed. The alternations
defined in both qGCL and QPL can be appropriately termed asclassical alternation of
quantum programsbecause the selection of commands in it based on classical information -
the outcomes of quantum measurements. However, our intention is to introduce the notion
of quantum alternation of (quantum) programs. Do we actually need quantum alternation in
quantum programming? A role for programming languages is toprovide ways of organizing
computations [37]. So, to answer this question, let’s look at the basic design ideas of several
popular quantum algorithms.
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1.3 From Superposition of Data to Superposition of Programs

1.3.1 Superposition of Data

It has been realized well that one major source of the power ofquantum computation [33]
is superposition of data. To see this, let’s consider a function

f(x1, ..., xn) : {0, 1}n → {0, 1}

with n−bit input and one-bit output, we want to computef(x) for multiple inputsx =
(x1, ..., xn) ∈ {0, 1}n simultaneously. Classical parallelism is meant to buildmultiple
circuits all for computing the same functionf and to execute them in parallel for different
inputs. However, quantum parallelism allows us to computerf(x) for all different inputs
x ∈ {0, 1}n simultaneously with asinglequantum circuit implementing the oracle unitary
operator:

Uf : |x, y〉 → |x, y ⊕ f(x)〉 (7)

wherex ∈ {0, 1}n, y ∈ {0, 1} and⊕ is addition module2. This quantum circuit hasn+ 1
qubits: then qubitsx = (x1, ..., xn) are called the data register, and the qubity is called
the target register. Initially, we prepare the data and target registers in computational basis
state|0〉⊗n|0〉. The superposition

|ψ〉 △
=

1√
2n

∑

x∈{0,1}n
|x〉 = H⊗n|0〉⊗n (8)

of the basis states ofn qubits can be created byn Hadamard gatesH⊗n acting in parallel
on the data register, where

H =
1√
2

(

1 1
1 −1

)

(9)

is the Hadamard gate. Then we apply unitary operatorUf :

|ψ〉|0〉 Uf−→ 1√
2n

∑

x∈{0,1}n
|x〉|f(x)〉 △

= |ϕ〉.

The different terms of|ϕ〉 contain information about valuesf(x) for all 2n inputs x ∈
{0, 1}n. Thus, we have computedf(x) for all x ∈ {0, 1}n simultaneously by employing
Uf only once. Such a technique of applying a single circuitUf to the superposition (8)
of data is a key step of a large class of quantum algorithms, including the Grover search
algorithm [21], the Deustch-Josza algorithm [15] and the Bernstein-Vazirani algorithm [9].

1.3.2 Superposition of Programs

After understanding superposition of data, a question naturally arises: is there any other
form of superposition that is useful in quantum computing? Asuperposition of evolutions
(rather than that of states) of a quantum systems was considered by physicists Aharonov,
Anandan, Popescu and Vaidman [3] as early as in 1990, and theyproposed to introduce
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an external system in order to implement the superposition.The idea of using such an
external system was rediscovered by Aharonov, Ambainis, Bach, Kempe, Nayak, Vazirani,
Vishwanath and Watrous in defining quantum walks [5, 2]. Let’s consider a simple example
of the quantum walk on a graph:

Example 1.1 A quantum walk is the quantum counterpart of a random walk. Let G =
(V,E) be ann−regular directed graph; that is, a graph where each vertex hasn neighbors.
Then we can label each edge with a number between1 andn such that for each1 ≤ i ≤ n,
the directed edges labeledi form a permutation. A random walk onG is defined as follows:
the verticesv’s of G are used to represent the states of the walk, and for each state v the
walk goes fromv to its every neighbor with a certain probability. To define a quantum walk
onG, letHV be the Hilbert space spanned by states{|v〉}v∈V corresponding to the vertices
of the graph. Then for each1 ≤ i ≤ n, we can define a shift operatorSi onHV :

Si|v〉 = |the ith neighbour of v〉

for anyv ∈ V . We introduce an auxiliary quantum system with the state Hilbert spaceHC

spanned by{|i〉}ni=1. This auxiliary system is usually called a “quantum coin”, and the
spaceHC is referred to as the “coin space”. Now we are able to combine these unitary
operatorsSi (1 ≤ i ≤ n) along the “coin” to form a whole shift operatorS onHC ⊗HV :

S|i, v〉 = |i〉Si|v〉 (10)

for any1 ≤ i ≤ n andv ∈ V . If we further choose a unitary operatorC onHC , e.g. the
Hadamard gate defined by equation (9), called the “coin-tossing operator”, then a single
step of a coined quantum walk on graphG can be modelled by the unitary operator:

W
△
= S(C ⊗ IHV

) (11)

whereIHV
is the identity operator onHV . The quantum walk is then an iteration of the

single-step walk operatorW .

Let’s carefully observe the behavior of the quantum walk step W . The shift operators
S1, S2, ..., Sn can be seen as a collection of programs independent to each other. Then the
whole shift operatorS can be seen as a kind of alternation ofS1, S2, ..., Sn becauseS se-
lects one of them for execution. But the defining equation (10) of S clearly indicates that
this alternation is different from the alternation (5) or (6): the selection in equation (10)
is made according to the basis state|i〉 of the “coin space”, which is quantum information
rather than classical information. Thus, we can appropriately callS anquantum alternation.
Furthermore, the “coin-tossing operator”C can be seen as another program. From equation
(11) we see that the quantum walk stepW first runs “coin-tossing” programC to create a
superposition of the execution paths of programsS1, S2, ..., Sn, and then the quantum alter-
nationS follows. During the execution of alternationS, eachSi is running along its own
path within the whole superposition of execution paths ofS1, S2, ..., Sn. Then the quantum
walk stepW is indeed aquantum choiceof shift programsS1, S2, ..., Sn through the “coin-
tossing” programC. Therefore, the superposition inW is a higher-level superposition - the
superposition of programsS1, S2, ..., Sn.
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1.4 Design Decision of the Paper

Quantum walks have been shown to be a very powerful tool for the development of a large
class of quantum algorithms, in particular for simulation of quantum systems (see [41] for
a comprehensive review). Moreover, they were proved to be a universal model of computa-
tion [14, 28]. This motivates us to develop the idea of superposition of programs embedded
in quantum walk-based algorithms as aquantum programming paradigm. As suggested by
Example 1.1, the following two steps are needed toward a general form of superposition of
programs.

1.4.1 Quantum Alternation

The key step is to define quantum alternation. This is exactlythe major aim of this paper.
The defining equation (10) of the shift operatorS of a quantum walk already provides us
with a basic idea for defining quantum alternation. LetP1, P2, ..., Pn be a collection of
(quantum) programs whose state spaces are the same Hilbert spaceH. We introduce a new
family of quantum variablesq that do not appear inP1, P2, ..., Pn. These variables are
used to denote an external “coin” system. Assume that the state space of systemq is an
n−dimensional Hilbert spaceHC and{|i〉}ni=1 is an orthonormal basis of it. Then it seems
that a quantum alternationP of programsP1, P2, ..., Pn can be defined by combining them
along the basis{|i〉}, simply mimicking the shift operatorS. More precisely, the semantic
operatorJP K of alternationP should be defined on the tensor productHC ⊗H, and

JP K(|i〉|ϕ〉) = |i〉(JPiK|ϕ〉) (12)

for every1 ≤ i ≤ n and|ϕ〉 ∈ H, whereJPiK is the semantic operator ofPi. We write the
alternationP as

qif [q] : |1〉 → P1

� |2〉 → P2

......

� |n〉 → Pn

fiq

(13)

or
qif [q](�i · |i〉 → Pi) fiq (14)

(Whenever the familyq of quantum variables can be recognised from the context, it can be
dropped from the above notation.) The control flow of programin the above alternation is
determined by quantum variablesq. For each1 ≤ i ≤ n, Pi is guarded by the basis state
|i〉. A superposition of these basis states yields a quantum control flow - superposition of
control flows:

JP K
(

n
∑

i=1

αi|i〉|ϕi〉
)

=

n
∑

i=1

αi|i〉(JPiK|ϕi〉)
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for all |ϕi〉 ∈ H and complex numbersαi (1 ≤ i ≤ n). This is very different from
the classical alternation (5) or (6) of quantum programs where the guards in an alternation
cannot be superposed.

Quantum alternation is a convenient notion for describing quantum algorithms; for ex-
ample, the shift operator of a quantum walk can be written as aquantum alternation:

S = qif (�i · |i〉 → Si) fiq

It is interesting to note that even superposition of data canbe seen as a special case of
superposition of programs: for eachx ∈ {0, 1}n, let

Vx : |y〉 → |y ⊕ f(x)〉

for y = 0 or 1. Clearly,Vx is a unitary operator on the2−dimensional Hilbert space. Then
the oracle operatorUf defined in (7) can be written as a quantum alternation:

Uf = qif (�x ∈ {0, 1}n · |x〉 → Vx) fiq

1.4.2 Quantum Choice

Following the idea of defining equation (11) of quantum walk operatorW , a general form
of quantum choice can be easily defined in terms of quantum alternation. LetP1, P2, ..., Pn

be a collection of (quantum) programs,q a new family of quantum variables that do not
appear inP1, P2, ..., Pn, andP a quantum program acting onq. Assume that{|i〉} is an
orthonormal basis of the state Hilbert space of the “coin” system denoted byq. Then the
quantum choice ofP1, P2, ..., Pn along{|i〉} with “coin-tossing” programP is defined as
follows:

[P ]

(

n
⊕

i=1

Pi

)

△
= P ;qif [q](�i · |i〉 → Pi) fiq (15)

Intuitively, quantum choice (15) first runs programP to produce a superposition of the
respective execution paths of programsPi (1 ≤ i ≤ n), and then enters the quantum alter-
nation ofP1, P2, ..., Pn where eachPi is running along its own path within the superposition
of paths generated byP .

It is interesting to compare quantum choice with probabilistic choice (4). A probabilistic
choice is a resolution of nondeterminism where we can simplysay that the choice is made
according to a certain probability distribution. However,when defining a quantum choice, a
“device” that can actually perform the choice, namely a “quantum coin”, has to be explicitly
introduced.

1.5 Technical Contributions of the Paper

At the first glance, it seems that the defining equation (10) ofshift operatorS in Example
1.1 can be smoothly generalized to equation (12) to define thedenotational semantics of
a general quantum alternationP of programsP1, P2, ..., Pn. But there is actually a ma-
jor difficulty in equation (12). For the case where no quantummeasurement occur in any
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Pi (1 ≤ i ≤ n), the operational semantics of eachPi is simply a sequence of unitary
operators, and equation (12) is not problematic at all. Whenever somePi contains quan-
tum measurements, however, its semantic structure becomesa tree of linear operators with
branching happening at the points where the measurements are performed. Then equation
(12) becomes meaningless within the framework of quantum mechanics, and defining the
semantics of quantum alternationP requires to properly combine a collection of trees of
quantum operations such that the relevant quantum mechanical principles are still obeyed.
This problem will be circumvented in Sections 3 and 4 by introducing a semi-classical se-
mantics in terms of operator-valued functions as a middle step toward a purely quantum
denotational semantics of programs. Based on this, we systematically develop a theory of
quantum programming with quantum alternation and choice. In particular, a set of program-
ming laws for quantum alternation and choice are established.

1.6 Organisation of the Paper

We assume that the readers are familiar with the basics of quantum theory including density
operator description of mixed quantum states and the super-operator formalism of dynamics
of (open) quantum systems; a reader who has no basic knowledge about quantum theory can
consult a standard quantum computation textbook [33] or thepreliminary sections of several
influential quantum programming papers [36, 35, 16] and survey [19] as well as the authors’
recent papers [43, 46].

This paper is organized as follows. A new quantum programming language QGCL is
defined in Section 2 to support quantum programming with quantum alternation. Section
3 prepares several key ingredients needed in defining the denotational semantics of QGCL,
including guarded composition of various quantum operations. The denotational semantics
and weakest precondition semantics of QGCL are presented inSection 4. In Section 5,
quantum choice is defined in terms of quantum guarded command, and probabilistic choice
is implemented by quantum choice through introducing localvariables. It should be pointed
out that a quantum implementation of probabilistic choice was already given by Zuliani [50]
in a different way by using a quantum measurement. A family ofalgebraic laws for QGCL
programs are presented in Section 6. Several examples are given in Section 7 to illustrate
the expressive power of the language QGCL. For readability,some more technical materials
are postponed to the appendices. A discussion about the choice of coefficients in the defini-
tion of guarded composition of quantum operations is presented in Appendix A. Quantum
alternation defined in Sections 2 is guarded by an orthonormal basis of the “coin” space.
In Appendix B, we show that the notion of quantum alternationcan be generalized to the
case where guards are orthogonal subspaces of the “coin” space. All the proofs of lemmas,
propositions and theorems are deferred to Appendix C.

2 QGCL: A Language with Quantum Alternation

We first define the syntax of quantum programming language QGCL. It is essentially an
extension of Sanders and Zuliani’s qGCL [35] obtained by adding quantum alternation.
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But the presentation of QGCL is quite different from qGCL dueto the complications in
the semantics of quantum alternation. QGCL also borrows some ideas from Selinger’s
language QPL [36]. We assume a countable setqV ar of quantum variables ranged over by
q, q1, q2, .... For simplicity of the presentation, we only consider a purely quantum program-
ming language, but we include a countably infinite setV ar of classical variables ranged
over byx, y, ... so that we can use them to record the outcomes of quantum measurements.
However, classical computation described by, for example,the assignment statementx := e
in a classical programming language, is excluded. It is required that the sets of classical and
quantum variables are disjoint. For each classical variable x ∈ V ar, its type is assumed to
be a non-empty setDx; that is,x takes values fromDx. In applications, ifx is used to store
the outcome of quantum measurementM , thenspec(M) (the set of all possible outcomes
of M ) should be a subset ofDx. For each quantum variableq ∈ qV ar, its type is a Hilbert
spacetype(q) = Hq, which is the state space of the quantum system denoted byq. For a
sequenceq = q1, q2, · · · of distinct quantum variables, we write:

type(q) = Hq =
⊗

i≥1

Hqi .

So,type(q) is the state Hilbert space of the composed system denoted byq. Similarly, for
any setV ⊆ qV ar, we write:

type(V ) = HV =
⊗

q∈V
Hq (16)

for the state Hilbert space of the composed system denoted byV . In particular, we write
Hall for type(qV ar). To simplify the notation, we often identify a sequence of variables
with the set of these variables provided they are distinct.

Definition 2.1 For each QGCL programP , we writevar(P ) for the set of its classical
variablesqvar(P ) for its quantum variables andcvar(P ) for its “coin” variables. Then
QGCL programs are inductively defined as follows:

1. abort andskip are programs, and

var(abort) = var(skip) = ∅,

qvar(abort) = qvar(skip) = ∅,
cvar(abort) = cvar(skip) = ∅.

2. If q is a sequence of distinct quantum variables, andU is a unitary operator on
type(q), thenU [q] is a program, and

var(U [q]) = ∅, qvar(U [q]) = q, cvar(U [q]) = ∅.

3. If q is a sequence of distinct quantum variables,x is a classical variable,M = {Mm}
is a quantum measurement ontype(q) such thatspec(M) ⊆ Dx, wherespec(M) =

10



{m} is the spectrum ofM ; that is, the set of all possible outcomes ofM , and{Pm}
is a family of programs indexed by the outcomesm of measurementM such that
x /∈ ⋃m var(Pm), then the classical alternation ofPm’s guarded by measurement
outcomesm’s:

P
△
= measure (�m ·M [q : x] = m→ Pm) end (17)

is a program, and
var(P ) = {x} ∪

⋃

m

var(Pm),

qvar(P ) = q ∪
⋃

m

qvar(Pm),

cvar(P ) =
⋃

m

cvar(Pm).

4. If q is a sequence of distinct quantum variables,{|i〉} is an orthonormal basis of
type(q), and{Pi} is a family of programs indexed by the basis states|i〉’s such that

q ∩
(

⋃

i

qV ar(Pi)

)

= ∅,

then the quantum alternation ofPi’s guarded by basis states|i〉’s:

P
△
= qif [q] (�i · |i〉 → Pi) fiq (18)

is a program, and
var(P ) =

⋃

i

var(Pi),

qvar(P ) = q ∪
⋃

i

qvar(Pi),

cvar(P ) = q ∪
⋃

i

cvar(Pi).

5. If P1 andP2 are programs such thatvar(P1) ∩ var(P2) = ∅, thenP1;P2 is a pro-
gram, and

var(P1;P2) = var(P1) ∪ var(P2),

qvar(P1;P2) = qvar(P1) ∪ qvar(P2),

cvar(P1;P2) = cvar(P1) ∪ cvar(P2).

The meanings ofabort andskip are the same as in a classical programming language.
Two kinds of statements are introduced in the above definition to describe basic quantum
operations, namely unitary transformation and measurement. In the unitary transformation
U [q], only quantum variablesq but no classical variables appear, and the transformation is
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applied toq. In statement (17), a measurementM is first performed on quantum variablesq
with the outcome stored in classical variablex, and then whenever outcomem is reported,
the corresponding subprogramPm is executed. It is required in statement (17) thatx 6∈
⋃

m var(Pm). This means that the classical variables already used to record the outcomes
of the measurements inPm’s are not allowed to store the outcome of a new measurement.
This technical requirement is cumbersome, but it can significantly simplify the presentation
of the semantics of QGCL. On the other hand, it is not requiredthat the measured quantum
variablesq do not occur inPm. So, measurementM can be performed not only on an
external system but also on some quantum variables withinPm. The statement (17) and
classical alternation (5) or (6) (of quantum programs) are essentially the same, and the
only difference between them is that a classical variablex is added in (17) to record the
measurement outcome. The intuitive meaning of quantum alternation (18) was already
carefully explained in Section 1. Only one thing is worthy tomention: it is required that
the variables inq do not appear in anyPi’s. This indicates that the “coin system”q is
external to programsPi’s. Whenever the sequenceq of quantum variables can be recognized
from the context, then it can be dropped from statement (18).The sequential composition
P1;P2 is similar to that in a classical language, and the requirement var(P1) ∩ var(P2) =
∅ means that the outcomes of measurements performed at different points are stored in
different classical variables. Such a requirement is mainly for technical convenience, and
it will considerably simplify the presentation. Obviously, all “coin” are quantum variables:
cvar(P ) ⊆ qvar(P ) for all programsP . The setcvar(P ) of “coin” variables of program
P will be needed in defining a kind of equivalence between quantum programs. The syntax
of QGCL can be summarised as follows:

P := abort | skip | P1;P2

| U [q] (unitary transformation)

|measure (�m ·M [q : x] = m→ Pm) end (classical alternation)

| qif [q](�i · |i〉 → Pi) fiq (quantum alternation)

(19)

3 Guarded Compositions of Quantum Operations

A major difficulty in defining the semantics of QGCL comes fromthe treatment of quantum
alternation. This section provides the key mathematical tool for defining the semantics of
quantum alternation, namely guarded composition of quantum operations.

3.1 Guarded Composition of Unitary Operators

To ease the understanding of a general definition of guarded composition, we start with a
special case of the guarded composition of unitary operators, which is a straightforward
generalisation of the quantum walk shift operatorS in Example 1.1.

Definition 3.1 For each1 ≤ i ≤ n, letUi be an unitary operator in Hilbert spaceH. Let
HC be an auxiliary Hilbert space, called the “coin space”, with{|i〉} as an orthonormal
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basis. Then we define a linear operator:

U
△
= �

n
i=1 |i〉 → Ui

in HC ⊗H by
U(|i〉|ψ〉) = |i〉(Ui|ψ〉) (20)

for any |ψ〉 ∈ H and for any1 ≤ i ≤ n. Then by linearity we have:

U





∑

i,j

αij|i〉|ψj〉



 =
∑

i,j

αij |i〉 (Ui|ψj〉) (21)

for any |ψj〉 ∈ H and complex numbersαij . The operatorU is called the guarded compo-
sition ofUi (1 ≤ i ≤ n) along the basis{|i〉}.

A routine calculation yields:

Lemma 3.1 1. The guarded composition�i |i〉 → Ui is an unitary operator inHC⊗H.

2. For any two orthonormal basis{|i〉} and{|ϕi〉} of the “coin space”HC , there exists
an unitary operatorUC such that|ϕi〉 = UC |i〉 for all i, and the two compositions
along different bases{|i〉} and{|ϕi〉} are related to each other by

�i|ϕi〉 → Ui = (UC ⊗ IH)(�i|i〉 → Ui)(U
†
C ⊗ IH)

whereIH is the identity operator inH.

Clause (1) of the above lemma indicates that the guarded composition of unitary opera-
tors is well defined, and clause (2) shows that the choice of orthonormal basis of the “coin
space” is not essential for the definition of guarded composition.

The guarded composition of unitary operators is nothing new; it is just a quantum mul-
tiplexor introduced in [38] as a useful tool in the synthesisof quantum logic circuits.

Example 3.1 A quantum multiplexor (QMUX for short) is a quantum generalisation of mul-
tiplexor, a well-known notion in digit logic. A QMUXU with k select qubits andd−qubit-
wide data bus can be represented by a block-diagonal matrix:

U = diag(U0, U1, ..., U2k−1) =









U0

U1

...
U2k−1









.

MultiplexingU0, U1, ..., U2k−1 with k select qubits is exactly the guarded composition

�
2k−1
i=0 |i〉 → Ui

along the computational basis{|i〉} of k qubits.
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3.2 Operator-Valued Functions

A general form of guarded composition of quantum operationscannot be defined by a
straightforward generalization of Definition 3.1. Instead, we need an auxiliary notion of
operator-valued function. For any Hilbert spaceH, we writeL(H) for the space of (bounded
linear) operators inH.

Definition 3.2 Let ∆ be a nonempty set. Then a functionF : ∆ → L(H) is called an
operator-valued function inH overΣ if

∑

δ∈∆
F (δ)† · F (δ) ⊑ IH, (22)

whereIH is the identity operator inH, and⊑ stands for the L̈owner order; that is,A ⊑ B if
and only ifB−A is a positive operator. In particular,F is said to be full when equation (22)
becomes equality.

The simplest examples of operator-valued function are unitary operators and quantum
measurements.

Example 3.2 1. A unitary operatorU in Hilbert spaceH can be seen as a full operator-
valued function over a singleton∆ = {ǫ}. This function mapsǫ toU .

2. A quantum measurementM = {Mm} in Hilbert spaceH can be seen as a full
operator-valued function over its spectrumspec(M) = {m} (the set of possible
measurement outcomes). This function maps each measurement outcomem to the
corresponding measurement operatorMm.

More generally, a super-operator (or quantum operation) defines a family of operator-
valued functions. LetE be a super-operator in Hilbert spaceH. ThenE has the Kraus
operator-sum representation:

E =
∑

i

Ei ◦ E†
i ,

meaning:
E(ρ) =

∑

i

EiρE
†
i

for all density operatorsρ in H (see [33], Chapter 8). For such a representation, we set
∆ = {i} for the set of indexes, and define an operator-valued function over∆ by

F (i) = Ei

for every i. Since operator-sum representation ofE is not unique,E defines not only a
single operator-valued function. We writeF(E) for the family of operator-valued functions
defined by all Kraus operator-sum representations ofE . Conversely, an operator-valued
function determines uniquely a super-operator.
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Definition 3.3 LetF be an operator-valued function in Hilbert spaceH over set∆. Then
F defines a super-operatorE(F ) inH as follows:

E(F ) =
∑

δ∈∆
F (δ) ◦ F (δ)†;

that is,
E(F )(ρ) =

∑

δ∈∆
F (δ)ρF (δ)†

for every density operatorρ.

For a familyF of operator-valued functions, we write:

E(F) = {E(F ) : F ∈ F}.

It is obvious thatE(F(E)) = {E} for each super-operatorE . On the other hand, for any
operator-valued functionF over∆ = {δ1, ..., δk}, it follows from Theorem 8.2 in [33] that
F(E(F )) consists of all operator-valued functionsG over someΓ = {γ1, ..., γl} such that

G(γi) =

n
∑

j=1

uij · F (δj)

for each1 ≤ i ≤ n, wheren = max(k, l), U = (uij) is ann × n unitary matrix,F (δi) =
G(γj) = 0H for all k + 1 < i ≤ n andl + 1 < j ≤ n, and0H is the zero operator inH.

3.3 Guarded Composition of Operator-Valued Functions

We need to introduce a notation before defining guarded composition of operator-valued
functions. Let∆i be a nonempty set for every1 ≤ i ≤ n. Then the superposition of∆i

(1 ≤ i ≤ n) is defined as follows:

n
⊕

i=1

∆i = {⊕n
i=1δi : δi ∈ ∆i for every 1 ≤ i ≤ n}. (23)

Here,⊕n
i=1δi is simply a notation indicating a combination ofδi (1 ≤ i ≤ n), and we do

not need to care its meaning.

Definition 3.4 For each1 ≤ i ≤ n, letFi be an operator-valued function in Hilbert space
H over set∆i. LetHC be a “coin” Hilbert space with{|i〉} as an orthonormal basis. Then
the guarded composition

F
△
= �

n
i=1 |i〉 → Fi

of Fi (1 ≤ i ≤ n) along the basis{|i〉} is defined to be the operator-valued function

F :
n
⊕

i=1

∆i → L(HC ⊗H)
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in HC ⊗ H over
⊕n

i=1∆i. For anyδi ∈ ∆i (1 ≤ i ≤ n), F (⊕n
i=1δi) is an operator in

HC⊗H defined as follows: for each|Ψ〉 ∈ HC⊗H, there is a unique tuple(|ψ1〉, ..., |ψn〉)
such that|ψ1〉, ..., |ψn〉 ∈ H and |Ψ〉 can be written as

|Ψ〉 =
n
∑

i=1

|i〉|ψi〉,

and then we define

F (⊕n
i=1δi)|Ψ〉 =

n
∑

i=1





∏

k 6=i

λkδk



 |i〉(Fi(δi)|ψi〉) (24)

where

λkδk =

√

trFk(δk)†Fk(δk)
∑

τk∈∆k
trFk(τk)†Fk(τk)

. (25)

In particular, if Fk is full andd = dimH <∞, then

λkδk =

√

trFk(δk)†Fk(δk)

d

for anyδk ∈ ∆k (1 ≤ k ≤ n).

Intuitively, the squareλ2kδk of the coefficients defined in equation (25) can be understood
as a kind of conditional probability. A further discussion on the choice of coefficients
in equation (25) is given in Appendix A. The following lemma shows that the guarded
composition of operator-valued functions is well-defined,and the choice of orthonormal
basis of the “coin space” is not essential in its definition.

Lemma 3.2 1. The guarded compositionF
△
= �

n
i=1 |i〉 → Fi is an operator-valued

function inHC ⊗H over
⊕n

i=1∆i. In particular, if all Fi (1 ≤ i ≤ n) are full, then
so isF .

2. For any two orthonormal bases{|i〉} and{|ϕi〉} of the “coin space”HC , there exists
an unitary operatorUC such that|ϕi〉 = UC |i〉 for all i, and the two compositions
along different bases{|i〉} and{|ϕi〉} are related to each other by

�
n
i=1|ϕi〉 → Fi = (UC ⊗ IH) · (�n

i=1|i〉 → Fi) · (U †
C ⊗ IH);

that is,

(�n
i=1|ϕi〉 → Fi)(⊕n

i=1δi) = (UC ⊗ IH)(�n
i=1|i〉 → Fi)(⊕n

i=1δi)(U
†
C ⊗ IH)

for anyδ1 ∈ ∆1, ..., δn ∈ ∆n.
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It is easy to see that whenever∆i is a singleton for all1 ≤ i ≤ n, then allλkδk = 1 and
equation (24) degenerates to (21). So, the above definition is a generalisation of guarded
composition of unitary operators introduced in Definition 3.1. On the other hand, it can also
be used to compose quantum measurements as shown in the following simple example.

Example 3.3 We consider a guarded composition of two simplest quantum measurements.
LetM (0) be the measurement on a qubit (the principal qubit)q in the computational basis
|0〉, |1〉 , i.e.M (0) = {M (0)

0 ,M
(0)
1 }, whereM (0)

0 = |0〉〈0|, M (0)
1 = |1〉〈1|, and letM (1) be

the measurement of the same qubit but in a different basis:

|±〉 = 1√
2
(|0〉 ± |1〉),

i.e. M (1) = {M (1)
+ ,M

(1)
− }, whereM (1)

+ = |+〉〈+|,M (1)
− = |−〉〈−|. Then the guarded

composition ofM (0) andM (1) along the computational basis of another qubit (the “coin
qubit”) qC is the measurement

M = (|0〉 →M (0)) � (|1〉 →M (1)) = {M0+,M0−,M1+,M1−}

on two qubitsq andqC , whereij is an abbreviation ofi⊕ j, and

Mij(|0〉qC |ψ0〉q + |1〉qC |ψ1〉q) =
1√
2
(|0〉qCM

(0)
i |ψ0〉q + |1〉qCM

(1)
j |ψ1〉q)

for any states|ψ0〉, |ψ1〉 of the principal qubitq and i ∈ {0, 1}, j ∈ {+,−}. Further-
more, for each state|Ψ〉 of two qubitsq, qC and for anyi ∈ {0, 1}, j ∈ {+,−}, a routine
calculation yields that the probability that the outcome isij when performing the guarded
compositionM ofM (0) andM (1) on the two qubit systemqCq in state|Ψ〉 is

p(i, j||Ψ〉,M) =
1

2

[

p(i|qC 〈0|Ψ〉,M (0)) + p(j|qC 〈1|Ψ〉,M (1))
]

,

where:

1. if |Ψ〉 = |0〉qC |ψ0〉q + |1〉qC |ψ1〉q, thenqC 〈k|Ψ〉 = |ψk〉q is the “conditional” state
of the principal qubitq given that the two qubit systemqCq is in state|Ψ〉 and the
“coin” qubit qC is in the basis state|k〉 for k = 0, 1;

2. p(i|qC 〈0|Ψ〉,M (0)) is the probability that the outcome isiwhen performing measure-
mentM (0) on qubitq in stateqC 〈0|Ψ〉;

3. p(j|qC 〈1|Ψ〉,M (1)) is the probability that the outcome isj when performing mea-
surementM (1) on qubitq in stateqC 〈1|Ψ〉.

3.4 Guarded Composition of Super-Operators

Now the guarded composition of a family of super-operators can be defined through the
guarded composition of the operator-valued functions generated from them.
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Definition 3.5 For each1 ≤ i ≤ n, let Ei be a super-operator in Hilbert spaceH. Let
HC be a “coin” Hilbert space with{|i〉} as an orthonormal basis. Then the guarded
composition ofEi (1 ≤ i ≤ n) along the basis{|i〉} is defined to be the family of super-
operators inHC ⊗H:

�
n
i=1 |i〉 → Ei = {E(�n

i=1 |i〉 → Fi) : Fi ∈ F(Ei) for every 1 ≤ i ≤ n},
whereF(F) stands for the family of operator-valued functions defined by all Kraus operator-
sum representations of an super-operatorF , andE(F ) is the super-operator defined by an
operator-valued functionF (see Definition 3.3).

It is easy to see that ifn = 1 then the above guarded composition of super-operators
consists of onlyE1. For n > 1, however, it is usually not a singleton, as shown by the
following:

Example 3.4 For any unitary operatorU in a Hilbert spaceH, we writeEU = U ◦ U † for
the super-operator defined byU ; that is,

EU (ρ) = UρU †

for all density operatorsρ in H. Now suppose thatU0 andU1 are two unitary operators in
H. LetU be the composition ofU0 andU1 guarded by the computational basis|0〉, |1〉 of a
qubit:

U = (|0〉 → U0)�(|1〉 → U1).

ThenEU is an element of the guarded composition

E = (|0〉 → EU0)�(|1〉 → EU1)

of super-operatorsEU0 and EU1 . But E contains more than one element. Indeed, it holds
that

E = {EUθ
= Uθ ◦ U †

θ : 0 ≤ θ < 2π},
where

Uθ = (|0〉 → U0)�(|1〉 → eiθU1).

The non-uniqueness of the members of the guarded composition E is caused by the relative
phaseθ betweenU0 andU1.

For any two super-operatorsE1 andE2 in a Hilbert spaceH, their sequential composition
E2; E1 is the super-operator inH defined by

(E2; E1)(ρ) = E2(E1(ρ))
for any density operatorρ in H. For any super-operatorE and any setΩ of super-operators
in Hilbert spaceH, we define the sequential composition ofΩ andE by

E ; Ω = {E ;F : F ∈ Ω}.
The following lemma can be easily derived from Lemma 3.2 (2),and it shows that the
choice of orthonormal basis of the “coin space” is not essential for the guarded composition
of super-operators.
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Lemma 3.3 For any two orthonormal bases{|i〉} and{|ϕi〉} of the “coin space”HC , there
exists an unitary operatorUC such that|ϕi〉 = UC |i〉 for all i, and the two compositions
along different bases{|i〉} and{|ϕi〉} are related to each other by

�
n
i=1|ϕi〉 → Ei = EUC⊗IH ;

[

(�n
i=1|i〉 → Ei); EU†

C
⊗IH

]

,

whereEUC⊗IH andE
U

†
C
⊗IH

are the super-operators inHC⊗H defined by unitary operators

UC ⊗ IH andU †
C ⊗ IH, respectively.

4 Semantics of QGCL

With the preparation in Section 3, we are ready to define the semantics of language QGCL.
We first introduce several notations needed in this section.Let H andH′ be two Hilbert
spaces, and letE be an operator inH. Then the cylindrical extension ofE in H ⊗ H′ is
defined to be the operatorE ⊗ IH′ , whereIH′ is the identity operator inH′. For simplicity,
we will write E for E ⊗ IH′ whenever confusion does not happen. LetF be an operator-
valued function inH over∆. Then the cylindrical extension ofF inH⊗H′ is the operator-
valued functionF inH⊗H′ over∆ defined by

F (δ) = F (δ)⊗ IH′

for every δ ∈ ∆. For simplicity, we often writeF for F whenever confusion can be
excluded from the context. Furthermore, letE =

∑

iEi ◦ E†
i be a super-operator inH.

Then the cylindrical extensionE of E inH⊗H′ is defined to be the super-operator:

E =
∑

i

(Ei ⊗ IH′) ◦ (E†
i ⊗ IH′).

For simplicity, E will be used to denote its extensionE when no confusion occurs. In
particular, ifE is an operator inH, andρ is a density operator inH ⊗ H′, thenEρE†

should be understood as(E ⊗ IH′)ρ(E† ⊗ IH′).

4.1 Classical States

We now define the states of classical variables in QGCL. As already stated in Section 2,
they will be only used to record the outcomes of quantum measurements.

Definition 4.1 The (partial) classical states and their domains are inductively defined as
follows:

1. ǫ is a classical state, called the empty state, anddom(ǫ) = ∅;

2. If x ∈ V ar is a classical variable, anda ∈ Dx is an element of the domain ofx, then
[x← a] is a classical state, anddom([x← a]) = {x};
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3. If bothδ1 and δ2 are classical states, anddom(δ1) ∩ dom(δ2) = ∅, thenδ1δ2 is a
classical state, anddom(δ1δ2) = dom(δ1) ∪ dom(δ2);

4. If δi is a classical state for every1 ≤ i ≤ n, then⊕n
i=1δi is a classical state, and

dom(⊕n
i=1δi) =

n
⋃

i=1

dom(δi).

Intuitively, a classical stateδ defined by clauses (1) to (3) in the above definition can
be seen as a (partial) assignment to classical variables; more precisely,δ is an element of
∏

x∈dom(δ)Dx; that is, a choice function:

δ : dom(δ)→
⋃

x∈dom(δ)

Dx

such thatδ(x) ∈ Dx for everyx ∈ dom(δ). In particular,ǫ is the empty function. Since
∏

x∈∅Dx = {ǫ}, ǫ is the only possible state with empty domain. The state[x← a] assigns
valuea to variablex but the values of the other variables are undefined. The composed state
δ1δ2 can be seen as the assignment to variables indom(δ1) ∪ dom(δ2) given by

(δ1δ2)(x) =

{

δ1(x) if x ∈ dom(δ1),

δ2(x) if x ∈ dom(δ2).
(26)

Equation (26) is well-defined since it is required thatdom(δ1)∩dom(δ2) = ∅. In particular,
ǫδ = δǫ = δ for any stateδ, and ifx /∈ dom(δ) thenδ[x← a] is the assignment to variables
in dom(δ) ∪ {x} given by

δ[x← a](y) =

{

δ(y) if y ∈ dom(δ),

a if y = x.

Hence,[x1 ← a1] · · · [xn ← an] is a classical state that assigns valueai to variablexi for
all 1 ≤ i ≤ n. It will be abbreviated to[x1 ← a1, · · · , xn ← an] in the sequel. The state
⊕n

i=1δi defined by clause (4) in Definition 4.1 can be thought of as a kind of superposition
of δi (1 ≤ i ≤ n). It will be used in defining the semantics of quantum alternation.

4.2 Semi-Classical Denotational Semantics

The semi-classical semantics of QGCL is a step stone for defining its purely quantum se-
mantics. For each QGCL programP , we write∆(P ) for the set of all possible states of its
classical variables. The semi-classical denotational semantics⌈P ⌉ of P will be defined as
an operator-valued function inHqvar(P ) over∆(P ), whereHqvar(P ) is the type of quantum
variables occurring inP . In particular, ifqvar(P ) = ∅; for exampleP = abort or skip,
thenHqvar(P ) is a one-dimensional spaceH∅, and an operator inH∅ can be identified with
a complex number; for instance the zero operator is number0 and the identity operator
is number1. For any setV ⊆ qV ar of quantum variables, we writeIV for the identity
operator in Hilbert spaceHV (see equation (16)).
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Definition 4.2 The classical states∆(P ) and semi-classical semantic function⌈P ⌉ of a
QGCL programP are inductively defined as follows:

1. ∆(abort) = {ǫ}, and⌈abort⌉(ǫ) = 0;

2. ∆(skip) = {ǫ}, and⌈skip⌉(ǫ) = 1;

3. ∆(U [q]) = {ǫ}, and⌈U [q]⌉(ǫ) = Uq, whereUq is the unitary operatorU acting in
Hq;

4. If P is a classical alternation:

P
△
= measure (�m ·M [q : x] = m→ Pm) end,

where quantum measurementM = {Mm}, then

∆(P ) =
⋃

m

{δ[x← m] : δ ∈ D(Pm)},

⌈P ⌉(δ[x ← m]) = (⌈Pm⌉(δ) ⊗ IV \qvar(Pm)) · (Mm ⊗ IV \q)

for everyδ ∈ ∆(Pm) and for every outcomem, whereV = q ∪⋃m qvar(Pm);

5. If P is a quantum alternation:

P
△
= qif [q] (�i · |i〉 → Pi) fiq,

then
∆(P ) =

⊕

i

∆(Pi),

⌈P ⌉ = �i |i〉 → ⌈Pi⌉, (27)

where operation
⊕

is defined by equation (23), and� in equation (27) stands for the
guarded composition of operator-valued functions (see Definition 3.4);

6. If P = P1;P2, then

∆(P ) = ∆(P1);∆(P2) = {δ1δ2 : δ1 ∈ ∆(P1) and δ2 ∈ ∆(P2)}, (28)

⌈P ⌉(δ1δ2) = (⌈P2⌉(δ2)⊗ IV \qvar(P2)) · (⌈P1⌉(δ1)⊗ IV \qvar(P1))

whereV = qvar(P1) ∪ qvar(P2);

Intuitively, if a quantum programP does not contain any quantum alternation, then its
semantic structure can be seen as a tree with its nodes labelled by basic commands and
its edges by linear operators. This tree grows up from the root in the following way: if
the current node is labelled by a unitary transformationU , then a single edge stems from
the node and it is labelled byU ; and if the current node is labelled by a measurement
M = {Mm}, then for each possible outcomem, an edge stems from the node and it is
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labelled by the corresponding measurement operatorMm. Obviously, branching in the
semantic tree comes from the different possible outcomes ofa measurement inP . Each
classical stateδ ∈ ∆(P ) is corresponding to a branch in the semantic tree ofP , and it
denotes a possible path of execution. Furthermore, the value of semantic function⌈P ⌉ in
stateδ is the (sequential) composition of the operators labellingthe edges ofδ. This can
be clearly seen from clauses (3), (4) and (6) of the above definition. Since it is required in
Definition 2.1 thatvar(P1) ∩ var(P2) = ∅ in the sequential compositionP1;P2, we have
dom(δ1) ∩ dom(δ2) = ∅ for any δ1 ∈ ∆(P1) and δ2 ∈ ∆(P2). Thus, equation (28) is
well-defined.

The semantic structure of a quantum programP with quantum alternations is much
more complicated. We can imagine it as a tree with superpositions of nodes that gener-
ate superpositions of branches. The value of semantic function ⌈P ⌉ in a superposition of
branches is then defined as the guarded composition of the values in these branches.

4.3 Purely Quantum Denotational Semantics

Now the purely quantum semantics of a quantum program can be naturally defined as the
super-operator induced by its semi-classical semantic function.

Definition 4.3 For each QGCL programP , its purely quantum denotational semantics is
the super-operatorJP K inHqvar(P ) defined as follows:

JP K = E(⌈P ⌉) =
∑

δ∈∆(P )

⌈P ⌉(δ) ◦ ⌈P ⌉(δ)†. (29)

The following proposition presents a representation of thepurely quantum semantics of
a program in terms of its subprograms.

Proposition 4.1 1. JabortK = 0;

2. JskipK = 1;

3. JP1;P2K = JP1K; JP2K;

4. JU [q]K = Uq ◦ U †
q ;

5.

Jmeasure (�m ·M [q : x] = m→ Pm) endK =
∑

m

[

(Mm ◦M †
m); JPmK

]

.

Here,JPmK should be seen as a cylindrical extension inHV fromHqvar(Pm), Mm ◦
M †

m is seen as a cylindrical extension inHV fromHq, andV = q ∪⋃m qvar(Pm);

6.
Jqif [q] (�i · |i〉 → Pi) fiqK ∈ �i |i〉 → JPiK. (30)

HereJPiK should be understood as a cylindrical extension inHV fromHqvar(Pi) for
every1 ≤ i ≤ n, andV = q ∪⋃i qvar(Pi).
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The above proposition shows that the purely quantum denotational semantics is almost
compositional, but it is not completely compositional because the symbol “∈” appears in
equation (30) of the above proposition. The symbol “∈” can be understood as a refinement
relation. It is worth noting that in general “∈” cannot be replaced by equality. This is exactly
the reason that the purely quantum semantics of a program hasto be derived through its
semi-classical semantics but cannot be defined directly by astructural induction.

It should be stressed that the symbol “∈” in equation (30) does not mean that the purely
quantum denotational semantics of quantum alternation “qif [q] (�i · |i〉 → Pi) fiq” is not
well-defined. In fact, it is uniquely defined by equations (27) and (29) as a super-operator.
The right-hand side of equation (30) is not the denotationalsemantics of any program.
It is the guarded composition of the denotational semanticsof programsPi. Since it is
the guarded composition of a family of super-operators, it can be a set consisting of more
than one super-operator, as shown in Example 3.4. The semantics of quantum alternation
“qif [q] (�i · |i〉 → Pi) fiq” is one member of the set of super-operators in the right-hand
side of equation (30).

Equivalence relation between quantum programs can be introduced based on their purely
quantum denotational semantics.

Definition 4.4 LetP andQ be two QGCL programs. Then:

1. We say thatP andQ are equivalent and writeP ≡ Q if

JP K⊗ IQ\P = JQK⊗ IP\Q,

whereIQ\P is the identity super-operator inHqvar(Q)\qvar(P ) andIP\Q the identity
super-operator inHqvar(P )\qvr(Q).

2. The “coin-free”equivalenceP ≡CF Q holds if

trHcvar(P )∪cvar(Q)
(JP K⊗ IQ\P ) = trHcvar(P )∪cvar(Q)

(JQK⊗ IP\Q). (31)

If qvar(P ) = qvar(Q), thenP ≡ Q if and only if JP K = JQK, andP ≡CF Q if and
only if trHcvar(P )

(JP K) = trHcvar(P )
JQK. The symbol “tr” in equation (36) denotes partial

trace, which is defined s follows: letH1 andH2 be two Hilbert spaces and let{|ϕi〉} be an
orthonormal basis ofH1. Then for any density operatorρ in H1 ⊗H2,

trH1(ρ) =
∑

i

〈ϕi|ρ|ϕi〉 (32)

is a density operator inH2. Furthermore, for any super-operatorE onH1 ⊗H2, trH1(E) is
a super-operator fromH1 ⊗H2 toH2 defined bytrH1(E)(ρ) = trH1(E(ρ)) for all density
operatorsρ in H1 ⊗H2. In a sense, “coin” variables are only used to realize superposition
of programs. The computational outcome of a programP is stored in the “principal” state
spaceHqvar(P )\cvar(P ). This is exactly the reason why we introduce the notion of “coin-
free”equivalence. Obviously,P ≡ Q impliesP ≡CF Q.
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4.4 Weakest Precondition Semantics

The notions of Hoare triple for a quantum program and quantumweakest precondition were
proposed by D’Hondt and Panangaden in [16]. We now recall their definitions from [16].

Definition 4.5 LetP be a program, and letN1 andN2 be (bounded) positive (Hermitian)
operators inHqvar(P ).

1. If
tr(N1ρ) ≤ tr(N2JP K(ρ))

for all density operatorsρ in Hqvar(P ), thenN1 is called a precondition ofN2 and
N2 a postcondition ofN1 with respect toP , and we write

{N1}P{N2}. (33)

Equation (33) is called a (quantum) Hoare triple.

2. N2 is called the weakest precondition ofN1 with respect toP , writtenN2 = wp.P.N1

if

(a) N2 is a precondition ofN1 with respect toP ; and

(b) N ′ ⊑ N2 wheneverN ′ is a also precondition ofN1 with respect toP , where⊑
stands for the L̈owner order.

Remark 4.1 In the original definition of quantum weakest precondition in [16], N1 and
N2 are required to be so-called quantum predicates; i.e. Hermitian operators whose eigen-
values are in the unit interval[0, 1]. However, this constraint is not essential, and thus it
was removed in the above definition. AllowingN1 andN2 to be any (bounded) positive
operators is indeed consistent with the treatment of probabilistic weakest preconditions in
[25, 29], where a probabilistic precondition or postcondition was understood as the expec-
tation of a random variable.

For each programP , wp.P can be seen as the super-operator inHqvar(P ) defined as
follows: for any positive operatorN ,

(wp.P )(N) = wp.P.N

is given by clause (2) of the above definition, andwp.P can be extended to the whole space
of bounded operators inHqvar(P ) by linearity.

The weakest precondition semantics of QGCL programs can be derived from Proposi-
tion 4.1, and they are given in the next proposition.

Proposition 4.2 1. wp.abort = 0;

2. wp.skip = 1;
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3. wp.(P1;P2) = wp.P2;wp.P1;

4. wp.U [q] = U †
q ◦ Uq;

5. wp.measure (�m ·M [q : x] = m→ Pm) end =
∑

m

[

wp.Pm; (M †
m ◦Mm)

]

;

6. wp.qif [q] (�i · |i〉 → Pi) fiq ∈ �i |i〉 → wp.Pi.

Some cylindrical extensions of super-operators are used but unspecified in the above
proposition because they can be recognised from the context. Again, “∈” in the above
clause (6) cannot be replaced by equality because the right-hand side of clause (6) is a set
that may contain more than one super-operator.

We can define the refinement relation between quantum programs in terms of their
weakest precondition semantics. To this end, we first generalize the Löwner order to the
case of super-operators: for any two super-operatorsE andF in Hilbert spaceH, E ⊑ F if
and only ifE(ρ) ⊑ F(ρ) for all density operatorsρ in H.

Definition 4.6 LetP andQ be two programs. Then we say thatP is refined byQ and write
P ⊑ Q if

wp.P ⊗ IQ\P ⊑ wp.Q⊗ IP\Q,

whereIQ\P andIP\Q are the same as in Deinition 4.4.

It is easy to see thatP ⊑ Q andQ ⊑ P impliesP ≡ Q. Here, we are not going to
further consider how can refinement technique be used in quantum programming, but leave
it as a topic for future research.

4.5 An Example

To conclude this section, we present a simple example that helps us to understand the se-
mantic notions introduced above.

Example 4.1 Let q be a qubit variable andx, y two classical variables. Consider the
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QGCL program

P
△
= qif |0〉 →H[q];

measureM (0)[x← q] = 0→ X[q];

� 1→ Y [q]

end

� |1〉 → S[q];

measureM (1)[x← q] = 0→ Y [q]

� 1→ Z[q]

end;

X[q];

measureM (0)[y ← q] = 0→ Z[q]

� 1→ X[q]

end

fiq

whereM (0),M (1) are the measurements on a qubit in computational basis|0〉, |1〉 and basis
|±〉, respectively (see Example 3.3),H is the Hadamard gate,

X =

(

0 1
1 0

)

, Y =

(

0 −i
i 0

)

, Z =

(

1 0
0 −1

)

are the Pauli matrices, and

S =

(

1 0
0 i

)

is the phase gate. The programP is a quantum alternation between two subprogramsP0

andP1. The first subprogramP0 is the Hadamard gate followed by the measurement in the
computational basis, where whenever the outcome is0, then the gateX follows; whenever
the outcome is1, then the gateY follows. The second subprogramP1 is the gateS followd
by the measurement in basis|±〉, the gateX, and the measurement in the computational
basis.

We writea for classical state[x ← a] of programP0 and bc for classical state[x ←
b, y ← c] of programP1 for anya, c ∈ {0, 1} and b ∈ {+,−}. Then the semi-classical
semantic functions ofP0 andP1 are given as follows:























⌈P0⌉(0) = X · |0〉〈0| ·H = 1√
2

(

0 0

1 1

)

,

⌈P0⌉(1) = Y · |1〉〈1| ·H = i√
2

(

−1 1

0 0

)

,
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⌈P1⌉(+0) = Z · |0〉〈0| ·X · Y · |+〉〈+| · S = 1
2

(

i −1
0 0

)

,

⌈P1⌉(+1) = X · |1〉〈1| ·X · Y · |+〉〈+| · S = 1
2

(

−i 1

0 0

)

,

⌈P1⌉(−0) = Z · |0〉〈0| ·X · Z · |−〉〈−| · S = 1
2

(

1 −i
0 0

)

,

⌈P1⌉(−1) = X · |1〉〈1| ·X · Z · |−〉〈−| · S = 1
2

(

1 −i
0 0

)

.

The semi-classical semantic function ofP is an operator-valued function in the state space
of two qubits over classical states∆(P ) = {a ⊕ bc : a, c ∈ {0, 1} and b ∈ {+,−}}. It
follows from equation (24) that

⌈P ⌉(a⊕ bc)(|0〉|ϕ〉) = λ1(bc)|0〉(⌈P0⌉(a)|ϕ〉),
⌈P ⌉(a⊕ bc)(|1〉|ϕ〉) = λ0a|1〉(⌈P1⌉(bc)|ϕ〉),

whereλ0a = 1√
2

andλ1(bc) =
1
2 for a, c ∈ {0, 1} andb ∈ {+,−}. Using

⌈P ⌉(a⊕ bc) =
∑

i,j∈0,1
(⌈P ⌉(a ⊕ bc)|ij〉)〈ij|,

we can compute:

⌈P ⌉(0 ⊕+0) =
1

2
√
2









0 1 0 0
0 1 0 0
0 0 i 0
0 0 −1 0









, ⌈P ⌉(0 ⊕+1) =
1

2
√
2









0 1 0 0
0 1 0 0
0 0 −i 0
0 0 1 0









,

⌈P ⌉(0 ⊕−0) = ⌈P ⌉(0⊕−1) = 1

2
√
2









0 1 0 0
0 1 0 0
0 0 1 0
0 0 −i 0









,

⌈P ⌉(1 ⊕+0) =
1

2
√
2









−1 0 0 0
1 0 0 0
0 0 i 0
0 0 −1 0









, ⌈P ⌉(1⊕+1) =
1

2
√
2









−1 0 0 0
1 0 0 0
0 0 −i 0
0 0 1 0









,

⌈P ⌉(1 ⊕−0) = ⌈P ⌉(1⊕−1) = 1

2
√
2









1 0 0 0
1 0 0 0
0 0 1 0
0 0 −i 0









.

Then the purely quantum semantics of programP is the super-operator:

JP K =
∑

a,c∈{0,1} and b∈{+,−}
Eabc ◦E†

abc,
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and it follows from the proof of Proposition 3.3 in [16] that the weakest precondition se-
mantics ofP is the super-operator

wp.P =
∑

a,c∈{0,1} and b∈{+,−}
E†

abc ◦ Eabc,

whereEabc = ⌈P ⌉(a ⊕ bc).

5 Quantum Choice

As discussed in Subsection 1.4, quantum alternation and choice are two ingredients in
the realization of the quantum programming paradigm of superposition of programs. But
only quantum alternation was introduced as a primitive program construct in the syntax
of QGCL. Indeed, as already explained in Subsection 1.4, quantum choice may be easily
defined as a derived program construct from quantum alternation.

Definition 5.1 LetP be a program such thatq = qvar(P ), and letPi be programs for alli
. If {|i〉} is an orthonormal basis ofHq, andq∩⋃i qvar(Pi) = ∅, then the quantum choice
of Pi’s according toP along the basis{|i〉} is defined as

[P ]

(

⊕

i

|i〉 → Pi

)

△
= P ;qif [q] (�i · |i〉 → Pi) fiq.

In particular, if n = 2, then the quantum choice will be abbreviated toP0 P ⊕ P1.

Since the quantum choice ofP1, ..., Pn is defined in terms of their quantum alternation,
the semantics of the former can be directly derived from thatof the latter.

5.1 Quantum Implementation of Probabilistic Choice

The relationship between probabilistic choice and quantumchoice was briefly discussed at
the end of Subsection 1.4. Now it is the right time to examine this relationship in a more
precise way. To this end, we first expand the syntax and semantics of QGCL to include
probabilistic choice [29].

Definition 5.2 Let Pi be a QGCL program for each1 ≤ i ≤ n, and let{pi}ni=1 be a
sub-probability distribution; that is,pi > 0 for each1 ≤ i ≤ n and

∑n
i=1 pi ≤ 1. Then

1. The probabilistic choice ofP1, ..., Pn according to{pi}ni=1 is

n
∑

i=1

Pi@pi.
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2. The quantum variables of the choice are:

qvar

(

n
∑

i=1

Pi@pi

)

=

n
⋃

i=1

qvar(Pi).

3. The purely quantum denotational semantics of the choice is:
t

n
∑

i=1

Pi@pi

|
=

n
∑

i=1

pi · JPiK. (34)

The right-hand side of equation (34) is the probabilistic combination of super-operators
JPiK according to distribution{pi}; that is,

(

n
∑

i=1

pi · JPiK
)

(ρ) =
n
∑

i=1

pi · JPiK(ρ)

for all density operatorsρ. It is obvious that
∑n

i=1 pi · JPiK is a super-operator too.

A clear description about the relationship between probabilistic choice and quantum
choice requires us to further expand the syntax and semantics of QGCL by introducing
block command with local quantum variables.

Definition 5.3 Let P be a QGCL program, letq ⊆ qvar(P ) be a sequence of quantum
variables, and letρ be a density operator inHq. Then

1. The block command defined byP restricted toq = ρ is:

begin local q := ρ;P end. (35)

2. The quantum variables of the block command are:

qvar (begin local q := ρ;P end) = qvar(P ) \ q.

3. The purely quantum denotational semantics of the block command is give as follows:

Jbegin local q := ρ;P endK (σ) = trHq
(JP K(σ ⊗ ρ)) (36)

for any density operatorσ in Hqvar(P )\q.

The intuitive meaning of block command (35) is that programP is running in the envi-
ronment whereq are local variables and they are initialized in stateρ before the execution
of P . The symbol “tr” in equation (35) is partial trace defined by equation (32). So, after
executingP , the auxiliary system denoted by the local variablesq is discarded.

We present a simple example to illustrate the above two definitions.
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Example 5.1 (Continuation of Example 3.3; Probabilistic mixture of measurements) It is
often required in quantum cryptographic protocols like BB84 to randomly choose between
the measurementM (0) on a qubit in the computational basis and the measurementM (1) in
the basis|±〉. Here we consider a simplified version of random choice betweenM (0) and
M (1). If we perform measurementM (0) on qubitq in state|ψ〉 and discard the outcomes of
measurement, then we get

ρ0 =M
(0)
0 |ψ〉〈ψ|M

(0)
0 +M

(0)
1 |ψ〉〈ψ|M

(0)
1 ,

and if we perform measurementM (1) on |ψ〉 and discard the outcomes, then we get

ρ1 =M
(1)
+ |ψ〉〈ψ|M

(1)
+ +M

(1)
− |ψ〉〈ψ|M

(1)
− .

We now take the unitary matrix

U =

( √
p
√
r√

r −√p

)

wherep, r ≥ 0 andp+ r = 1, and introduce a “coin” qubitqC . Let

Pi
△
= measureM (i)[x← q] = 0→ skip

� 1→ skip

end

for i = 0, 1, and put quantum choice ofP0 andP1 according the “coin tossing operator”
U into a block with the “coin” qubitqC as a local variable:

P
△
= begin local qC := |0〉;P0 U [qC ] ⊕ P1 end

Then for any|ψ〉 ∈ Hq, i ∈ {0, 1} andj ∈ {+,−}, we have:

|ψij〉 △
=Mij(U |0〉|ψ〉) =

√

p

2
|0〉M (0)

i |ψ〉 +
√

r

2
|1〉M (1)

j |ψ〉,

JP K(|ψ〉〈ψ|) = trHqC





∑

i∈{0,1} and j∈{+,−}
|ψij〉〈ψij |





= 2
∑

i∈{0,1}

p

2
M

(0)
i |ψ〉〈ψ|M

(0)
i + 2

∑

j∈{+,−}

r

2
M

(1)
j |ψ〉〈ψ|M

(1)
j

= pρ0 + rρ1.

So, programP can be seen as a probabilistic mixture of measurementsM (0) andM (1).

Now we are ready to precisely characterize the relationshipbetween probabilistic choice
and quantum choice. Roughly speaking, if the “coin” variables are treated as local variables,
then a quantum choice degenerates to a probabilistic choice.
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Theorem 5.1 Let qvar(P ) = q. Then we have:

begin local q := ρ; [P ]

(

n
⊕

i=1

|i〉 → Pi

)

end ≡
n
∑

i=1

Pi@pi (37)

wherepi = 〈i|JP K(ρ)|i〉 for every1 ≤ i ≤ n.

The inverse of the above theorem is also true. For any probability distribution {pi}ni=1,
we can find ann × n unitary operatorU such thatpi = |Ui0|2 (1 ≤ i ≤ n). So, it follows
immediately from the above theorem that a probabilistic choice

∑n
i=1 Pi@pi can always be

implemented by a quantum choice:

begin local q := |0〉; [U [q]]

(

n
⊕

i=1

|i〉 → Pi

)

end

whereq is a family of new quantum variables with ann−dimensional state space. As said in
Subsection 1.1, probabilistic choice (4) can be thought of as a refinement of nondeterminis-
tic choice (3). Since for a given probability distribution{pi}, there are more than one “coin
program”P to implement the probabilistic choice

∑n
i=1 Pi@pi in equation (37), a quantum

choice can be further seen as a refinement of a probabilistic choice where a specific “device”
(quantum “coin”) is explicitly given for generating the distribution {pi}.

6 Algebraic Laws

In this section, we present a group of basic algebraic laws for quantum alternation and
choice, which will be useful for verification, transformation and compilation of quantum
programs. The laws given in the following theorem shows thatquantum alternation is
idempotent, commutative and associative and sequential composition is distributive over
quantum alternation from the right.

Theorem 6.1 (Laws for Quantum Alternation)

1. Idempotent Law: IfPi ≡ P for all i, then

qif (�i · |i〉 → Pi) fiq ≡ P.

2. Commutative Law: For any permutationτ of {1, ..., n}, we have:

qif [q]
(

�
n
i=1i · |i〉 → Pτ(i)

)

fiq ≡ Uτ−1 [q];qif [q] (�n
i=1i · |i〉 → Pi) fiq;Uτ [q],

whereτ−1 is the inverse ofτ , i.e. τ−1(i) = j if and only if τ(j) = i for i, j ∈
{1, ..., n}, andUτ (resp. Uτ−1) is the unitary operator permutating the basis{|i〉}
ofHq with τ (resp. τ−1); that is,Uτ (|i〉) = |τ(i)〉 (resp.Uτ−1(|i〉) = |τ−1(i)〉) for
every1 ≤ i ≤ n.
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3. Associative Law:

qif (�i · |i〉 → qif (�ji · |ji〉 → Piji) fiq) fiq ≡ qif (α) (�i, ji · |i, ji〉 → Piji) fiq

for some familyα of parameters, where the right-hand side is a parameterizedquan-
tum alternation defined in Appendix A.

4. Distributive Law: Ifq ∩ qvar(Q) = ∅, then

qif [q] (�i · |i〉 → Pi) fiq;Q ≡CF qif (α)[q] (�i · |i〉 → (Pi;Q))fiq

for some familyα of parameters, where the right-hand side is a parameterizedquan-
tum alternation. In particular, if we further assume thatQ contains no measurements,
then

qif [q] (�i · |i〉 → Pi) fiq;Q ≡ qif [q] (�i · |i〉 → (Pi;Q))fiq.

A quantum choice is defined as a “coin” program followed by a quantum alternation.
A natural question would be: is it possible to move the “coin”program to the end of a
quantum alternation? The following theorem positively answers this question under the
condition that encapsulation in a block with local variables is allowed.

Theorem 6.2 For any programsPi and unitary operatorU , we have:

[U [q]]

(

n
⊕

i=1

|i〉 → Pi

)

≡ qif (�i · U †
q |i〉 → Pi) fiq;U [q]. (38)

More generally, for any programsPi andP with q = qvar(P ), there are new quantum
variablesr, a pure state|ϕ0〉 ∈ Hr, an orthonormal basis{|ψij〉} ofHq ⊗ Hr, programs
Qij , and a unitary operatorU inHq ⊗Hr such that

[P ]

(

n
⊕

i=1

|i〉 → Pi

)

≡ begin local r := |ϕ0〉;

qif (�i, j · |ψij〉 → Qij) fiq;

U [q, r]

end.

(39)

The next theorem shows that quantum choice is also idempotent, commutative and as-
sociative and sequential composition is distributive overquantum choice from the right.

Theorem 6.3 (Laws for Quantum Choice)

1. Idempotent Law: Ifqvar(Q) = q, trJQK(ρ) = 1 andPi ≡ P for all 1 ≤ i ≤ n, then

begin local q := ρ; [Q]

(

n
⊕

i=1

|i〉 → Pi

)

end ≡ P.
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2. Commutative Law: For any permutationτ of {1, ..., n}, we have:

[P ]

(

n
⊕

i=1

|i〉 → Pτ(i)

)

≡ [P ;Uτ [q]]

(

n
⊕

i=1

|i〉 → Pi

)

;Uτ−1 [q],

whereqvar(P ) = q, andUτ , Uτ−1 are the same as in Theorem 6.1 (2).

3. Associative Law: LetΓ = {(i, ji) : 1 ≤ i ≤ m and 1 ≤ ji ≤ ni} =
⋃m

i=1({i} ×
{1, ..., ni}), and

R = [P ]

(

n
⊕

i=1

|i〉 → Qi

)

.

Then

[P ]





m
⊕

i=1

|i〉 → [Qi]





ni
⊕

ji=1

|ji〉 → Riji







 ≡ [R(α)]





⊕

(i,ji)∈Γ
|i, ji〉 → Riji



 ,

for some familyα of parameters, where the right-hand side is a parameterizedquan-
tum choice defined in Appendix A.

4. Distributive Law: Ifqvar(P ) ∩ qvar(Q) = ∅, then

[P ]

(

n
⊕

i=1

|i〉 → Pi

)

;Q ≡CF [P (α)]

(

n
⊕

i=1

|i〉 → (Pi;Q)

)

for some familyα of parameters, where the right-hand side is a parameterizedquan-
tum choice. In particular, if we further assume thatQ contains no measurements,
then

[P ]

(

n
⊕

i=1

|i〉 → Pi

)

;Q ≡ [P ]

(

n
⊕

i=1

|i〉 → (Pi;Q)

)

.

7 Illustrative Examples

The design of the language QGCL, in particular the definitionof quantum alternation and
choice, was inspired by the construction of some simplest quantum walks. A large number
of variants and generalizations of quantum walks have been introduced in the last decade.
Quantum walks have been widely used in the development of quantum algorithms including
quantum simulation. It was proved that quantum walks are indeed universal for quantum
computation [14, 28]. Furthermore, experimental implementations of quantum walks have
also been conducting in the laboratories over the world. Various extended quantum walks
in the literature can be conveniently written as QGCL programs with quantum alternation
and choice. Here, we present several simple examples of quantum walks to further show
the expressive power of QGCL.
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Example 7.1 One of the simplest random walks is the one-dimensional walkwhere a walker
moves to the left with probability12 and moves to the right with the same probability. The
Hadamard walk considered in [5] is a quantum generalizationof this random walk. Letp, c
be the quantum variables for position and coin, respectively. The type of variablep is the
infinite-dimensional Hilbert space

Hp = span{|n〉 : n ∈ Z (integers)} = {
∞
∑

n=−∞
αn|n〉 :

∞
∑

n=−∞
|αn|2 <∞},

and the type ofc is the2−dimensional Hilbert spaceHc = span{|L〉, |R〉}, whereL,R
stand for Left and Right, respectively. So, the state space of a walker on a line isH =
Hc ⊗ Hp. We writeIHp for the identity operator inHp. LetH be the2 × 2 Hadamard
matrix (see equation (9)), and letTL, TR be left- and right-translation, respectively; that is,

TL|n〉 = |n− 1〉, TR|n〉 = |n + 1〉

for everyn ∈ Z. Then a single step of the Hadamard walk can be described by the unitary
operator

W = (|L〉〈L| ⊗ TL + |R〉〈R| ⊗ TR)(H ⊗ IHp). (40)

It can also be written as the QGCL program:

TL[p]H[c] ⊕ TR[p].

This program is the quantum choice of the left-translationTL and the right-translation
TR according to the “coin” programH[c]. The Hadamard walk continuously runs this
programs. The following are several variants of this walk considered in the recent physics
literature.

1. A simple variant of the above Hadamard walk is the unidirectional quantum walk
examined in [30], where the walk either moves to the right or stays in the previous
position. So, the left-translationTL should be replaced by the programskip whose
semantics is the identity operatorIHp , and a single step of the new quantum walk can
be written as the QGCL program:

skipH[c] ⊕ TR[p].

It is a quantum choice ofskip and the right-translationTR.

2. A feature of the original one-dimensional quantum walk and its unidirectional variant
is that the coin operatorH is independent of the position and time. A new kind of
quantum walk was employed in [26] to implement quantum measurement. The coin
tossing operator of this walk depends on both positionn and timet:

C(n, t) =
1√
2

(

c(n, t) s(n, t)
s∗(n, t) −eiθc(n, t)

)

.
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Then for a given timet, stept of the walk can be written as the QGCL program:

Wt
△
= qif [p](�n · |n〉 → C(n, t)[c]) fiq;

qif [c](|L〉 → TL[p])�(|R〉 → TR[p]) fiq.

The programWt is a sequential composition of two quantum alternations. SinceWt

may be different for different time pointst, the firstT steps can be written as the
program:

W1;W2; ...;WT .

3. Another simple generalization of the original and unidirectional one-dimensional
quantum walk is the quantum walk with three coin states considered in [22]. The
coin space of this walk is a3−dimensional Hilbert spaceHc = span{|L〉, |0〉, |R〉},
whereL andR are used to indicate moving to the left and to the right, respectively,
as before, but0 means staying at the previous position. The “coin tossing” operator
is the unitary

U =
1

3





−1 2 2
2 −1 2
2 2 −1



 .

Then a single step of the walk can be written as the QGCL program:

[U [c]] (|L〉 → TL[p]⊕ |0〉 → skip⊕ |R〉 → TR[p]) .

This is the quantum choice ofskip, the left- and right-translations according to the
“coin” program U [c].

The quantum walks in the above example have only a single walker as well as a sin-
gle “coin”. In the following two examples, we consider some more complicated quantum
walks in which multiple walkers participate and multiple “coins” are equipped to control
the walkers.

Example 7.2 A one-dimensional quantum walk driven by multiple coins wasdefined in [11].
In this walk, there is still a single walker, but it is controlled byM different “coins”. Each
of these “coins” has its own state space, but the “coin tossing” operator for all of them are
the same, namely the2×2 Hadamard matrix. Now let variablep, spaceHp,Hc and opera-
torsTL, TR,H are the same as in Example 7.1, and letc1, ..., cM be the quantum variables
for theM coins. Then the state space of the walk is

H = Hp ⊗
M
⊗

m=1

Hcm ,

whereHcm = Hc for all 1 ≤ m ≤M . We write

Wm = (TL[p]H[c1] ⊕ TR[p]); ...; (TL[p]H[cm] ⊕ TR[p])

35



for 1 ≤ m ≤M . If we cycle among theM coins, starting from the coinc1, then the firstT
steps of the walk can be written in the language QGCL as follows:

WM ; ...;WM ;Wr

whereWM is iterated ford = ⌊T/M⌋ times, andr = T − Md is the remainder ofT
divided byM . This program is a sequential compositions ofT quantum choices of the left-
and right translations controlled different “coins”.

Example 7.3 A quantum walk consisting of two walkers on a line sharing coins was intro-
duced in [42]. In this walk, the two walkers have different state spaces, and each of the
two walkers has its own “coin”. So, the state Hilbert space ofthe whole quantum walk is
Hp⊗Hp⊗Hc⊗Hc. If the two walkers are completely independent, then the step operator
of this walk isW ⊗W , whereW is defined by equation (40). But more interesting is the
case where a two-qubit unitary operatorU is introduced to entangle the two coins. This
case can be thought of as that the two walkers are sharing coins. A step of this quantum
walk can be written as a QGCL program as follows:

U [c1, c2]; (TL[q1]H[c1] ⊕ TR[q1]); (TL[q2]H[c2] ⊕ TR[q2])

whereq1, q2 are the position variables andc1, c2 the coin variables of the two walkers,
respectively.

8 Conclusions

In this paper, we introduce the notions of quantum alternation and choice by employing the
idea of “coin” systems used in the construction of quantum walks. They are quantum coun-
terparts of the popular program construct of alternation, case statement or switch statement
in classical programming languages and probabilistic choice in probabilistic programming
languages. Based on them, a new quantum programming language, called QGCL, is de-
fined. This language can be seen as a quantum generalization of Dijkstra’s language GCL
of guarded commands and Morgan et al.’s probabilistic programming language pGCL. It
is also an extension of Sanders and Zuliani’s quantum programming language qGCL. A
salient feature of QGCL that all the previous quantum programming languages do not en-
joy is that it can fully support a novel quantum programming paradigm - superposition of
programs - which has been implicitly but widely used in the design of quantum walk-based
algorithms. We believe that from the programming language point of view, the paradigm
of superposition of programs will be a significant step to further exploit the power of quan-
tum computing. This paper presents the denotational and weakest precondition semantics
of the language QGCL, and establishes a group of basic algebraic laws that are useful in
verification, transformation and compilation of QGCL programs.

We have developed a preliminary theory of quantum programming with quantum alter-
nation and choice, but also leave a series of problems unsolved. Here, we list some of them
for the future studies:
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• The recursive construct of iteration (or while loop) can be conveniently defined in
terms of alternation in classical programming languages. Akind of while loop for
quantum programming was considered in [36, 46] based on the classical alternation
(5) of quantum programs, and it can be appropriately calledclassical controlled quan-
tum loop. How can we definequantum controlled loop- loop based on quantum
alternation introduced in this paper? One of the key design ideas of almost all ex-
isting quantum programming languages can be summarised by the influential slogan
“quantum data, classical control” proposed by Selinger [36], meaning that the control
flow of a quantum program is still classical, but the program operates on quantum
data. An exception is Altenkirch and Grattage’s functionallanguage QML [4], where
“quantum control” flow was introduced. It seems that quantumalternation and choice
together with quantum controlled loop will provide a much more general structure of
control flows for quantum programming.

• A quantum Floyd-Hoare logic was developed in [13, 23, 43] forquantum programs
with only classical control flows. So, a further interestingproblem would be to extend
this logic so that it can also be used to reasoning about programs with quantum control
flows.

• Of course, another important problem for further research is the implementation of the
new quantum programming language QGCL. It is interesting tonotice that recently
physicists [49, 6] started to research on the physical implementation of a kind of
control of quantum operations, which is similar to the guarded composition of two
super-operators considered in Section 3.
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A Choice of the Coefficients in Guarded Compositions of Quan-
tum Operations

The coefficients in the right-hand side of the defining equation (24) of guarded composition
of operator-valued function are chosen in a very special waywith a physical interpreta-
tion in terms of conditional probability. This Appendix shows that other choices of these
coefficients are possible. Let’s first consider the guarded composition

U
△
= �

n
k=1|k〉 → Uk

of unitary operatorsUk (1 ≤ k ≤ n) in a Hilbert spaceH along an orthonormal basis{|k〉}
of a “coin” Hilbert spaceHC . If for each1 ≤ k ≤ n, we add a relative phaseθk into the
defining equation (20) ofU :

U(|k〉|ψ〉) = eiθk |k〉(Uk|ψ〉) (41)

for all |ψ〉 ∈ H, then equation (21) is changed to

U





∑

k,j

αkj|k〉|ψj〉



 =
∑

k,j

αkje
iθk |k〉(Uk|ψj〉). (42)

It is easy to see that the new operatorU defined by equation (41) or (42) is still unitary.

The idea of adding relative phases also applies to the guarded composition of operator-
valued functions. Consider

F
△
= �

n
k=1|k〉 → Fk

where{|k〉} is an orthonormal basis ofHC , andFk is an operator-valued function inH
over∆k for every1 ≤ k ≤ n. We arbitrarily choose a sequenceθ1, ..., θn of real numbers
and change the defining equation (24) ofF to

F (⊕n
k=1δk)|Ψ〉 =

n
∑

k=1

eiθk





∏

l 6=k

λlδl



 |k〉(Fk(δk)|ψk〉 (43)

for any |Ψ〉 = ∑n
k=1 |k〉|ψk〉 ∈ HC ⊗ H, whereλlδl ’s are the same as in Definition 3.4.

Then it is clear thatF defined by equation (43) is still an operator-valued function. Indeed,
this conclusion is true for a much more general guarded composition of operator-valued
functions. LetFk be an operator-valued function inH over∆k for each1 ≤ k ≤ n, and let

α =
{

α
(k)
δ1,...,δk−1,δk+1,...,δn

: 1 ≤ k ≤ n and δl ∈ ∆l for l = 1, ..., k − 1, k + 1, ..., n
}

(44)
be a family of complex numbers satisfying the normalizationcondition:

∑

δ1∈∆1,...,δk−1∈∆k−1,δk+1∈∆k+1,...,δn∈∆n

∣

∣

∣
α
(k)
δ1,...,δk−1,δk+1,...,δn

∣

∣

∣

2
= 1 (45)
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for every1 ≤ k ≤ n. Then we can define theα−guarded composition

F
△
= (α) (�n

k=1|i〉 → Fk)

of Fk (1 ≤ k ≤ n) along an orthonormal basis{|k〉} ofHC by

F (⊕n
k=1δk)

(

n
∑

k=1

|k〉|ψk〉
)

=

n
∑

k=1

α
(k)
δ1,...,δk−1,δk+1,...,δn

|k〉 (Fk(δk)|ψk〉) (46)

for any |ψ1〉, ..., |ψn〉 ∈ H and for anyδk ∈ ∆k (1 ≤ k ≤ n). Note that coefficient

α
(k)
δ1,...,δk−1,δk+1,...,δn

does not contain parameterδk. This independence together with con-
dition ( 45) guarantees that theα−guarded composition is an operator-valued function, as
can be seen from the proof of Lemma 3.2 presented in Appendix C.1.

Example A.1 1. Definition 3.4 is a special case ofα−guarded composition because if
for any1 ≤ i ≤ n andδk ∈ ∆k (k = 1, ..., i − 1, i + 1, ..., n), we set

αi
δ1,...,δi−1,δi+1,...,δn

=
∏

k 6=i

λkδk ,

whereλkδk ’s are given by equation (25), then equation (46) degenerates to (24).

2. Another possible choice ofα is

αi
δ1,...,δi−1,δi+1,...,δn

=
1

√

∏

k 6=i |∆k|

for all 1 ≤ i ≤ n and δk ∈ ∆k (k = 1, ..., i − 1, i + 1, ..., n). Obviously, for this
familyα of coefficients, theα−guarded composition cannot be obtained by modifying
Definition 3.4 with relative phases.

Now we are able to define parameterized quantum alternation and choice, which are
needed in the presentation of some algebraic laws in Section6.

Definition A.1 1. Letq, {|i〉} and{Pi} be as in Definition 2.1 (4). Furthermore, let the
classical states∆(Pi) = ∆i for everyi, and letα be a family of parameters satisfying
condition (45), as in equation (44). Then theα−quantum alternation ofP1, ..., Pn

guarded by basis states|i〉’s is

P
△
= qif (α)[q] (�i · |i〉 → Pi) fiq (47)

and its semi-classical semantics is

⌈P ⌉ = (α)(�n
i=1|i〉 → ⌈Pi⌉).
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2. Let P , {|i〉} and Pi’s be as in Definition 5.1, and letα be as above. Then the
α−quantum choice ofPi’s according toP along the basis{|i〉} is defined as

[P (α)]

(

⊕

i

|i〉 → Pi

)

△
= P ;qif (α)[q] (�i · |i〉 → Pi) end.

The symbol[q] in quantum alternation (47) can be dropped whenever quantumvari-
ablesq can be recognized from the context. At the first glance, it seems unreasonable that
the parametersα in the syntax (47) ofα−quantum alternation are indexed by the classical
states ofPi. But this is not problematic at all because the classical states ofPi are com-
pletely determined by the syntax ofPi. The purely quantum denotational semantics of the
α−quantum alternation can be obtained from its semi-classical semantics according to Def-
inition 4.3, and the semantics ofα−quantum choice can be derived from the semantics of
α−quantum alternation.

B Quantum Alternation Guarded by Subspaces

A major difference between alternation (2) of classical programs and quantum alternation
(18) can be revealed by a comparison between their guards: the guardsGi in the former are
propositions about the program variables, whereas the guards|i〉 in the latter are basis states
of the “coin” spaceHC . However, this difference is not as big as we imagine at the first
glance. In the Birkhoff-von Neumann quantum logic [10], a proposition about a quantum
system is expressed by a closed subspace of the state Hilbertspace of the system. This
observation leads us to a way to define quantum alternation guarded by propositions about
the “coin” system instead of basis states of the “coin” space.

Definition B.1 Letq be a sequence of quantum variables and{Pi} be a family of programs
such that

q ∩
(

⋃

i

qV ar(Pi)

)

= ∅.

Suppose that{Xi} is a family of propositions about the “coin” systemq, i.e. closed sub-
spaces of the “coin” spaceHq, satisfying the following two conditions:

1. Xi’s are pairwise orthogonal, i.e.Xi1⊥Xi2 providedi1 6= i2;

2.
⊕

iXi
△
= span (

⋃

iXi) = Hq.

Then

1. The quantum alternation ofPi’s guarded by subspacesXi’s:

P
△
= qif [q] (�i ·Xi → Pi) fiq (48)

is a program.
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2. The quantum variables of the alternation are:

qV ar(P ) = q ∪
(

⋃

i

qV ar(Pi)

)

.

3. The purely quantum denotational semantics of the alternation is:

JP K = {Jqif [q] (�i, ji · |ϕiji〉 → Piji) fiqK : {|ϕiji〉} is an orthonormal

basis of Xi for each i, and Piji = Pi for every i, ji}.
(49)

For simplicity, the variablesq in quantum alternation (48) can be dropped if they can
be recognized from or irrelevant in the context. It is clear that the union

⋃

i{|ϕiji〉} of the
bases of subspacesXi’s in equation (49) is an orthonormal basis of the whole “coin” space
HC . Note that the purely quantum semantics of alternation (48)guarded by subspaces is a
set of super-operators rather than a single super-operator. So, alternation (48) is a nonde-
terministic program, and its nondeterminism comes from different choices of the bases of
guard subspaces. Furthermore, an alternation guarded by basis states of these subspaces is
a refinement of alternation (48).

The notion of program equivalence in Definition 4.4 can be easily generalized to the
case of nondeterministic programs provided we make the following conventions:

• If Ω is a set of super-operators andF a super-operator, then

Ω⊗F = {E ⊗ F : E ∈ Ω};

• We identify a single super-operator with the set containingonly this super-operator.

Some basic properties of quantum alternation guarded by subspaces are given in the follow-
ing:

Proposition B.1 1. If Pi does not contain any measurement for alli, then for any or-
thonormal basis{|ϕiji〉} ofXi (1 ≤ i ≤ n), we have:

qif (�i ·Xi → Pi) fiq ≡ qif (�i, ji · |ϕiji〉 → Piji) fiq

wherePiji = Pi for everyi, ji. In particular, if Ui is an unitary operator inHq for
all i, then

qif [qC ](�i ·Xi → Ui[q]) fiq ≡ U [qC , q]

whereU =
∑

i(IXi
⊗ Ui) is an unitary operator inHqC∪q.

2. LetU be a unitary operator inHq. If for everyi, Xi is an invariant subspace ofU ,
i.e.UXi = {U |ψ〉 : |ψ〉 ∈ Xi} ⊆ Xi, then

U [q];qif [q] (�i ·Xi → Pi) fiq;U †[q] ≡ qif [q] (�i ·Xi → Pi) fiq.
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C Proofs of Lemmas, Propositions and Theorems

C.1 Proof of Lemma 3.2

Clause (2) can be proved by a routine calculation, which is omitted here. To prove clause
(1), we write:

F
△
=

∑

δ1∈∆1,...,δn∈∆n

F (⊕n
i=1δi)

† · F (⊕n
i=1δi).

Our purpose is to show thatF ⊑ IHC⊗H, andF = IHC⊗H whenever allFi’s are full. To
do this, we start with an auxiliary equality. For any|Φ〉, |Ψ〉 ∈ HC ⊗H, we can write:

|Φ〉 =
n
∑

i=1

|i〉|ϕi〉, |Ψ〉 =
n
∑

i=1

|i〉|ψi〉

where|ϕi〉, |ψi〉 ∈ H for each1 ≤ i ≤ n. Then we have:

〈Φ|F |Ψ〉 =
∑

δ1,...,δn

〈Φ|F (⊕n
i=1δi)

† · F (⊕n
i=1δi)|Ψ〉

=
∑

δ1,...,δn

n
∑

i,i′=1





∏

k 6=i

λ∗kδk









∏

k 6=i′

λkδk



 〈i|i′〉〈ϕi|Fi(δi)
†Fi′(δi′)|ψi′〉

=
∑

δ1,...,δn

n
∑

i=1





∏

k 6=i

|λkδk |2


 〈ϕi|Fi(δi)
†Fi(δi)|ψi〉

=
n
∑

i=1





∑

δ1,...,δi−1,δi+1,...,δn





∏

k 6=i

|λkδk |2


 ·
∑

δi

〈ϕi|Fi(δi)
†Fi(δi)|ψi〉





=

n
∑

i=1

∑

δi

〈ϕi|Fi(δi)
†Fi(δi)|ψi〉

=

n
∑

i=1

〈ϕi|
∑

δi

Fi(δi)
†Fi(δi)|ψi〉

(50)

because for eachk, we have:
∑

δk

|λkδk |2 = 1,

and thus
∑

δ1,...,δi−1,δi+1,...,δn





∏

k 6=i

|λkδk |2


 =
∏

k 6=i





∑

δk

|λkδk |2


 = 1. (51)

Now we are ready to prove our conclusions by using equation (50).
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(1) We first prove thatF ⊑ IHC⊗H, i.e. F is an operator-valued function inHC ⊗ H
over

⊕n
i=1 ∆n. It suffices to show that〈Φ|F |Φ〉 ≤ 〈Φ|Φ〉 for each|Φ〉 ∈ HC ⊗H. In fact,

for each1 ≤ i ≤ n, sinceFi is an operator-valued function, we have:

∑

δi

Fi(δi)
†Fi(δi) ⊑ IH.

Therefore, it holds that

〈ϕi|
∑

δi

Fi(δi)
†Fi(δi)|ϕi〉 ≤ 〈ϕi|ϕi〉.

Then it follows immediately from equation (50) that

〈Φ|F |Φ〉 ≤
n
∑

i=1

〈ϕi|ϕi〉 = 〈Φ|Φ〉.

So,F is an operator-valued function.

(2) Secondly, we prove thatF is full for the case where allFi (1 ≤ i ≤ n) are full. It
requires us to show thatF = IHC⊗H. In fact, for every1 ≤ i ≤ n, we have:

∑

δi

Fi(δi)
†Fi(δi) = IH

becauseFi is full. Thus, it follows from equation (50) that for any|Φ〉, |Ψ〉 ∈ HC ⊗H,

〈Φ|F |Ψ〉 =
n
∑

i=1

〈ϕi|ψi〉 = 〈Φ|Ψ〉.

So, it holds thatF = IH⊗Hs by arbitrariness of|Φ〉 andΨ〉, andF is full.

C.2 Proof of Proposition 4.1

Clauses (1) - (4) are obvious. To prove clause (5), let

P
△
= measure (�m ·M [q : x] = m→ Pm) end.
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Then by Definitions 4.2 and 4.3, for any partial density operator ρ inHqvar(P ), we have:

JP K(ρ) =
∑

m

∑

δ∈∆(Pm)

⌈P ⌉(δ[x← m])ρ⌈P ⌉(δ[x ← m])†

=
∑

m

∑

δ∈∆(Pm)

(

⌈Pm⌉(δ) ⊗ Iqvar(P )\qvar(Pm)

) (

Mm ⊗ Iqvar(P )\q
)

ρ
(

M †
m ⊗ Iqvar(P )\q

)(

⌈Pm⌉(δ)† ⊗ Iqvar(P )\qvar(Pm)

)

=
∑

m

∑

δ∈∆(Pm)

(

⌈Pm⌉(δ) ⊗ Iqvar(P )\qvar(Pm)

)

(

MmρM
†
m

)

(

⌈Pm⌉(δ)† ⊗ Iqvar(P )\qvar(Pm)

)

=
∑

m

JPmK
(

MmρM
†
m

)

=

(

∑

m

[

(Mm ◦M †
m); JPmK

]

)

(ρ).

Finally, we prove clause (6). For simplicity of the presentation, we write:

P
△
= qif [q](�i · |i〉 → Pi) fiq.

By Definitions 4.2, we obtain:

⌈P ⌉ = �i|i〉 → ⌈Pi⌉.

Note that⌈Pi⌉ ∈ F(JPiK) for every1 ≤ i ≤ n, whereF(·) is defined as in the paragraph
before Definition 3.3. Therefore, it follows from Definition4.3 that

JP K = E(⌈P ⌉) ∈ {E(�i |i〉 → Fi) : Fi ∈ F(JPiK) for every i} = �i |i〉 → JPiK.

C.3 Proof of Proposition 4.2

The proof is based on the following key lemma by D’Hondt and Panangaden [16].

Lemma C.1 If the semantic functionJP K of programP has the Kraus operator-sum repre-
sentation:

JP K =
∑

j

Ej ◦ E†
j ,

then we have:
wp.P =

∑

j

E†
j ◦ Ej.
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Now we start to prove Proposition 4.2. Clauses (1) - (4) are immediate corollaries of
Proposition 4.1 and Lemma C.1. Clause (5) can be directly proved by the transformation
between the purely quantum semantics of a program and its weakest precondition semantics
given by Lemma C.1. We write:

P
△
= measure (�m ·M [q : x] = m→ Pm) end,

and suppose that for everym,

JPmK =
∑

m

Emim ◦ E†
mim

.

Then by Proposition 4.1 (5) we have:

JP K =
∑

m

[

(Mm ◦M †
m); JPmK

]

=
∑

m

[

(Mm ◦M †
m);
∑

im

(

Emim ◦ E†
mim

)

]

=
∑

m

∑

im

[

(EmimMm) ◦ (M †
mE

†
mim

)
]

=
∑

m

∑

im

[

(EmimMm) ◦ (EmimMm)†
]

.

Using Lemma C.1 we obtain:

wp.P =
∑

m

∑

im

[

(EmimMm)† ◦ (EmimMm)
]

=
∑

m

∑

im

[

(M †
mE

†
mim

) ◦ (EmimMm)
]

=
∑

m

[

∑

im

(

E†
mim
◦ Emim

)

;
(

M †
m ◦Mm

)

]

=
∑

m

[

wp.Pm; (M †
m ◦Mm)

]

.

The proof technique of clause (6) is different from that of clause (5). To prove clause (6),
it is enough to consider the purely quantum semantics of the involved programs. Instead, we
have to go to the semi-classic semantics. For each1 ≤ i ≤ n, assume that the semi-classical
semantics ofPi is the function⌈Pi⌉ over∆ = {ji} such that

⌈Pi⌉(ji) = Eiji

for everyji. Then by Definition 4.3 we obtain:

JPiK =
∑

ji

Eiji ◦ E†
iji
,
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and it follows from Lemma C.1 that

wp.Pi =
∑

ji

E†
iji
◦Eiji .

Now we compute the guarded composition of these operator-valued functions. For any state

|ϕ〉 =
n
∑

i=1

|i〉|ϕi〉

in HC ⊗H, where|ϕi〉 ∈ Hqvar(Pi) (1 ≤ i ≤ n), we define:

Gj1...jn(|ϕ〉) =
n
∑

i=1

ζi|i〉(E†
iji
|ϕi〉),

ζi =
∏

k 6=i

δkjk

for anyj1, ..., jn andi, where

δkjk =

√

√

√

√

tr(E†
kjk

)†E†
kjk

∑

lk
(E†

klk
)†E†

klk

.

It is obvious that

δkjk =

√

√

√

√

trE†
kjk
Ekjk

∑

lk
E†

klk
Eklk

= λkjk (52)

andλkjk ’s are defined by equation (25). By Definitions 3.4 and 3.5 we have:
∑

j1,...,jn

Gj1...jn ◦G†
j1...jn

∈ �
n
i=1 |i〉 → wp.Pi.

On the other hand, we write

P
△
= qif (�i · |i〉 → Pi) fiq.

Then by Definitions 4.2 (5) and 4.3 we have:

JP K =
∑

j1,...,jn

Fj1...jn ◦ F †
j1...jn

whereFj1...jn ’s are defined by equation (24). Applying Lemma C.1 once again, we obtain:

wp.P =
∑

j1,...,jn

F †
j1...jn

◦ Fj1...jn.

So, we complete the proof of clause (6) if we are able to prove that

Gj1...jn = F †
j1...jn
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for all j1, ..., jn. In fact, we can prove the above equality by a straightforward calculation:
for any state

|ϕ〉 =
n
∑

i=1

|i〉|ϕi〉, |ψ〉 =
n
∑

i=1

|i〉|ψi〉

with |ϕ〉, |ψi〉 ∈ Hqvar(Pi) (1 ≤ i ≤ n), it holds that

(Gj1...jn|ϕ〉, |ψ〉) =
(

n
∑

i=1

ζi|i〉(E†
iji
|ϕi〉),

n
∑

i=1

|i〉|ψi〉
)

=
∑

i,i′

ζ∗i 〈i|i′〉(E†
iji
|ϕi〉, |ψi′〉)

=
∑

i

ζi(E
†
iji
|ϕi〉, |ψi〉)

=
∑

i

ζi(|ϕi〉, Eiji |ψi〉)

=
∑

i,i′

ζi〈i|i′〉(|ϕi〉, Ei′ji′
|ψi′〉)

=

(

n
∑

i=1

|i〉|ϕi〉,
n
∑

i=1

ζi|i〉(Eiji |ψi〉)
)

= (|ϕ〉, Fj1...jn|ψ〉)

becauseζi’s are real numbers, and it follows from equation (52) that

ζi =
∏

k 6=i

λkjk

for each1 ≤ i ≤ n. Thus, we complete the proof.

C.4 Proof of Theorem 5.1

To simplify the presentation, we write:

R
△
= qif [q](�i · |i〉 → Pi) fiq.

We need to work at the level of semi-classical semantics first, and then lift it to the purely
quantum semantics. Assume that the semi-classical semantics ⌈Pi⌉ is the operator-valued
function over∆i such that⌈Pi⌉(δi) = Eiδi for eachδi ∈ ∆i. Let states

|ψ〉 ∈ H⋃n
i=1 qvar(Pi)

and|ϕ〉 ∈ Hq. We can write:

|ϕ〉 =
n
∑

i=1

αi|i〉
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for some complex numbersαi (1 ≤ i ≤ n). Then for anyδi ∈ ∆i (1 ≤ i ≤ n), we have:

|Ψδ1...δn〉
△
= ⌈R⌉(⊕n

i=1δi)(|ϕ〉|ψ〉)

= ⌈R⌉(⊕n
i=1δi)

(

n
∑

i=1

αi|i〉|ψ〉
)

=

n
∑

i=1

αi





∏

k 6=i

λkδk



 |i〉(Eiσi
|ψ〉)

whereλiδi ’s are defined as in equation (25). We continue to compute:

|Ψδ1...δn〉〈Ψδ1...δn | =
n
∑

i,j=1



αiα
∗
j





∏

k 6=i

λkδk









∏

k 6=j

λkδk



 |i〉〈j| ⊗ Eiδi |ψ〉〈ψ|E†
jδj



 ,

and it follows that

trHq
|Ψδ1...δn〉〈Ψδ1...δn | =

n
∑

i=1

|αi|2




∏

k 6=i

λkδk





2

Eiδi |ψ〉〈ψ|E†
iδi
.

Using equation (51), we obtain:

trHq
JRK(|ϕψ〉〈ψϕ|) = trHq





∑

δ1,...,δn

|Ψδ1...δn〉〈Ψδ1...δn |





=
∑

δ1,...,δn

trHq
|Ψδ1...δn〉〈Ψδ1...δn |

=
n
∑

i=1

|αi|2




∑

δ1,...,δi−1,δi+1,...,δn





∏

k 6=i

λkδk





2

 ·





∑

δi

Eiδi |ψ〉〈ψ|E†
iδi





=

n
∑

i=1

|αi|2JPiK(|ψ〉〈ψ|).

(53)

Now we do spectral decomposition forJP K(ρ), which is a density operator, and assume
that

JP K(ρ) =
∑

l

sl|ϕl〉〈ϕl|.

We further write:
|ϕl〉 =

∑

i

αli|i〉

for everyl. For any density operatorσ inH⋃n
i=1 qvar(Pi), we can writeσ in the form of

σ =
∑

m

rm|ψm〉〈ψm|.
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Then using equation (53), we get:

Jbegin local q := ρ;[P ]

(

n
⊕

i=1

|i〉 → Pi

)

endK(σ)

= trHq
JP ;RK(σ ⊗ ρ)

= trHq
JRK(σ ⊗ JP K(ρ))

= trHq
JRK





∑

m,l

rmsl|ψmϕl〉〈ϕlψm|





=
∑

m,l

rmsltrHq
JRK(|ψmϕl〉〈ϕlψm|)

=
∑

m,l

rmsl

n
∑

i=1

|αli|2JPiK(|ψm〉〈ψm|)

=
∑

l

n
∑

i=1

sl|αli|2JPiK
(

∑

m

rm|ψm〉〈ψm|
)

=
∑

l

n
∑

i=1

sl|αli|2JPiK(σ)

=
n
∑

i=1

(

∑

l

sl|αli|2
)

JPiK(σ)

=

t
n
∑

i=1

Pi@pi

|
(σ),

where

pi =
∑

l

sl|αli|2 =
∑

l

sl〈i|ϕl〉〈ϕl|i〉 = 〈i|
(

∑

l

sl|ϕl〉〈ϕl|
)

|i〉 = 〈i|JP K(ρ)|i〉.

C.5 Proof of Theorem 6.2

We first prove equation (38). LetLHS andRHS stand for the left and right hand side of
equation (38), respectively. What we want to prove isJLHSK = JRHSK. But we need to
work with the semi-classical semantics, and show that⌈LHS⌉ = ⌈RHS⌉. Assume that
⌈Pi⌉ is the operator-valued function over∆i such that

⌈Pi⌉(δi) = Fiδi

for eachδi ∈ ∆i (1 ≤ i ≤ n). We write:

P
△
= qif (�i · U †

q |i〉 → Pi) fiq.
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Then for any state

|ψ〉 =
n
∑

i=1

|i〉|ψi〉,

where|ψi〉 ∈ HV (1 ≤ i ≤ n), andV =
⋃n

i=1 qvar(Pi), we have:

⌈P ⌉(⊕n
i=1δi)|ψ〉 = ⌈P ⌉(⊕n

i=1δi)





n
∑

i=1





n
∑

j=1

Uij(U
†
q |j〉)



 |ψi〉





= ⌈P ⌉(⊕n
i=1δi)





n
∑

j=1

(U †
q |j〉)

(

n
∑

i=1

Uij|ψi〉
)





=
n
∑

j=1





∏

k 6=j

λkδk



 (U †
q |j〉)Fjδj

(

n
∑

i=1

Uij|ψi〉
)

,

whereλkδk ’s are defined by equation (25). Then it holds that

⌈RHS⌉(⊕n
i=1δi)|ψ〉 = Uq(⌈P ⌉(⊕n

i=1δi)|ψ〉)

=

n
∑

j=1





∏

k 6=j

λkδk



 |j〉Fjδj

(

n
∑

i=1

Uij |ψi〉
)

= ⌈P ⌉(⊕n
i=1δi)





n
∑

j=1

|j〉
(

n
∑

i=1

Uij |ψi〉
)





= ⌈P ⌉(⊕n
i=1δi)





n
∑

i=1





n
∑

j=1

Uij |j〉



 |ψi〉





= ⌈P ⌉(⊕n
i=1δi)

(

n
∑

i=1

(Uq|i〉)|ψi〉
)

= ⌈LHS⌉(⊕n
i=1δi)|ψ〉.

So, we complete the proof of equation (38).

Now we are ready to prove equation (39). The basic idea is to use equation (38) that we
just proved above to prove the more general equation (39). So, we need to turn the general
“coin” programP into a special “coin” program which is a unitary transformation. The
technique that we used before to deal with super-operators is always the Kraus operator-
sum representation. Here, however, we have to employ the system-environment model of
super-operators (see equation (8.38) in [33]). SinceJP K is a super-operator inHq, there
must be a family of quantum variablesr, a pure state|ϕ0〉 ∈ Hr, a unitary operatorU in
Hq ⊗Hr, and a projection operatorK onto some closed subspaceK of Hr such that

JP K(ρ) = trHr
(KU(ρ⊗ |ϕ0〉〈ϕ0|)U †K) (54)
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for all density operatorsρ in Hq. We choose an orthonormal basis ofK and then extend
it to an orthonormal basis{|j〉} of Hr. Define pure states|ψij〉 = U †|ij〉 for all i, j and
programs

Qij =

{

Pi if |j〉 ∈ K,
abort if |j〉 /∈ K.

Then by a routine calculation we have:

Jqif (�i, j · |ij〉 → Qij) fiqK(σ) = Jqif (�i · |i〉 → Pi) fiqK(KσK) (55)

for anyσ ∈ Hq∪r∪V , whereV =
⋃n

i=1 qvar(Pi). We now writeRHS for the right hand
side of equation (39). Then we have:

JRHSK(ρ) = trHr

(

Jqif (�i, j · U †|ij〉 → Qij) fiq;U [q, r]K(ρ⊗ |ϕ0〉〈ϕ0|
)

= trHr





u
v[U [q, r]]





⊕

i,j

|ij〉 → Qij





}
~ (ρ⊗ |ϕ0〉〈ϕ0|)





= trHr

(

Jqif (�i, j · |ij〉 → Qij) fiqK(U(ρ⊗ |ϕ0〉〈ϕ0|)U †)
)

= trHr
Jqif (�i · |i〉 → Pi) fiqK(KU(ρ⊗ |ϕ0〉〈ϕ0|)U †K)

= Jqif (�i · |i〉 → Pi) fiqK(trHr
(KU(ρ⊗ |ϕ0〉〈ϕ0|)U †K))

= Jqif (�i · |i〉 → Pi) fiqK(JP K(ρ))

=

t
[P ]

(

⊕

i

|i〉 → Pi

)|
(ρ)

for all density operatorsρ in Hq. Here, the second equality is obtained by using equa-
tion (38), the fourth equality comes from (55), the fifth equality holds becauser∩qvar(qif (�i·
|i〉 → Pi) fiq) = ∅, and the sixth equality follows from equation (54). Therefore, equa-
tion (39) is proved.

C.6 Proof of Theorem 6.1 and Theorem 6.3

The proof of Theorem 6.1 is similar to but simpler than the proof of Theorem 6.3. So, here
we only prove Theorem 6.3.

(1) Clause (1) is immediate from Theorem 5.1.

(2) To prove clause (2), we write:

Q
△
= qif [q](�i · |i〉 → Pi) fiq,

R
△
= qif [q](�i · |i〉 → Pτ(i)) fiq.

By definition, we haveLHS = P ;R andRHS = P ;Uτ [q];Q;Uτ−1 [q]. So, it suffices
to show thatR ≡ Uτ [q];Q;Uτ−1 [q]. Again, we first need to deal with the semi-classical
semantics of the two sides of this equality. Assume that⌈Pi⌉ is the operator-valued function
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over ∆i with ⌈Pi⌉(δi) = Eiδi for eachδi ∈ ∆i (1 ≤ i ≤ n). For each state|Ψ〉 ∈
Hq∪⋃n

i=1 qvar(Pi), we can write:

|Ψ〉 =
n
∑

i=1

|i〉|ψi〉

for some|ψi〉 ∈ H⋃n
i=1 qvar(Pi) (1 ≤ i ≤ n). Then for anyδ1 ∈ ∆τ(1), ..., δn ∈ ∆τ(n), it

holds that

|Ψδ1...δn〉
△
= ⌈R⌉(⊕n

i=1δi)(|Ψ〉)

=

n
∑

i=1





∏

k 6=i

µkδk



 |i〉(Eτ(i)δi |ψi〉),

where

µkδk =

√

√

√

√

trE†
τ(k)δk

Eτ(k)δk
∑

θk∈Στ(k)
trE†

τ(k)θk
Eτ(k)θk

= λτ(k)δk (56)

for everyk and δk, andλiσi
’s are defined by equation (25). On the other hand, we first

observe:

|Ψ′〉 △
= (Uτ )q(|Ψ〉) =

n
∑

i=1

|ψi〉|τ(i)〉 =
n
∑

j=1

|ψτ−1(j)〉|j〉.

Then for anyδ1 ∈ ∆1, ..., δn ∈ ∆n, it holds that

|Ψ′′
δ1...δn

〉 △
= ⌈Q⌉

(

n
⊕

i=1

δi

)

(

|Ψ′〉
)

=

n
∑

j=1





∏

l 6=j

λlδ
τ−1(l)



 |j〉(Ejδ
τ−1(j)

|ψτ−1(j)〉)

=
n
∑

i=1





∏

k 6=i

λτ(k)δk



 |τ(i)〉(Eτ(i)δi |ψi〉).

Furthermore, we have:

(Uτ−1)q(|Ψ′′
δ1...δn

〉) =
n
∑

i=1





∏

k 6=i

λτ(k)δk



 |i〉(Eτ(i)δi |ψi〉).

Therefore, we can compute the purely quantum semantics:

JUτ [q];Q;Uτ−1 [q]K(|Ψ〉〈Ψ|) = JQ;Uτ−1 [q](|Ψ′〉〈Ψ′|)K

= (Uτ−1)q





∑

δ1,...,δn

(|Ψ′′
δ1...δn

〉〈Ψ′′
δ1...δn

|



 (Uτ )q

=
∑

δ1,...,δn

|Ψδ1...δn〉〈Ψδ1...δn |

= JRK(Ψ〉〈Ψ|).

(57)
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Here, the second equality comes from equation (56) and the fact that τ is one-onto-one,
and thusτ−1(j) traverses over1, ..., n asj does. Thus, it follows from equation (57) and
spectral decomposition that

JRK(ρ) = JUτ [q];Q;Uτ−1 [q]K(ρ)

for any density operatorρ in Hq∪⋃n
i=1 qvar(Pi), and we complete the proof of clause (2).

(3) To prove clause (3), we write:

Xi
△
= qif (�ji · |ji〉 → Riji) fiq,

Yi
△
= [Qi]





ni
⊕

ji=1

|ji〉 → Riji





for every1 ≤ i ≤ m, and we further put:

X
△
= qif (�i · |i〉 → Yi) fiq,

T
△
= qif (�i · |i〉 → Qi) fiq,

Z
△
= qif (α)(�i, ji ∈ ∆ · |i, ji〉 → Riji) fiq.

Then by the definition of quantum choice we haveLHS = P ;X andRHS = P ;T ;Z.
So, it suffices to show thatX ≡ T ;Z. To do this, we consider the semi-classical semantics
of the involved programs. For each1 ≤ i ≤ m, and for each1 ≤ ji ≤ ni, we assume:

• ⌈Qi⌉ is the operator-valued function over∆i such that⌈Qi⌉(δi) = Fiδi for every
δi ∈ ∆i; and

• ⌈Riji⌉ is the operator-valued function overΣiji such that⌈Riji⌉(σiji) = E(iji)σiji
for

everyσiji ∈ Σiji.

We also assume that state

|Ψ〉 =
m
∑

i=1

|i〉|Ψi〉

where each|Ψi〉 is further decomposed into

|Ψi〉 =
ni
∑

ji=1

|ji〉|ψiji〉

with |ψiji〉 ∈ H⋃ni
ji=1 qvar(Riji

) for every1 ≤ i ≤ m and1 ≤ ji ≤ ni. To simplify the

presentation, we use the abbreviationσi = ⊕ni

ji=1σiji . Now we compute the semi-classical
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semantics of programYi:

⌈Yi⌉(δiσi)|Ψi〉 = ⌈Xi⌉(σi)(⌈Qi⌉(δi)|Ψi〉)

= ⌈Xi⌉(σi)





ni
∑

ji=1

(Fiδi |ji〉) |ψiji〉





= ⌈Xi⌉(σi)





ni
∑

ji=1





ni
∑

li=1

〈li|Fiδi |ji〉|li〉



 |ψiji〉





= ⌈Xi⌉(σi)





ni
∑

li=1

|li〉





ni
∑

ji=1

〈li|Fiδi |ji〉|ψiji〉









=

ni
∑

li=1



Λili · |li〉





ni
∑

ji=1

〈li|Fiδi |ji〉E(ili)σili
|ψiji〉









(58)

where the coefficients:
Λili =

∏

l 6=li

λ(il)σil
,

λ(il)σil
=

√

√

√

√

trE†
(il)σil

E(il)σil

∑ni

k=1 trE
†
(ik)σik

E(ik)σik

for each1 ≤ l ≤ ni. Then using equation (58), we can further compute the semi-classical
semantics of programX:

⌈X⌉(⊕m
i=1(δiσi))|Ψ〉 =

m
∑

i=1

(Γi · |i〉⌈Yi⌉(δiσi)|Ψi〉)

=

m
∑

i=1

ni
∑

li=1



Γi · Λili · |ili〉





ni
∑

ji=1

〈li|Fiδi |ji〉E(ili)σili
|ψiji〉









(59)

where
Γi =

∏

h 6=i

γhσh
,

γiσi
=

√

tr⌈Yi⌉(δiσi)†⌈Yi⌉(δiσi)
∑m

h=1 tr⌈Yh⌉(δhσh)†⌈Yh⌉(δhσh)
. (60)

57



On the other hand, we can compute the semi-classical semantics of programT :

⌈T ⌉(⊕m
i=1δi)|Ψ〉 = ⌈T ⌉(⊕m

i=1δi)

(

m
∑

i=1

|i〉|Ψi〉
)

=

m
∑

i=1

(Θi · |i〉Fiδi |Ψi〉)

=
m
∑

i=1



Θi · |i〉





ni
∑

ji=1

(Fiδi |ji〉)|ψiji〉









=

m
∑

i=1



Θi · |i〉





ni
∑

ji=1





ni
∑

li=1

〈li|Fiδi |ji〉|li〉



 |ψiji〉









=
m
∑

i=1

ni
∑

li=1



Θi · |ili〉





ni
∑

ji=1

〈li|Fiδi |ji〉|ψiji〉









where
Θi =

∏

h 6=i

θhδh ,

θiδi =

√

√

√

√

trF †
iδi
Eiδi

∑m
h=1 trF

†
hδh
Fhδh

for every1 ≤ i ≤ m. Consequently, we obtain the semi-classical semantics of program
T ;Z:

⌈T ;Z⌉((⊕m
i=1δi)(⊕m

i=1σi))|Ψ〉
= ⌈Z⌉(⊕m

i=1σi)(⌈T ⌉(⊕m
i=1δi)|Ψ〉)

= ⌈Z⌉(⊕m
i=1 ⊕ni

li=1 σiji)




m
∑

i=1

ni
∑

li=1



Θi · |ili〉





ni
∑

ji=1

〈li|Fiδi |ji〉|ψiji〉













=
m
∑

i=1

ni
∑

li=1



αili
{σjkj

}(j,kj ) 6=(i,li)
·Θi · |ili〉





ni
∑

ji=1

〈li|Fiδi |ji〉E(ili)σili
|ψiji〉







 .

(61)

By comparing equations (59) and (61), we see that it suffices to take

αili
{σjkj

}(j,kj) 6=(i,li)
=

Γi ·∆ili

Θi
(62)

for all i, li and{σjkj}(j,kj)6=(i,li). What remains to prove is the normalization condition:

∑

{σjkj
}(j,kj) 6=(i,li)

∣

∣

∣

∣

αili
{σjkj

}(j,kj ) 6=(i,li)

∣

∣

∣

∣

2

= 1. (63)
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To do this, we first compute coefficientsγiσi
. Let{|ϕ〉} be an orthonormal basis ofH⋃ni

ji=1 qvar(Riji
).

Then we have:

Gϕji

△
= ⌈Yi⌉(δiσi)|ϕ〉|ji〉 =

ni
∑

li=1

Λili · 〈li|Fiδi |ji〉E(ili)σili
|ϕ〉|li〉.

It follows that

G†
ϕji
Gϕji =

ni
∑

li,l
′
i=1

Λili · Λil′i
〈ji|F †

iδi
|li〉〈l′i|Fiδi |ji〉〈ϕ|E†

(ili)σili

E(il′i)σil′
i

|ϕ〉〈li|l′i〉

=

ni
∑

li=1

Λ2
ili
· 〈ji|F †

iδi
|li〉〈li|Fiδi |ji〉〈ϕ|E†

(ili)σili

E(ili)σili
|ϕ〉.

Furthermore, we obtain:

tr⌈Yi⌉(δiσi)†⌈Yi⌉(δiσi) =
∑

ϕ,ji

G†
ϕji
Gϕji

=

ni
∑

li=1

Λ2
ili
·





∑

ji

〈ji|F †
iδi
|li〉〈li|Fiδi |ji〉





(

∑

ϕ

〈ϕ|E†
(ili)σili

E(ili)σili
|ϕ〉
)

=

ni
∑

li=1

Λ2
ili
· tr(F †

iδi
|li〉〈li|Fiδi)tr(E

†
(ili)σili

E(ili)σili
).

(64)

Now a routine but tedious calculation yields equation (63) through substituting equation
(64) into (60) and then substituting equations (60) and (62)into (63).

(4) Finally, we prove clause (4). To prove the first equality,we write:

X
△
= qif (�i · |i〉 → Pi) fiq,

Y
△
= qif (α)(�i · |i〉 → (Pi;Q)) fiq.

Then by definition we haveLHS = P ;X;Q andRHS = P ;Y . So, it suffices to show
thatX;Q ≡CF Y . Suppose that⌈Pi⌉(σi) = Eiσi

for everyσi ∈ ∆(Pi) and⌈Q⌉(δ) = Fδ

for everyδ ∈ ∆(Q), and suppose that

|Ψ〉 =
n
∑

i=1

|i〉|ψi〉,

where|ψi〉 ∈ H⋃
i qvar(Pi) for all i. Then it holds that

⌈X;Q⌉((⊕n
i=1σi)δ)|Ψ〉 = ⌈Q⌉(δ)(⌈X⌉(⊕n

i=1σi)|Ψ〉)

= Fδ

(

n
∑

i=1

Λi|i〉(Eiσi
|ψi〉)

)

=
n
∑

i=1

Λi · |i〉(FδEiσi
|ψi〉)
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becauseqvar(P ) ∩ qvar(Q) = ∅, where

Λi =
∏

k 6=i

λkσk
,

λiσi
=

√

√

√

√

trE†
iσi
Eiσi

∑n
k=1 trE

†
kσk

Ekσk

. (65)

Furthermore, we have:

trHqvar(P )
(JX;QK(|Ψ〉〈Ψ|))

= trHqvar(P )





∑

{σi},δ

∑

i,j

ΛiΛj · |i〉〈j|(FδEiσi
|ψi〉〈ψj |E†

jσj
F †
δ )





=
∑

{σi},δ

∑

i

Λ2
i · FδEiσi

|ψi〉〈ψi|E†
iσi
F †
δ .

(66)

On the other hand, we can compute the semi-classical semantics ofY :

⌈Y ⌉(⊕n
i=1σiδi)|Ψ〉 =

n
∑

i=1

α
(i)
{σk ,δk}k 6=i

· |i〉(⌈Pi;Q⌉(σiδi)|ψi〉)

=

n
∑

i=1

α
(i)
{σk ,δk}k 6=i

· |i〉(FδiEσi
|ψi〉).

Furthermore, we obtain:

trHqvar(P )
(JY K(|Ψ〉〈Ψ|))

= trHqvar(P )





∑

{σi,δi}

∑

i,j

α
(i)
{σk ,δk}k 6=i

(α
(j)
{σl ,δl}l 6=j

)∗ · |i〉〈j|(FδiEiσi
|ψi〉〈ψj |E†

jσj
F †
δj
)





=
∑

{σi},δ

∑

i

∣

∣

∣
α
(i)
{σk ,δk}k 6=i

∣

∣

∣

2
· FδiEiσi

|ψi〉〈ψi|E†
iσi
F †
δi
.

(67)

Comparing equations (66) and (67), we see that

trHqvar(P )
(JX;QK(|Ψ〉〈Ψ|)) = trHqvar(P )

(JY K(|Ψ〉〈Ψ|))

if we take

α
(i)
{σk ,δk}k 6=i

=
Λi

√

|∆(Q)|
for all i, {σk} and{δk}. Sinceqvar(P ) ⊆ cvar(X;Q) ∪ cvar(Y ), it follows that

trHcvar(X;Q)∪cvar(Y )
(JX;QK(|Ψ〉〈Ψ|)) = trHcvar(X;Q)∪cvar(Y )

(JY K(|Ψ〉〈Ψ|)).
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Therefore, we can assert that

trHcvar(X;Q)∪cvar(Y )
(JX;QK(ρ)) = trHcvar(X;Q)∪cvar(Y )

(JY K(ρ))

for all density operatorρ by spectral decomposition, andX;Q ≡CF Y .

For the special case whereQ contains no measurements,∆(Q) is a singleton, say{δ}.
We write:

Z
△
= qif (�i · |i〉 → (Pi;Q)) fiq.

Then

⌈Z⌉(⊕n
i=1σiδ)|Ψ〉 =

n
∑

i=1





∏

k 6=i

θkσk



 · |i〉(FδEσi
|ψi〉),

where

θiσi
=

√

√

√

√

trE†
iσi
F †
δFδEiσi

∑n
k=1 trE

†
kσk

F †
δFδEkσk

= λiσi
,

whereλiσi
is given by equation (65), becauseF †

δ Fδ is the identity operator. Consequently,
⌈X;Q⌉ = ⌈Z⌉, and we complete the proof of the second equality of clause (4).
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