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Abstract

This paper is devoted to the problem of designing a sparsely distributed sliding mode control for networked systems. Indeed, this note employs a distributed sliding mode control framework by exploiting (some of) other subsystems’ information to improve the performance of each local controller so that it can widen the applicability region of the given scheme. To do so, different from the traditional schemes in the literature, a novel approach is proposed to design the sliding surface, in which the level of required control effort is taken into account during the sliding surface design based on the $\mathcal{H}_2$ control. We then use this novel scheme to provide an innovative less-complex procedure that explores sparse control networks to satisfy the underlying control objective. Besides, the proposed scheme to design the sliding surface makes it possible to avoid unbounded growth of control effort during the sparsification of the control network structure. Illustrative examples are presented to show the effectiveness of the proposed approach.

keywords Networked control systems, $\mathcal{H}_2$-based optimal sparse sliding mode control, distributed control systems, linear matrix inequality.
1 Introduction

Control systems that utilize spatially distributed components have been studied for a while. In early control systems, the information of the distributed sensors was transmitted to a central station (controller) through direct hard-wired links and then the generated control commands were sent to the spatially distributed actuators. Thanks to the recent advances in communication technology, efficient communication networks have been used in control systems, which has opened a new research area to consider the influences of communication networks on control systems [21].

Spatially distributed control systems with communication networks in their loop have been also regarded as networked control systems (NCSs). Utilizing a centralized control scheme in NCSs requires the central controller to have access to the states of all subsystems’ plants, which is not practical as it needs a larger and more costly control network. On the other hand, decentralized or distributed control architectures have been proposed and used in the literature [36, 30, 1, 11]. The general idea behind the decentralized control scheme is to use only the local state information in order to control the subsystems and thus there is no control network. This can be effective only when the interconnections between the subsystems are not strong [35, 25]. In other words, when the interconnections are strong, utilizing distributed control frameworks has been considered. In this strategy, each subsystem can exploit local state as well as the state of some other subsystems. Hence, compared to the decentralized control scheme, distributed control scheme can ensure the stability of the overall system in the presence of stronger subsystem interconnections [31]. Meantime, it also has less complexity and improved computational aspects compared to the centralized control scheme.

An outstanding research implemented on the sliding mode control (SMC) has been the decentralized SMC for large-scale interconnected systems; see [32, 33, 20, 17, 34] and the references therein. However, in the literature the distributed SMC, for the cases that the interconnections between different subsystems are not weak, has received less attention and hence requires more investigations. To achieve better closed-loop control performance, this paper, as the first step, provides a methodology to design a distributed SMC for a network with an arbitrarily given control topology, by establishing some level of communication between the different sub-controllers. It is also assumed that communication networks do not have any data packet loss, bandwidth limitation, or network delays. We will show that the proposed distributed
SMC has the ability to cover all the cases such as decentralized, distributed, and sparsely distributed topologies. Then, we will consider the problem of finding a sparse control network structure that can satisfy the control objective. This issue is basically vital in the design of massively distributed control networks, such as smart grid systems [21].

Although the SMC is now a well-known strategy, from the standpoint of constraining the available control action, all the traditional methods considered in the literature have shortcomings [5]. This drawback basically comes from the nature of the SMC design process which contains two separate stages. During the synthesizing the sliding function, there is no sense of the control action level that is required to induce and retain sliding. This issue is more crucial in this paper when it comes to sparsify the control network structure, as with no limits on the available control actions, it may result in the high level of control efforts that each subsystem’s controller requires to apply, which is not a practical case. To deal with this problem, [19] proposes a scheme to design a sliding surface which minimizes a cost functional of the system state and control input. However, the method given in [19] has several limitations. As the method in [19] needs to ensure that at least one eigenvalue of the closed-loop system (for single input systems) is a real value, not necessarily any arbitrary weighting matrices in the objective function can result in a sliding mode control. Hence, this reference either reselects the weighting matrices or approximates the closed-loop system eigenvalues so that a set of eigenvalues are generated which can be split between the range-space and null-space dynamics. However, no precise scheme is given on how to reselect the weighting matrices. Further, the approximation of eigenvalues may lead to a loss in optimality and possibly robustness. In order to resolve the limitations of [19], [26] proposes a framework in which a weighting matrix is computed that is tried to be the closest to the desired one and also results in the desired eigenvalues. The SMC then can be designed according to the obtained eigenvalues and weighting matrix. However, both methods in [19, 26] are only applicable to single input systems. Alternatively, [5] considers this problem and proposes two new frameworks. However, the proposed methods in [5] rely on a special system coordinate transformation which bounds the possible adoption of these methods to our control structure sparsification problem. This paper alternatively develops a different approach by which we can deal with an $\mathcal{H}_2$ based optimal structured SMC problem.

Recently, the issue of designing a control network with minimum communication links has been studied in the literature [21, 23, 24, 22, 14, 15, 16]. As
an illustration, [14] proposes a non-convex condition which is solved numerically by exploiting a convex reweighted ℓ₁ norm approximation. Furthermore, [21] considers the problem of finding the sparsest control/observer network that satisfies the obtained stability condition. Roughly speaking, the sparsity is formulated in terms of cardinality (ℓ₀ quasi-norm) of the feedback gain in these references, which is then relaxed by the (weighted) ℓ₁-norm (see [3]). In this paper in order to address the problem of designing a sparse SMC controller, a specific form of fictitious system, whose matrices contain the control network structure, is derived. This makes the well-developed weighted ℓ₁ algorithm infeasible to our problem. Alternatively, this paper proposes a heuristic scheme to obtain the sparse sliding mode controller.

The rest of this paper is as follows. Section 2 describes the problem formulation and preliminaries. Section 3 presents the structured ℋ₂ based sliding mode control. Section 4 demonstrates our heuristic method to solve the problem of finding a favourable sparse structure for the control network. Effectiveness of the proposed sparsely distributed SMC is studied by numerical examples in Section 5. Finally, Section 6 concludes this paper.

Notation: \([\Sigma_{ij}]_{q \times q}\) is a block matrix with block entries \(\Sigma_{ij}, i = 1, \ldots, q, j = 1, \ldots, q\). \(\text{diag}[\Sigma_{i}]_{i=1}^{q}\) is a block-diagonal matrix with block entries \(\Sigma_{i}, i = 1, \ldots, q\). Moreover, \(\text{col}(\nu_{i})_{i=1}^{q}\) denotes a block-vector with block entries \(\nu_{i}, i = 1, \ldots, q\). \(\{\circ\}\) denotes an operator for \(\Xi = [\xi_{ij}]_{h \times h}\) in which \(\xi_{ij} \in \mathbb{R}\) and \(W = [W_{ij}]_{h \times h}\) in which \(W_{ij} \in \mathbb{R}^{r_{i} \times s_{j}}\) such that \(\Xi \circ W = [\xi_{ij}W_{ij}]_{h \times h}\). \(\mathbf{1}_{p \times q}\) denotes a \(p \times q\) matrix with all entries equal to 1.

2 Problem Formulation and Preliminaries

Consider a large scale networked system consisting of \(h\) subsystems,

\[
\dot{x}_i(t) = A_i x_i(t) + \sum_{j=1, j \neq i}^{h} A_{ij} x_j(t) + B_i [u_i(t) + f_i(x_i)],
\]

where \(x_i \in \mathbb{R}^{n_i}\) and \(u_i \in \mathbb{R}^{m_i}\) are the state vector and control input vector of the \(i\)-th subsystem, respectively. The matrices in (1) are constant and of appropriate dimensions. Besides, \(A_{ij} \neq 0\) if the sub-system \(j\) influences directly the sub-system \(i\). Without loss of generality, it is also assumed that \(\text{rank}(B_i) = m_i\). \(f_i(x_i) \in \mathbb{R}^{m_i}\) is the matched uncertainty.

To design the sliding surface in this paper it is assumed that the system
in (1) is in a special coordinate (see e.g. [5]) which is more stringent than what is considered in the well-known regular form coordinate. Thus, it is assumed that the input distribution matrix in (1) has the following form

\[ B_i = \begin{bmatrix} 0 \\ I_{m_i} \end{bmatrix}, \]  

(2)

Define

\[ x(t) := \text{col}(x_i(t))_{i=1}^h, \quad u(t) := \text{col}(u_i(t))_{i=1}^h, \]
\[ f(x) := \text{col}(f_i(x_i))_{i=1}^h, \]  

(3)

and

\[ A := \text{diag}[A_i]_{i=1}^h + [A_{ij}]_{h \times h}, \quad B := \text{diag}[B_i]_{i=1}^h, \]  

(4)
in which \( A_{ii} = 0 \). Using (1), (3) and (4), the overall system can be written as

\[ \dot{x}(t) = Ax(t) + Bu(t) + f(x). \]  

(5)

It is assumed in this note that some additional states from other subsystems are utilized to improve the performance of the control loop. This idea is different from the decentralized controller and will lead to a distributed control structure. Note that the control network may differ from the system network. Our objective here is to design an \( H_2 \)-based optimal distributed SMC, exploiting feedback from (some of) other subsystems, to stabilize the overall system in (5) through a sparse control network.

Definition 1. A matrix is said to be a structure matrix if its elements are either 0 or 1. The structure matrix of a block matrix \( Y = [Y_{ij}]_{h \times h} \) with \( Y_{ij} \in \mathbb{R}_{r_i \times s_j} \) is \( \mathcal{S}(Y) \triangleq [s_{ij}]_{h \times h} \) with

\[ s_{ij} = \begin{cases} 0 & \text{if } Y_{ij} = 0, \ i \neq j \\ 1 & \text{otherwise}. \end{cases} \]

Notice that the structure matrix defined above is similar to the well-known adjacency matrix in graph theory; see [10]. However, unlike the adjacency matrix, the diagonal entries in the structure matrix will be assumed to be 1.

Definition 2. Two matrices \( Y_1 \) and \( Y_2 \) are said to have the same structure if \( \mathcal{S}(Y_1) = \mathcal{S}(Y_2) \).
Definition 3. The structure matrix \( S_1 \triangleq [s_{ij}]_{h \times h} \) is said to be a sub-structure matrix of \( S_2 \triangleq [s_{ij}]_{h \times h} \) if \( s_{ij}^2 - s_{ij}^1 \geq 0 \). We denote this as \( S_1 \subseteq S_2 \).

Now, consider the following linear sliding function
\[
\sigma(t) = Sx(t),
\]
where \( \sigma(t) := \text{col}(\sigma_i(t))_{i=1}^h \) and the block diagonal matrix \( S := \text{diag}[S_i]_{i=1}^h \) will be designed later such that \( SB \) is nonsingular.

During the ideal sliding motion the sliding function satisfies:
\[
\sigma(t) = 0, \quad \forall t > t_s,
\]
where \( t_s > 0 \) denotes the time that sliding motion starts. Due to the special system coordinate explained before, the overall switching function \( S \) matrix may be parameterized as
\[
S = \text{diag}[\bar{S}_i]_{i=1}^h \cdot \text{diag} \left[ [M_i \ I_{m_i}] \right]_{i=1}^h,
\]
where \( M_i \in \mathbb{R}^{m_i \times (n_i - m_i)} \) and \( \bar{S}_i \) are nonsingular matrices having no influence on the overall reduced-order sliding motion. Now, the controller is assumed to be of the following structure:
\[
u_i(t) = -(S_i B_i)^{-1} \left\{ (S_i A_i - \Phi_i S_i)x_i(t) + S_i \sum_{j=1}^h \gamma_{ij} A_{ij} x_j(t) \right\} + \vartheta_i(t),
\]
where \( \Phi_i \in \mathbb{R}^{m_i \times m_i} \) is a stable matrix, \( \gamma_{ij} \) denotes the \( ij \)-th element of the structure matrix \( \Gamma \) of the control network, that is, \( \gamma_{ij} = 1 \) if \( i = j \), or the \( ij \)-th link exists in the control network and \( \gamma_{ij} = 0 \) otherwise, and \( \vartheta_i(t) \in \mathbb{R}^{m_i} \) denotes the nonlinear part of the controller.

Assumption 1. There exist known continuous functions \( \rho_i(\cdot) \) and \( \mu_i(\cdot) \) such that for \( i = 1, \cdots, h \):
\[
1) \quad \|f_i(x_i)\| \leq \rho_i(x_i),
\]
\[
2) \quad \left\| \sum_{j=1, j \neq i}^h (1 - \gamma_{ij}) A_{ij} x_j \right\| \leq \mu_i(\tilde{\gamma}_i^T \circ \bar{x}),
\]
where \( \tilde{\gamma}_i \) implies the \( i \)-th row of \( (\mathbb{1}_{h \times h} - \Gamma) \).
Then the nonlinear part of the controller has the following form

\[
\mathbf{\vartheta}_i(t) = -(S_iB_i)^{-1}\{\|S_iB_i\|\mathbf{\rho}_i(x_i) + \mathbf{\kappa}_i(x_i)\} \frac{\mathbf{\sigma}_i(t)}{\|\mathbf{\sigma}_i(t)\|} \quad \text{if } \mathbf{\sigma}_i(t) \neq 0,
\]

in which \(\mathbf{\kappa}_i(x_i)\) is a gain to be designed later in this section.

Besides, we need to design the sliding function matrix so that the resulting reduced \((n_i - m_i)\) order sliding mode dynamics are stable. Thus, our next problem is to design sliding matrices \(S_i\) ensuring overall stability and an additional \(H_2\) performance specification. Notice that the role of the term \((S_iB_i)^{-1}\Phi_iS_ix_i(t)\) in the controller (9) is to govern the convergence rate to the sliding manifold in association with the nonlinear part \(\mathbf{\vartheta}_i(t)\). Here, similar to [5], it is assumed that \(\Phi_i = \lambda_i I_{m_i}\), where \(\lambda_i < 0\) is a given constant value. Note that unlike in [5], \(\lambda_i\) can also belong to the spectrum of \(A_i\). Owing to the special form of \(\Phi_i\), it can commute with \(S_i\) and then the control law \(u_i(t)\) in (9) can be written as

\[
u_i(t) = (S_iB_i)^{-1}S_i\left\{A_{\lambda,i}x_i(t) - \sum_{j=1}^h \gamma_{ij}A_{ij}x_j(t)\right\} + \mathbf{\vartheta}_i(t),
\]

where \(A_{\lambda,i} = \lambda_i I_{n_i} - A_i\). Then the compact control law is

\[
u(t) = (SB)^{-1}S(\Gamma \circ A_{\lambda})x(t) + \mathbf{\vartheta}(t),
\]

where \(A_{\lambda} = \text{diag}[\lambda_i I_{n_i}]_{i=1}^h - A\), \(\Gamma = [\gamma_{ij}]_{h \times h}\) and \(\mathbf{\vartheta}(t) = \text{col}(\mathbf{\vartheta}_i(t))_{i=1}^h\).

We now aim to show that the controller (11), (10) drives the system state to the composite sliding surface (6). Further in what follows, we assume the known sliding surface matrix \(S := \text{diag}[S_i]_{i=1}^h\) and its design will be derived in the next section.

Theorem 1. Consider the NCSs in (1). Under Assumption 1, the sparse controller (11), (10) drives the state of the system (1) to the composite sliding surface (6) and maintains a sliding motion if \(\mathbf{\kappa}_i(x_i)\) satisfies

\[
\sum_{i=1}^h \mathbf{\kappa}_i(x_i) > \sum_{i=1}^h \|S_i\| \mathbf{\mu}_i(\mathbf{y} \circ x)
\]

where \(S_i\) are given sliding function matrices and \(\mathbf{\mu}_i(\cdot)\) are determined by Assumption 1.
Proof. The dynamics of \( \sigma_i \) of subsystem \( i \) can be derived by taking the time derivative of (6), substituting in the state equation (1), and using the controller (11), (10), i.e.,

\[
\dot{\sigma}_i(t) = \lambda_i \sigma_i(t) + S_i \sum_{j=1,j\neq i}^{h} (1 - \gamma_{ij})A_{ij}x_j(t) - [\kappa_i(x_i) + \|S_iB_i\| \rho_i(x_i)] \frac{\sigma_i(t)}{\|\sigma_i(t)\|}
+ S_iB_if_i(x_i). \tag{14}
\]

Now we will prove that the following composite reachability condition is satisfied [12]:

\[
\sum_{i=1}^{h} \frac{\sigma_i^T \dot{\sigma}_i}{\|\sigma_i\|} < 0. \tag{15}
\]

It follows from (14) and Assumption 1 that

\[
\frac{\sigma_i^T \dot{\sigma}_i}{\|\sigma_i\|} \leq \lambda_i \|\sigma_i\| + \|S_i\| \mu_i(\gamma_i \circ x) - \kappa_i(x_i) + \|S_iB_if_i(x_i)\| - \|S_iB_i\| \rho_i(x_i)
\leq \|S_i\| \mu_i(\gamma_i \circ x) - \kappa_i(x_i). \tag{16}
\]

Finally, if \( \kappa_i(x_i) \) satisfies (13), the composite reachability condition (15) holds.

\[
\square
\]

Remark 1. An obvious choice for \( \mu_i(\gamma_i \circ x) \) is

\[
\sum_{j=1,j\neq i}^{h} \|S_j\| \|1 - \gamma_{ji}A_{ji}\| \|x_i\| + \epsilon_i, \text{ with } \epsilon_i > 0 \text{ a small given scalar, satisfies the condition (13)}. \]

Note that thanks to the special structure of \( S \) and \( B \), the controller can be written as

\[
u(t) = \text{diag} \left( [M_i I_{m_i}] \right) \Gamma (\Gamma \circ A_\lambda) x(t) + \vartheta(t), \tag{17} \]

With different structure matrix \( \Gamma \), the controller (12) can explain various topologies. The decentralized control strategy can be obtained by \( \gamma_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{otherwise} \end{cases} \) which means that the local controllers use only local state information to control the given subsystem. In this case, there is no control
network in the system. It is worth noting that most of the proposed decentralized SMC in the literature can be covered by the controller (12) with $\Gamma = I_h$. When $\Gamma = I_{h \times h}$, or more accurately $\Gamma = \mathcal{S}(A)$, a fully distributed control system is achieved, i.e. each subsystem uses its own state as well as the states of all other physically coupled subsystems. In other words, the control network is structurally same as the system network. As the third alternative, the structure matrix $\Gamma$ can generate a middle-of-the-road solution, between fully distributed control approaches and decentralized ones, regarded as sparsely distributed control systems. This could be beneficial when some constraints on communication requirements among local controllers exist, and hence, the control network could not have the same structure as the plant network. It should also be mentioned that while decentralized controllers (i.e. $\Gamma = I_h$) are preferable in terms of minimum communication costs, they have shortcomings in terms of stabilizing the overall system if the interactions between subsystems are not weak. On the other hand, a fully distributed control scheme can significantly improve the stabilization potential of interconnected systems, but at the expense of a maximal communication overhead. Motivated by these issues, this paper considers a third alternative in which structures that offer maximal improvement in system performance at the minimal cost in information exchange are explored and exploited.

To this end, we design an $\mathcal{H}_2$-based SMC for interconnected systems with imposing a priori constraints on communication requirements (known $\Gamma$) among subsystems in the next section. Section 4 will establish an optimization framework to obtain a trade-off between the $\mathcal{H}_2$ performance and the sparsity of the control network structure.

Remark 2. The control network should always be a subset of the dynamics network, that is, $\Gamma \subseteq \mathcal{S}(A)$. In other words, if $A_{ij} = 0$ (subsystem $j$ does not influence $i$-th subsystem), then $\gamma_{ij} = 0$.

3 Optimal Structured SMC Design Problem

This section aims to design sliding matrices $S_i$ while ensuring overall stability and penalizing the level of required control effort to maintain sliding as well as the stability of the reduced order interconnected systems. In order to cope with the above problem we may resort to select the switching function matrices $S_i$, with given $\lambda_i$, while ensuring overall stability and the stability
of the reduced order interconnected systems, so that the linear control part of (17) minimizes the cost functional

\[ J := \int_0^\infty \left\{ x^T(\tau)Qx(\tau) + u^T(\tau)Ru(\tau) \right\} d\tau, \]  

(18)

where \( Q \in \mathbb{R}^{n \times n} \), with \( n = \sum_{i=1}^h n_i \), is a given positive semi-definite matrix, and \( R := \text{diag}(R_i)_{i=1}^h \in \mathbb{R}^{m \times m} \), with \( m = \sum_{i=1}^h m_i \), is a given block diagonal s.p.d matrix \((0 < R_i \in \mathbb{R}^{m_i \times m_i})\).

3.1 \( \mathcal{H}_2 \) based optimal structured static output feedback

Consider the controller in (17) contains only the linear part, hence

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + w(t) + Bu(t) \\
z(t) &= \tilde{C}_z x(t) + \tilde{D}_z u(t) \\
u(t) &= \text{diag} \left[ \begin{bmatrix} M_i & I_{m_i} \end{bmatrix} \right] h_{i=1}^h (\Gamma \circ A_L) x(t),
\end{align*}
\]

(19)

where \( w(t) := \text{col}(w_i(t))_{i=1}^h \) is a fictitious exogenous disturbance, \( z(t) := \text{col}(z_i(t))_{i=1}^h \), and \( z_i(t) \in \mathbb{R}^{q_i} \) is the performance output vector of the \( i \)-th subsystem and

\[
\tilde{C}_z := \begin{bmatrix} Q_1^z \\ 0 \end{bmatrix}, \quad \tilde{D}_z := \begin{bmatrix} 0 \\ R_1^z \end{bmatrix}.
\]

(20)

In order to cope with the optimal SMC problem explained previously, this paper then will endeavour to choose block diagonal matrix \( S \) so that the obtained closed-loop system by applying the linear control law in (19) minimizes

\[ J := \| T_w \|_2^2, \]  

(21)

where \( \| T_w \|_2 \) denotes the \( \mathcal{H}_2 \)-norm of the closed loop transfer function from \( w(t) \) to \( z(t) \).

Remark 3. It should be noted that designing the sliding surface with only the linear part of the controller is a standard scheme in the existing literature of SMC; see e.g. [28].
The linear controller in (19) can be rewritten as \( u(t) = Fx(t) \) in which

\[
F = \text{diag} \left[ [M_i \ I_m] ]_{i=1}^h (\Gamma \circ A^\lambda) \right] = \left( \text{diag} [M_i]_{i=1}^h \text{diag} \left[ [I_{n_i-m_i} \ 0]_{m_i} \right] \right)_{i=1}^h + \text{diag} \left[ [0 \ I_m] \right]_{i=1}^h (\Gamma \circ A^\lambda).
\]

As seen \( M_i \) are the design freedoms in this new framework. Let us obtain the closed-loop system as

\[
A + BF = A + \text{diag} \left[ [0 \ 0] \right]_{i=1}^h (\Gamma \circ A^\lambda) + B \text{diag} [M_i]_{i=1}^h \text{diag} \left[ [I_{n_i-m_i} \ 0]_{m_i} \right]_{i=1}^h (\Gamma \circ A^\lambda) \]

\[
\triangleq A_c + BMC,
\]

(23)

where \( M = \text{diag} [M_i]_{i=1}^h \) and

\[
A_c = A + \text{diag} \left[ [0 \ 0] \right]_{i=1}^h (\Gamma \circ A^\lambda),
\]

(24)

\[ C = \text{diag} \left[ [I_{n_i-m_i} \ 0]_{m_i} \right]_{i=1}^h (\Gamma \circ A^\lambda). \]

Now consider the fictitious system

\[
\dot{x}(t) = A_c x(t) + w(t) + B\bar{u}(t)
\]

\[
z(t) = C_z x(t) + D_z \bar{u}(t)
\]

\[
y(t) = C x(t),
\]

(25)

where \( \bar{u}(t) = My(t) \) and

\[
C_z = \begin{bmatrix} \frac{1}{R} \text{diag} \left[ [0 \ Q^\frac{1}{2}]_{i=1}^h (\Gamma \circ A^\lambda) \right] \\ \frac{1}{R} \text{diag} \left[ [0 \ I_m] \right]_{i=1}^h (\Gamma \circ A^\lambda) \end{bmatrix}, \quad D_z = \begin{bmatrix} 0 \\ \frac{1}{R} \end{bmatrix}.
\]

(26)

From this new viewpoint, the problem of designing \( \mathcal{H}_2 \) state feedback SMC (19)-(21) can be regarded as a static output feedback LQ problem for the fictitious system \( (A_c, B, C) \), given in (25). Specifically, minimizing the \( \mathcal{H}_2 \)-norm of the \( T_{wz} \) (see (21)) subject to (19) is equivalent to minimizing the \( \mathcal{H}_2 \)-norm of (25) with respect to the static output feedback gain \( M \).

Different methods have been proposed in the literature to deal with the static
output feedback LQ problem in (25) most of which utilize iterative processes [27, 9, 6, 4, 13], and thus, their solutions and convergence depend on the initial conditions. Among the aforementioned schemes, for no particular reason, we adopt the iterative LMI method proposed in [13], referred to as the scaled min-max algorithm, to find \( M \) and thus \( S \); see Algorithm 1 in the Appendix section.

Remark 4. Notice that the value of the \( H_2 \) cost obtained from Algorithm 1 is not the true one, due to the conservatism introduced by assuming the block-diagonal structure for \( M \). Nevertheless, the true value can be computed by solving the following Lyapunov equation

\[
P_{\text{true}}(A + BF) + (A + BF)^T P_{\text{true}} + Q + F^T R F = 0. \tag{27}
\]

Then one can find the \( H_2 \) cost as \( \sqrt{\text{trace}(P_{\text{true}})} \).

### 3.2 Stability analysis of sliding mode dynamics

It should be noted that the \( H_2 \) based method presented in the previous subsection may not necessarily stabilize the sliding mode dynamics. This subsection aims to impose an additional reduced order stability constraint on the previously proposed optimization problem. Let us rewrite the system in (1) as

\[
\begin{bmatrix}
\dot{x}_{i1}(t) \\
\dot{x}_{i2}(t)
\end{bmatrix} =
\begin{bmatrix}
A_{i11} & A_{i12} \\
A_{i21} & A_{i22}
\end{bmatrix}
\begin{bmatrix}
x_{i1}(t) \\
x_{i2}(t)
\end{bmatrix} +
\sum_{j=1, j \neq i}^{h}
\begin{bmatrix}
A_{ij11} & A_{ij12} \\
A_{ij21} & A_{ij22}
\end{bmatrix}
\begin{bmatrix}
x_{j1}(t) \\
x_{j2}(t)
\end{bmatrix} +
B_i[u_i(t) + f_i(x_i)]. \tag{28}
\]

Now by applying the equivalent control:

\[
u_{eq,i} = [M_i \quad I_m] \left\{ A_{\lambda,i} x_i(t) - \sum_{j=1}^{h} A_{ij} x_j(t) \right\} - f_i(x_i), \tag{29}
\]

and using the nonsingular coordinate transformations \( T = \text{diag}[T_i]_{i=1}^{h} \) with \( T_i = \begin{bmatrix} I & 0 \\ M_i & T \end{bmatrix} \), in the new coordinates, i.e. \( \bar{x} = Tx \), we can write

\[
\begin{bmatrix}
\dot{x}_{i1}(t) \\
\dot{\sigma}_i(t)
\end{bmatrix} =
\begin{bmatrix}
\bar{A}_{i11} & \bar{A}_{i12} \\
0 & \lambda_i M_i
\end{bmatrix}
\begin{bmatrix}
x_{i1}(t) \\
\sigma_i(t)
\end{bmatrix} +
\sum_{j=1, j \neq i}^{h}
\begin{bmatrix}
\bar{A}_{ij11} & \bar{A}_{ij12} \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x_{j1}(t) \\
\sigma_j(t)
\end{bmatrix}, \tag{30}
\]
where $\bar{A}_{i11} = A_{i11} - A_{i12}M_i$ and $\bar{A}_{ij11} = A_{ij11} - A_{ij12}M_j$. Obviously, (30) includes a reduced order interconnected system composed of $h$ subsystems with dimension $n_i - m_i$. Note that this reduced order system is same as the reduced-order system resulted by the SMC (17) as they both have the same sliding surface. Therefore the stability of the system (30) will infer the stability of the reduced order system in Section 2, thus guaranteeing the stabilizing of the proposed SMC. Now, a stability analysis is considered for the system (30). Let the overall closed-loop system, obtained by the overall equivalent control, be

$$\dot{\bar{x}}(t) = \bar{A}_r \bar{x}(t).$$

(31)

It can readily be shown that the stability of $\bar{A}_r$ is equivalent to the stability of $A_r = A_r + BMC_r$, where $A_r$ and $C_r$ are obtained from (24) by letting $\Gamma = 1_{h\times h}$, that is no structure imposed. Now in order to ensure the stability of the sliding mode dynamics, we augment the $\mathcal{H}_2$ problem in (41) (see Appendix A) by including (42) with an s.p.d decision variable $\bar{P} > 0$. It is not hard to show that the obtained $M = \text{diag}[M_i]_{i=1}^h$ ensures the stability of the following composite reduced order dynamics:

$$\dot{x}_r(t) = \begin{bmatrix} \bar{A}_{111} & \cdots & \bar{A}_{1h11} \\ \vdots & \ddots & \vdots \\ \bar{A}_{h111} & \cdots & \bar{A}_{h11} \end{bmatrix} x_r(t)$$

(32)

where $x_r = \text{col}(x_{i1})_{i=1}^h$. Note that the obtained switching function matrices $S_i$ are completely determined by choice of $M_i$.

We finally summarize the proposed structured $\mathcal{H}_2$ based SMC in the following theorem.

Theorem 2. Assume that Algorithm 1, with a given structure matrix $\Gamma$, has a solution $M = \text{diag}[M_i]_{i=1}^h$ for some $\delta > 0$. Then the $\mathcal{H}_2$ performance constraint $\|T_{wz}\|_2^2 < \delta$ on the system (19) is ensured. After the reaching time $t_s$, the resulting reduced $n_i - m_i$ ($i = 1, \cdots, h$) order sliding mode dynamics, obtained by applying the control law in (11) and (10) to the system (1), is asymptotically stable.

Proof. The proof of this theorem is already presented in the previously given method to select the sliding function matrix.

Remark 5.
• As can be seen, in this paper, the sliding function as well as the sliding matrix $S$ are obtained through a novel unified framework which can cover different topologies of control network such as fully decentralized, fully distributed and sparsely distributed topologies. To the best of authors’ knowledge, this is the first paper dedicated to the design of sparsely distributed SMC for interconnected systems.

• More importantly, as stated in the introduction, broadly speaking, all the traditional methods proposed for the design of SMC have shortcomings in terms of taking into account the control action that is necessary to induce and maintain sliding. This drawback basically comes from the nature of the SMC design process which contains two separate stages. During synthesizing the sliding function, there is no sense of the control action level that is required to induce and maintain sliding. For example, the optimal quadratic method proposed in [29] that resembles the traditional LQR methods, deliberately assigns zero penalty to the control effort and, in other words, adopts the principle of cheap control. This issue is more crucial in this paper when it comes to sparsify the control network structure, as with no limits on the available control actions, it may result in the high level of control efforts that each subsystem’s controller is required to apply, which is not a practical case. Indeed, we select the switching function matrix $S$ while ensuring overall stability as well as the stability of the reduced order interconnected systems, so that the linear control part of (17) minimizes the cost functional (18). This objective ends up a novel optimal framework for the design of $S$ in Section 3. As explained, the problem of designing $H_2$ state feedback SMC is reformulated as a static output feedback LQ problem for the fictitious system $(A_c, B, C)$, given in (25). This is definitely a novelty in the field of SMC design for interconnected systems.

4 Sparsification of Control Network

Previous sections have studied the problem of designing $H_2$-based SMC for NCSs with imposing a priori constraints on communication requirements among subsystems. In other words, the structure matrix $\Gamma$ in (17) is assumed to be known a priori. The objective in this section is to establish an
optimization framework which indeed aims to obtain a trade-off between the \( \mathcal{H}_2 \) performance and the sparsity of the control network structure. Indeed, one can say that the main objective here is to minimize the cost of the control network utilized to control (stabilize) the system. Here, we assume that the general costs, including the construction and data transferring costs etc, are identical for all the links. Hence, the minimization of the control network costs can intuitively be considered as the minimization of the number of links in the control network structure or equivalently finding the sparsest control network structure that can satisfy a global control objective. On the other hand, minimizing the control network structure for the SMC without taking into account the control costs, may not result in applicable results. Here we propose a way to minimize the control performance and the communication costs simultaneously. We formulate this problem as

\[
\begin{align*}
\text{min} & \quad J(\Gamma, M) + \eta \text{card}(\Gamma) \\
\text{subject to} & \quad \Gamma \subseteq \mathcal{S}(A), \mathcal{S}(M) = I, \text{ and } (25),
\end{align*}
\]

where \( J \) is the square of the \( \mathcal{H}_2 \) norm of the closed-loop transfer function from \( w(t) \) to \( z(t) \) in (25), \( \Gamma = [\gamma_{ij}]_{h \times h} \) and \( \text{card}(\cdot) \) denotes the cardinality function (the number of nonzero elements of a matrix). Besides, \( \eta \geq 0 \) is a given constant which captures a trade-off between the \( \mathcal{H}_2 \) performance and the sparsity of the controller structure. For example a larger \( \eta \) will lead to a sparser \( \Gamma \) and \( \eta = 0 \), which means \( \Gamma = \mathcal{S}(A) \), converts the problem to a distributed SMC with the objective function (21). The optimization problem in (33) is a mixed-binary problem which, broadly speaking, requires an intractable combinatorial search to achieve the solution.

Notice that the cardinality function, in optimization problems such as (33), is usually approximated by the \( \ell_1 \) norm of the optimization variable [2] or the so-called weighted \( \ell_1 \) norm [3]. Since the weighted \( \ell_1 \) norm is not implementable (the required weights should be calculated based on the unknown feedback gain), a reweighted algorithm is proposed in [3], and further used by [14] to design sparse feedback gains. This algorithm solves weighted optimization problems iteratively in which the weights are updated inversely proportional to the strength of individual (block) entries of feedback gain in the previous iteration. However, the existing reweighted algorithms are not applicable to the optimization problem in (33), as the system matrices \( A_c \) and \( C \) in the fictitious system (25), involve the structure matrix \( \Gamma \). Instead, in this note, we will consider a heuristic scheme by relaxing the constraint
on the variables $\gamma_{ij}, i \neq j$ from the binary variables, 0 or 1, to the constraint of $0 \leq \gamma_{ij} \leq 1, i \neq j$, where

$$\gamma_{ij}^r = \frac{\|F_{ij}\|_F}{\max_{i \neq j} \|F_{ij}\|_F} \quad i \neq j,$$  \hspace{1cm} (34)

in which $F_{ij}$ denotes the $ij$-th entry of the control feedback gain $F$ in (22) and $\|\cdot\|_F$ is the Frobenius norm. Indeed $\gamma_{ij}^r$ can be considered as the normalized strength of the coupling feedback gain $F_{ij}$. This scheme works by first finding the normalized strengths of all the coupling feedbacks and then removing the links corresponding to the weaker feedback gains one-by-one until the stability of the overall closed-loop system is violated. Indeed, by assigning a normalized weight to each link according to the contribution of its corresponding feedback gain in the control objective, this process will reduce the probability of loosing the stability by removing a link. This also can lead to a more computationally efficient method compared to an exhaustive search without taking into account the strength of the coupled feedback gains.

Procedure 1.  
1) Initialize $\Gamma = \mathcal{F}(A)$ and $l = 1$, in which $l$ denotes the iteration number.

2) Solve Algorithm 1 (refer to Appendix) to find $P$ and $M$. If the LMIs in (41) and (42) are feasible, $\Gamma^l \leftarrow \Gamma$ and $J_s(l) = J(\Gamma^l) + \eta \text{Card}(\Gamma^l)$, otherwise terminate the search and the problem has no solution.

3) Find $\gamma_{ij}^r$ as in (34) for all $\gamma_{ij} = 1, i \neq j$. Sort the set $\{\gamma_{ij}^r\}$ in ascending order.

4) Set $\gamma_{ij}$ corresponding to the $l$-th entry of $\{\gamma_{ij}^r\}$ to zero and $l = l + 1$.

5) Solve Algorithm 1. If the LMIs in (41) and (42) are feasible, $\Gamma^l \leftarrow \Gamma$, then compute the objective function in (33) to find $J_s(l) = J(\Gamma^l) + \eta \text{Card}(\Gamma^l)$, if $l \leq \text{Card}(\mathcal{F}(A))$, return to Step 4, otherwise go to Step 6.

6) Find $l^* = \arg\min_l J_s(l)$ and return its corresponding $\Gamma^{l^*}$.

Remark 6. It should be noted that random truncation of the distributed controller ($\Gamma = \mathcal{F}(A)$) may lead to a feedback that cannot stabilize the overall
system. In contrast, the proposed method here is a systematic way to reduce the number of links in the control network structure while preserving the stability of the overall closed-loop system.

Notice that in order to obtain the result from the above procedure, at most $\sum_{l=1}^{\mathcal{A}} \mathcal{E}_l$ convex problems need to be solved, where $\mathcal{A} = \text{Card}(\mathcal{F}(A))$ and $\mathcal{E}_l$ denotes the number of iterations that is required for Algorithm 1 at the $l$-th iteration of Procedure 1. This is in contrast to $\sum_{l=1}^{2^\mathcal{A}} \mathcal{E}_l$ in the case of carrying an exhaustive search on the binary variables. Besides, roughly speaking, all the methods in the literature to solve an $\mathcal{H}_2$ static output feedback problem utilize iterative processes, and their solutions and more importantly their convergence depend quite significantly on the initial conditions. It is difficult to ensure Procedure 1 to achieve the global minimum or even a local one. However, our extensive computational experiments show that this algorithm can provide an effective means to achieve an acceptable trade-off between the control performance and the sparsity of the control network structure. Compared to the exhaustive search, Procedure 1 proposes a simple suboptimal relaxation scheme, which is much more computationally attractive.

Remark 7. The reference [14] uses the alternating direction of multiplier method (ADMM) to address the sparsity-promoting optimal control problem. Specifically, ADMM is utilized to identify the control structure which strikes a balance between $\mathcal{H}_2$ performance of the closed-loop system and the sparsity of the controller. This reference also exploits weighted $\ell_1$-norm as a convex relaxation of the cardinality function. Although the convergence of the weighted $\ell_1$-optimization to a local minimum is demonstrated in [8], convergence of the proposed algorithm to the global minimum may not be ensured. While the LMI methods are not the best approaches for the problems with large dimensions, they provide a simple and tractable solution, especially with more and more powerful computing facilities nowadays. Therefore, we preferred to employ LMI approaches in this paper to address the problem of designing sparsely distributed SMC for NCSs and leave using more scalable schemes such as ADMM for the future work. Firstly, the problem formulation in this manuscript is substantially different from the ones used for sparsely distributed state feedback (SF) and static output feedback in the literature (e.g. [21, 23, 24, 22, 14, 15, 16]), in that we originally aimed at using SMC strategy and as a result the problem formulation is very different (please see the system matrices in (24)). Note also that the sparse SF
obtained using the method in [14] may not necessarily be a feasible solution to the SMC problem [5]. Moreover, as seen the system matrices of the fictitious system in (25) include the topology matrix. Hence, we are not able to exploit the conventional $\ell_1$ algorithms proposed in the associated literature for sparsity pattern recognition. Additionally, the particular formulation here makes it hard to use ADMM in order to solve the sparsity-promoting optimal SMC problem or more specifically identify the favorable controller patterns. However, we will consider the possibility of exploiting the ADMM approach in the future work, albeit by exploiting a different fictitious formulation.

5 Numerical Examples

5.1 Example 1

Consider an interconnected system which includes three inverted pendulums mounted on coupled carts [21, 18]. The linearized system equations are also given in [21]. Define $x_i = [x_{i,1}, x_{i,2}, x_{i,3}, x_{i,4}]^T = [\theta_i, \dot{\theta}_i, x_i, \dot{x}_i]^T$,

$$A_i = \begin{bmatrix}
0 & 1 & 0 & 0 \\
\frac{M_i+m}{M_i} g & 0 & \frac{k_i}{M_i} & \frac{c_i+b_i}{M_i} \\
0 & 0 & 0 & 1 \\
-\frac{m}{M_i} g & -\frac{k_i}{M_i} & -\frac{c_i-b_i}{M_i} & 0
\end{bmatrix}, \quad A_{ij} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{k_{ij}}{M_i} & -\frac{b_{ij}}{M_i} \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{k_{ij}}{M_i} & \frac{b_{ij}}{M_i}
\end{bmatrix},$$

$$B_i = \begin{bmatrix}
0 & -\frac{1}{M_i} \\
0 & 0
\end{bmatrix}^T,$$

for $(i, j) \in \{(1,2), (2,1), (2,3), (3,2)\}$, in which $k_i = \sum_{j \in J_i} k_{ij}$ and $b_i = \sum_{j \in J_i} b_{ij}$, where $J_i := \{ j \mid [\mathcal{S}(A)]_{ij} = 1, j \neq i \}$. Besides, $c_i, b_{ij} = b_{ji}, k_{ij} = k_{ji}$ and $\ell$ are friction, damper, spring coefficients and pendulum length respectively. It is also assumed that the moment of inertia of each pendulum is zero. Besides, the system parameters are assumed as $M_1 = 4$, $M_2 = 3$, $M_3 = 5$, $m = 0.2$, $g = 10$, $\ell = 4$, $k_{12} = k_{21} = 1$, $k_{23} = k_{32} = 1$, $b_{12} = b_{21} = 1$, $b_{23} = b_{32} = 0.2$, $c_1 = 0.4$, $c_2 = 0.2$ and $c_3 = 0.1$. Notice that here it is assumed that entire system states are available. Transformation matrices $T_i$ are utilized to transform the subsystems to the form given in (2). The performance weights are set as $Q = I_n$ and $R = 0.1 I_m$. We have also chosen $\lambda = -1$. Procedure 1, with three different parameters $\eta = 0.01$, $\eta = 0.05$ and $\eta = 0.1$, is solved and the corresponding results are given in Table 1. Furthermore, the initial conditions
Table 1: Results of Example 1

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$\alpha_{12}^*$</th>
<th>$\alpha_{13}^*$</th>
<th>$\alpha_{21}^*$</th>
<th>$\alpha_{23}^*$</th>
<th>$\alpha_{31}^*$</th>
<th>$\alpha_{32}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.002</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

for Algorithm 1, which is required to be solved for addressing the suboptimal $LQ$ static output feedback problem in Section 3, are set to $\mu_{sol} = 1$, $Y_{sol} = I_n$ and $\tilde{Y}_{sol} = I_n$ and the parameter $\delta = 180$. As seen, the larger parameter $\eta$ results in a more sparse control network.

5.2 Example 2

Consider the system (1) with the following parameters:

$$A = \begin{bmatrix}
0 & 0 & -3.6 & 0 & 0 & 0 \\
-0.2 & 7.2 & -0.4 & -0.1 & 0.3 & 0 \\
0.3 & 0 & 0 & 3.0 & 0.2 & 0 \\
0 & 0.3 & 0 & 0 & 1.0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.2 \\
0 & 0 & 0 & -0.5 & 0.1 & 0 \\
\end{bmatrix},$$

$$B = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
\end{bmatrix}.$$  

Note that all three open-loop local subsystems are unstable. The performance weights $Q$ and $R$ are set to identity matrices and we choose $\lambda = -4$. We firstly use Procedure 1 with three different parameters $\eta = 0.001$, $\eta = 0.01$ and $\eta = 0.1$. The corresponding results are given in Table 2. The initial conditions for Algorithm 1, which solves the suboptimal $LQ$ static output feedback problem, are $\mu_{sol} = 0.1$, $Y_{sol} = I_n$ and $\tilde{Y}_{sol} = I_n$ and the parameter
Table 2: Results of Example 2

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$\alpha^*_1$</th>
<th>$\alpha^*_2$</th>
<th>$\alpha^*_3$</th>
<th>$\alpha^*_4$</th>
<th>$\alpha^*_5$</th>
<th>$\alpha^*_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\delta = 190$. One can see that as the regularization parameter $\eta$ increases, the control network becomes more sparse.

5.2.1 Comparison 1

For comparison let us consider a standard sparse state-feedback LQR controller with the given choices of $Q$ and $R$. In doing so, assume that there exists a stabilizing $\Gamma \circ F_{lqr}$ with $\Gamma = [\gamma_{ij}]_{h\times h}$ and $F_{lqr} \in \mathbb{R}^{m \times n}$ minimizing the following cost functional,

$$J = \text{trace}(\ddot{X}_{lqr}),$$

(35)

where $\ddot{X}_{lqr} = \text{diag}[\dddot{X}]_{i=1}^h > 0$ is obtained from solving the Lyapunov inequality,

$$[A + B(\Gamma \circ F_{lqr})]^T \ddot{X}_{lqr} + \ddot{X}_{lqr} [A + B(\Gamma \circ F_{lqr})]$$

$$+ Q + (\Gamma \circ F_{lqr})^T R(\Gamma \circ F_{lqr}) < 0.$$ 

(36)

The above inequality is not convex with respect to $\ddot{X}_{lqr}$ and $\Gamma \circ F_{lqr}$. However, it can be convexified through variable changing. Letting $X_{lqr} = \dddot{X}_{lqr}^{-1}$ and pre and post multiplying $X_{lqr}$ to (36), we have

$$X_{lqr} [A + B(\Gamma \circ F_{lqr})]^T + [A + B(\Gamma \circ F_{lqr})] X_{lqr} + X_{lqr} Q X_{lqr}$$

$$+ X_{lqr} (\Gamma \circ F_{lqr})^T R (\Gamma \circ F_{lqr}) X_{lqr} < 0.$$ 

(37)
Having the convex constraint in (37), the minimization problem explained in (35) can be cast as an optimization problem utilizing LMI approach,

\[
\begin{align*}
\text{minimize} & \quad \text{trace} \left( Z_s \right) \quad \text{subject to} \\
& \begin{bmatrix}
AX_{lqr} + X_{lqr}A_T + BY_{lqr} + Y_{lqr}^TB^T & * & * \\
Q_{\frac{1}{2}}X_{lqr} & -I & * \\
R_{\frac{1}{2}}Y_{lqr} & 0 & -I
\end{bmatrix} < 0, \\
& \begin{bmatrix}
-Z_s & * \\
I & -X_{lqr}
\end{bmatrix} < 0,
\end{align*}
\]

(38)

where \( Y_{lqr} = (\Gamma \circ F_{lqr})X_{lqr} = \Gamma \circ F_{lqr}X_{lqr} = \Gamma \circ \tilde{Y}_{lqr} \) with \( \tilde{Y}_{lqr} \in \mathbb{R}^{m \times n} \), and \( Z_s \) is a slack variable. Thus, the structural state-feedback can be obtained as \( \Gamma \circ F_{lqr} = Y_{lqr}X_{lqr}^{-1} \).

Remark 8. It is easy to realize that

\[
\mathcal{J}(X_{lqr}^{-1}) = \mathcal{J}(X_{lqr}) = I,
\]

and since \( \mathcal{J}(Y_{lqr}) \subseteq \Gamma \), thus

\[
\mathcal{J}(Y_{lqr}X_{lqr}^{-1}) \subseteq \Gamma.
\]

This means that the structural state feedback gain \( \Gamma \circ F_{lqr} \) obtained from \( Y_{lqr}X_{lqr}^{-1} \) has the desired structure \( \Gamma \).

Solving the minimization problem in (38) and (39) gives a bound of 6.3837 on the \( \mathcal{H}_2 \) cost for decentralized structure. However, again it should be noted that due to the conservatism introduced by enforcing a block-diagonal structure on \( X_{lqr} \), this is not the true value of \( \mathcal{H}_2 \) cost and it can be obtained as 5.8276 from solving the Lyapunov equation in (27) with the resulting \( F_{lqr} \). Notice also that the true value of \( \mathcal{H}_2 \) cost achieved from Algorithm 1 for decentralized structure is 6.3080.
5.2.2 Comparison 2

We now consider a reweighted $\ell_1$ algorithm for finding an optimal sparse state feedback gains; e.g. see [14]. This problem can be cast as

$$\text{Minimize } \text{trace}(Z_s) + \bar{\eta}\|W \circ V_{lqr}\|_{\ell_1}$$

subject to

$$\begin{bmatrix}
AX_{lqr} + X_{lqr}A^T + BV_{lqr} + V_{lqr}^TB^T & * & * \\
Q^\frac{1}{2}X_{lqr} & -I & * \\
R^\frac{1}{2}V_{lqr} & 0 & -I
\end{bmatrix} < 0,$n

$$
\begin{bmatrix}
-Z_s & * \\
I & -X_{lqr}
\end{bmatrix} < 0,$n

where $0 < X_{lqr} \in \mathbb{R}^{n \times n}$, $V_{lqr} \in \mathbb{R}^{m \times n}$, $Z_s$ is a slack variable and $W$ is a given weighting matrix with the same dimension of $\mathcal{S}(F_{lqr})$. We then exploit Algorithm 2 with $\bar{\eta} = 0.01$ to find the sparse state feedback matrix. This algorithm suggests the decentralized structure for the control network with a true value $\mathcal{H}_2$ cost of 5.8276. Also, notice that the existing reweighted $\ell_1$ algorithm, for minimizing the network structure, is not applicable to our problem which was indeed the design of a sparse distributed $\mathcal{H}_2$-based SMC and rearranged as an $LQ$ static output feedback problem.

6 Conclusions

This paper has developed a distributed sliding mode control framework by using (some of) other subsystems’ states. Indeed this issue has been considered to widen the applicability region of the decentralized SMC in which each subsystem’s controller uses only local information. Furthermore, an approach is proposed for the sliding surface design in which the level of required control effort is taken into account. Then this novel scheme has been utilized to present a heuristic algorithm that provides an effective means of selecting an overall sliding manifold through a trade-off between the performance and the sparsity of the controller. Indeed, the novel scheme proposed here to design the sliding surface helps avoid excessively large control effort. Illustrative examples have been used to demonstrate the effectiveness of the proposed approach.
A Algorithm for solving the $LQ$ static output feedback problem

Consider the system in (25). As mentioned the objective is to design $M = \text{diag}[\mathcal{M}_i]_{i=1}^h$ so that the $\mathcal{H}_2$ norm from $w(t)$ to $z(t)$ is less than a given constant $\delta$ while the stability of the composite sliding mode dynamics is ensured. According to e.g. [13], this problem can be cast as finding two symmetric $P > 0$ and $\bar{P}$ such that

\[
P A_{cl} + A_{cl}^T P + C_{cl}^T C_{cl} < 0 \\
\text{trace}(P) < \delta,
\]

\[
\bar{P} A_{cl}^r + (A_{cl}^r)^T \bar{P} < 0,
\]

in which $A_{cl} = A_c + BMW$, $A_{cl}^r = A_c^r + BM C_r$ and $C_{cl} = C_z + D_z M C$, and $A_c^r$ and $C_r$ are defined in Section 3.2. To deal with this problem, [13] proposes the so-called iterative scaled min-max method. To explain this method, we need to introduce four scalar variables $\nu, \beta, \psi, \varpi$ and four symmetric matrices $0 < X \in \mathbb{R}^{n \times n}$, $0 < Y \in \mathbb{R}^{n \times n}$, $0 < \bar{X} \in \mathbb{R}^{n \times n}$ and $0 < \bar{Y} \in \mathbb{R}^{n \times n}$. Now the scaled min-max algorithm can be summarized as follows.

Algorithm 1. 
1) Initialize $Y_{sol}$, $\bar{Y}_{sol}$, $\beta_{sol} > 0$ and set $\epsilon > 0$ (termination scalar), $l = 1$ (iteration number).

2) Solve

\[
\begin{align*}
\min_{X, \bar{X}, \sigma} & \quad \psi_l \\
I & \leq Y_{sol}^{\frac{1}{2}} X Y_{sol}^{\frac{1}{2}} \leq \psi_l I \\
I & \leq \bar{Y}_{sol}^{\frac{1}{2}} \bar{X} \bar{Y}_{sol}^{\frac{1}{2}} \leq \psi_l I \\
1 & \leq \sigma \beta_{sol} \leq \psi_l \\
\begin{bmatrix} B \\ D_z \end{bmatrix} - \begin{bmatrix} A_c X + X A_c^T & X C_z^T \\ C_z X & -\sigma I \end{bmatrix} \begin{bmatrix} B \\ D_z \end{bmatrix}^T & \leq -I \\
B^\perp (A_c^r \bar{X} + \bar{X} (A_c^r)^T) B^\perp & \leq -I,
\end{align*}
\]

to find $X_{sol}$, $\bar{X}_{sol}$ and $\sigma_{sol}$.
3) With given \( X_{sol}, \bar{X}_{sol} \) and \( \sigma_{sol} \) solve

\[
\max_{Y, \bar{Y}, \beta} v_l \\
v_l I \leq X_{sol}^{\frac{1}{2}} Y X_{sol}^{\frac{1}{2}} \leq I \\
v_l I \leq \bar{X}_{sol}^{\frac{1}{2}} \bar{Y} \bar{X}_{sol}^{\frac{1}{2}} \leq I \\
v_l \leq \sigma_{sol} \beta \leq 1 \\
\begin{bmatrix}
C^T \perp (YA_c + A_c^T Y + \beta C_z^T C_z) C^{T \perp T} \\
\beta I
\end{bmatrix} \leq 0 \\
\begin{bmatrix}
\text{trace}(Y) - \delta \beta & \beta \\
\beta & -I
\end{bmatrix} \leq 0 \\
C^T \perp \left( \bar{Y} A_c^T + (A_c^T)^T \bar{Y} \right) C^{T \perp T} \leq 0,
\]

to find \( Y_{sol} \) and \( \beta_{sol} \).

4) If \( \lambda_{\min}(Y_{sol}) < \varepsilon \) or \( \lambda_{\min}(\bar{Y}_{sol}) < \varepsilon \) or \( \beta_{sol} < \varepsilon \) then stop, the algorithm does not converge.

5) If \( \psi_l - v_l < \varepsilon \), go to Step 6, otherwise \( l = l + 1 \) and return to Step 2.

6) Return \( P = \beta^{-1} Y \) and \( \bar{P} = \beta^{-1} \bar{Y} \).

If the algorithm converges to the solution, then \( \psi_l \to 1 \), \( v_l \to 1 \), \( X \to Y^{-1} \), \( \bar{X} \to \bar{Y}^{-1} \) and \( \beta \to \sigma^{-1} \). The required \( M \) then can be obtained by solving (41) and (42) with given \( P \) and \( \bar{P} \).

B  
Reweighted \( \ell_1 \) minimization method

Using the reweighted \( \ell_1 \) norm for promoting sparsity has been considered in e.g. [7, 2]. Define the matrix \( N = I_{m \times n} \). It can be shown that (e.g. see [7, 2])
the optimization problem in (40) is equivalent to

\[
\text{Minimize } \text{trace}(Z_s) + \bar{\eta} \text{trace}(N^T G)
\]

subject to

\[
\begin{bmatrix}
AX_{lqr} + X_{lqr}A^T + BV_{lqr} + V_{lqr}^TB^T & * & * \\
Q^\frac{1}{2}X_{lqr} & -I & * \\
R^\frac{1}{2}V_{lqr} & 0 & -I
\end{bmatrix} < 0,
\]

\[
\begin{bmatrix}
-Z_s & * \\
I & -X_{lqr}
\end{bmatrix} < 0,
\]

\[-G \leq W \circ V_{lqr} \leq G,
\]

where \(0 < X_{lqr} \in \mathbb{R}^{n \times n}, V_{lqr} \in \mathbb{R}^{m \times n}, Z_s\) is a slack variable, \(W\) denotes the weighting matrix and the last inequality is element-wise with \(G \in \mathbb{R}^{m \times n}\) whose entries are nonnegative. Then the algorithm to solve the above optimization problem is as the following,

Algorithm 2.  
1) With given \(\epsilon > 0, \alpha > 0\) and \(\bar{\eta} > 0\), initialize \(W = \mathbb{1}_{h \times h}, l = 1\) and \(V^l = 0\).
2) Solve the minimization problem (43) to obtain \(F_{lqr}^* = V_{lqr}^*X_{lqr}^*\).
3) Update \(W_{ij} = \frac{1}{\left\|(V_{lqr}^*)_{ij}\right\|_F + \epsilon}\) and form \(W = [W_{ij}]_{h \times h}\).
4) If \(\left\|V_{lqr}^* - V^l\right\|_F \leq \alpha\) go to Step 6, else \(V^l = V_{lqr}^*, l = l + 1\) and return to Step 2.
5) Return \(F_{lqr}^*\).

Solving Algorithm 2 gives the most effective sparse structure of \(F_{lqr}\). Then, by ignoring the unnecessary entries in \(F_{lqr}\) we find the structure matrix \(\Gamma\). Eventually, the optimal structured feedback matrix is obtained by solving the problem in (38) and (39). This procedure is considered in e.g. [7].
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