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Abstract—Ilntelligent Technologies problems have one common
element; uncertainty. Randomness, natural or created, is an
important part of the engineering problems in Intelligent Tech-
nologies, Medeling it properly and dealing with it in a cohercnt
manner is essential to any solution. In this article, we address
the issuc of uncertainty in Intelligent Fechnologies through a
classification problem. We look at the problems of pattern
recognition and classification, an important area in automation,
and use the example to highlight a simple but effective way to
deal with uncertainty in complex environments.

1. INTRODUCTION

Ever since the computing revolution was started by the
Babylonians around the fourth century B.C. with the invention
of the Abacus, and since its modern times take off in 1941
with the completion of the first general purpose programmable
calculator by the German engineer Konrad Zuse, humans
have been trying to automate functions and tasks. This pursuit
has increased in recent times leading the way to the fields of
Robotics and Autonomous Systems, Intelligent Transportation,
Expert Systems, Pattern Recognition, and many others that
fall within the area of Intelligent Technologies. Examples
of applications abound, from the automation of simple tasks
in engineering to the robotization of factories. A multitude
of projects in research labs pursue new applications of
intelligence in technologies such as the development of
vision-guided helicopters, the automation of data search
engines, vision based tracking and recognition, etc. In all
these problems, there is one common element that cannot be
escaped, and that is the existence of uncertainty. Uncertainty
prevails in all aspects of the problems considered. Be it
natural randomness, or uncertainty created by the problems,
the lack of complete knowledge requires a proper logic to
deal with the added complexity. In this article, we address the
issue of uncertainty in problems of intelligent technologies,
and how to manage it in a coherent way through the use of
an example in pattern recognition and classification. Pattern
recognition is an important area in automation, and the
example highlights a simple and effective way to deal with
uncertainty in complex environments.

II. INTELLIGENT TECHNOLOGIES

Intelligent Technologies gather a large number of areas in
many fields of applications, In this context, we view it as the
application of intelligence to engineering tasks, A particular
area would be robotics and autonomous systems. Another
area of intelligent technologies is Intelligent Transportation.
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me ITS programs focused on the development of wamnings
stems within the vehicles for obstacles detection and
oidance, lane departure, intersection collision and other
hazards. Traffic management is another area of interest in
S, where the aim is the development of Integrated Traffic
anagement Systems to monitor, control, and manage traffic
 streets and highways. In transit systems, ITS programs
ork on traffic signal priority, automatic fare collection,
tomatic passenger counting, rider information, and a
mber of other services optimization in public transport.
Key to such systems are control centers with communications
pabilities, and sensors on the transportation roads. These
stems facilitates rapid response to incidents, allows variable
essage signs and smart traffic signals. A more recent ITS
arch direction is for the development of on board systems
provide traffic information, navigation aids, local tourist
d commercial adds, and internet access. Many research and
lopment projects are conducted in different parts of the
tld, In the United States, the initiative is promoted by the
S. Department of Transportation, that ensures a national
ITS architecture and standards [1]. Diverse groups dedicated
developing and deploying intelligent transportation systems
lude private corporations, public agencies, academic
nstitutions and research centers. The private sector includes
fo manufacturers, consumer electronics manufacturers,
ommunications companies, consulting engineering firms,
stems integrators and other companies (see the Intelligent
Transportation Society of America [2]). In Europe, ERTICO
As the platform for about 100 partners working on providing
clligent Transport Systems and Services, In Japan, the
hicle, Road and Traffic Intelligence Society (VERTIS)
“has similar goals as those of its counterparts in Europe
d the US [5]. Intelligent Transport Systems Australia,
1S Australia, is Australia’s organization, representing
vernment, consumer organizations and academia, focused
facilitating the development and deployment of advanced
hnologies across all modes of transport; air, sea, road and
il {6]. Multiple intelligent transportation systems have been
ployed in the US and elsewhere. All of these systems
uire the development of engineering solutions that include
deling uncertainties. An example is the License Plate
cognition problem. It is is a valued technology in some
e ITS programs. The goal is to use automatically the
se plate information of a vehicle through the analysis
ideo images. Digitized images comprise a large number
ata points. There is a sizeable random element that is
ded in the problem as noise and variation. This creates
teresting stochastic problem,

Machine Leaming embodies a third area of application,
briefly introduce these arcas of research to give a flavo
the richness of problems. We then focus on a classific
problem to address the modeling of uncertainty in engineerin,

1) Robotics and Autonomous Systems: The field
Robotics and Autonomous System is too wide to covs
an article, Robotics is an essential a tool in the automate
industry. In the 19th century, the first remote contro
vehicles were built, and recently robots are successfull
exploring the planet Mars. Robots are still not dotted: w,
intelligent thinking, however many of their tasks involv
the incorporation of intelligence in the algorithmic solut
of their behavior, particularly when uncertainty is invo
in a decision problen. Uncertainty is found both within
robot and its environment. Sources of uncertainty ar
randomness in the environment, (i) imperfect assess
and (iii) imperfect completion of a task. Randomness wil
always exist in the environment of a robot, even in
most secure setup. The example of an electrical prob
is a most basic random event, while a person stumbli
unpredictably in front of the robot is another. Rob
conduct many assessments, particularly that of geograpl
locations. Real-time object tracking is a ecritical tas
many robotics applications and autonomous vehicles: I
path is visually obstructed by an obstacle, than there
uncertainty as to what is on that path. Finally, th
of whether the robot will accomplish properly som
in the future introduces uncertainty at a decision momie
in the present. These sources of uncertainty rende
field of robotics and autonomous systems a researc
that constantly addresses decision problems under zmcé}-ta

2) Intelligent Transportation: Since the early 1990
Intelligent Transportation Systems (ITS) program has. be
worldwide initiative to introduce intelligence and informatl
technology in transportation systems to reduce 'ri_sk§
increase efficiency. Particular attention was given to ro
transportation due to its volume and impact on society: The
ITS programs are motivated by the problems cause
traffic congestion worldwide due to increased mol
and exploding population growth, the need to const
reduce fatality rates and increase safety, the economi
environmental factors associated with fuel consumpt_i_o_
the recent drive to bring information to the potential cus
through wireless internet and mobile technology. Researc

Machine Learning: Machine Learning is an Artificial
elligence field that attempts to design and implement algo-
hms for computers to learn. The leaming focuses on recogni-
classification and language processing mostly, due to the
82 oriented nature of the computers. The applications vary
M. detecting credit card fraud, to speech and handwriting
Ognition, to industrial robotization, to medical diagnosis,

to web search engines. Pattern Recognition is an integral part
of machine learning. Classification is an exercise in pattern
recognition, and statistical classification is often associated
with machine learning, License plate recognition is a pattern
recognition problem that includes a classification exercise in
the form of an Optical Character Recognition solution,

III. PATTERN RECOGNITION AND CLASSIFICATION

Classification is a daily human function. We do it all the
time, when checking the temperature of the room, when
tasting food, when getting an estimate of the time, when
navigating our way around. Many functions we perform start
with a classification that we usually conduct without any
great deal of effort. It is also a tool in the survival mechanism
of animais in the wild. If one looks at animals in the wild,
they are constantly screening their surroundings for smells,
sounds or signs of danger. Each time instant, a classification
is made into at least two classes, danger’ and ’no danger’.
In fact, some think that classification is the most basic part
in the working of our brains, and that thinking in some cases
can be reduced to a series of classifications. What seems
so easy for us to do in a classification act, is in fact a very
difficult process to dissect and program into logical steps.
Simply recognizing a character in an image can be a daunting
task for a computer, particularly if the image comes each
time with slight variations and plenty of noise. Classification
is a field that has evolved significantly in recent years, due to
interest in pattern recognition and machine learning. While
statisticians developed the field of Statistical Classification,
engineers, physicists and computer scientists developed data
algorithmic approaches that required no statistical modeling,
These two approaches both lead to successes and failures in
classification problems, without interfering too much with
each other. The classification problems often being complex
ones with a large number of variables, the researchers were
pragmatic and didn’t worry much about the foundations of the
solutions, as long as they were solutions. In the last section
of this article, we distinguish between these two approaches
from the theoretical point of view. While one attempts
to establish a theoretically sound, although axiomatic,
approach to dealing with uncertainty, the other provides
solutions that are often closer to mathematical optimization
solutions than to stochastic solutions and that are supported
because “they work® on a number of problems. In this section,
we introduce classification and point to a recognition problem.

Classification is found in many fields. In medical imaging,
for example, statistical methods can be used to classify brain
tissue in magnetic resonance (MR) images [7]. Manual recog-
nition by a medical expert of the three brain tissue types, white
matter, gray matter, and cerebrospinal fluid, is an extremely
time consuming task. The images are three dimensional, and
the volume of data involved is large. An automated approach
is sought and statistical methods are used in this case. An
example of a data algorithmic approach in classification is the
use of acoustic emission for the investigation of local damage
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in materials and the application of neural networks to the
study of the acoustic signals [8]. In the mid 1980’s, neural
networks [9], along with decision trees provided two new
powerful algorithms for fitting data [10]. Upon the successes of
these approaches, a whole new direction in data analysis devel-
oped that is removed from the traditional statistical approach.
Breiman [10], a professor of statistics, argues for the goodness
of the data algorithmic approach, using many large real life
problems he encountered as a consultant. A third approach is
classification that relies solely on engineering knowledge and
basic data fitting. Such is the case when acoustic emission are
studied to monitor in real-time upper-ocean air-sea interface
processes, and classify recorded noise into ’rain’, *heavy rain’,
"drizzle’ and "no rain’ [11]. In this case, understanding of the
noise over the ocean is used in the classification, eliminating
the need for heavy statistical modeling, or for the ’black-
box’ / "'no-modeling’ data algorithmic approach. These three
examples can be seen as three fundamental directions in
classification. The third approach is surely preferred when
possible. However, many classification problems do not lead to
pure engineering or physics explanations. The uncertainty in
the classification problem is the hardest part to deal with, The
statistical approach models uncertainty using probability, while
data solutions choose to use a “black-box’ approach, with no
models. These classifiers from both schools have been com-
pared on many problems, and no single classifier outperforms
the others [12], [13]. All studies were based on experimental
trials, and one cannot reach any theoretical conclusion. It has
been concluded that the classifier performance depends greatly
on the characteristics of the data.

A. Classification

Classification can be described as the task of building a
function, known as a classifier 7, that maps an input or feature
set Z into a label or class set C:

F:ZocC (0

In one of its forms, supervised learning, the set C is known, and
there exit a training set D of inputs for which the mapping in
(1) is known, that is for each input Z € D, the corresponding
class C is known. Using D, the classifier F is built, then
used for a new input z € Z. F often takes the form of
a statistically estimated function, or an algorithm from the
family of neural networks or support vector machines. A
typical problem in classification for which the support vector
machines in their original form apply, is the two classes
classification or binary classification. In that case, C has only
two elements. There are many methods for classification and
they fall roughly into the two major categories mentioned: (i)
statistical and (ii) data algorithmic. Examples of classification
algorithms include: linear regression, quadratic regression,
Fisher’s linear discriminant, logistic regression, Naive Bayes
method, k-nearest neighbor, decision trees, neural networks,
Bayesian networks and support vector machines. A typical
simple approach suck as the k-nearest neighbor partition
the feature space into regions, based on some metric and
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assumption of the distribution in the input space. A mo
optimized approach is the support vector machines which
split the input space into two regions in the case of hinan
classification. Assuming such solution exists, that is the inpu
space is separable, it maximizes a measure of that separab
Statistical methods proceed differently and use one of t
following two general approaches:
s The first approach is to estimate from the training
set D a parameter @ that is used to parameterize”the
probability of a class C given a data point Z, :

Prob(C|Z) = f(Z;8).
Typically, & is estimated from D, or simply averaged ov
the values in D, Prob{C|Z) = [(Z; 8)Prob(9|D)d8.
« The second approach is to use Bayes theorem and i mverse
probabilities by computing
Prob{Z|CYProb(C)
2 sec Prob(Z|S)Prob{S}
Using D, Prob{Z|C) is constructed (modeled). 1

called the likelihood function and is used above in B
theorem to provide the class probabilities.

(2) and (3) provide a solution for F in (I} in a probabllis
form.

Fig. 1. A simple linear supporn vector machine

eparation oceurs, by adding cubic meonomials as input
eatures then one increases the chances for separability. If
epurability does not occur and increasing the dimensionality
ccomes infeasible, there is another version of support vector
achines that provides a solution. The popularity of support
ector machines is that they offer a computationally efficient
dratic programming solution. In addition, they offer the
Black-Box” effect, that is they are a mathematical solution
hat didn’t require any modeling of the actual problem. It is
1l data driven.

Prob(CjZ) =

B. Support Vector Machines

While neural networks are typical of a data algorithmic A Pattern Recogrition Problem

solution and have been the major initial driving force behi
that philosophy, support vector machines have become
increasingly popular with data analyst. We introduce
here as an example of data driven methodology. Vap

‘License plate recognition is a pattern recognition problem.
{consists of a sensor that collects observations in the form of
ges, a feature extraction algorithms that detects characters
an image, and a classification solution that recognizes
se characters. It is the use of video captured images for
automatic identification of a vehicle through its license
late. The applications are numerous and include parking lot
endance, toll roads, surveillance, identification of stolen
chicles and border crossing. A license plate recognition
ystem consists of a series of steps for the detection of
ehicle, the capture of images and the recognition of
haracters in the license plates. The last step involves image
lysis in three parts; (i) the localization of the lcense
late in the image, (if) the segmentation of characters from
‘localized license plate region, and (iii) recognition of
se characters. These steps are performed automatically
software and require intelligent algorithms to achieve a
igh reliability. Many systems have been developed. Most
them apply a learning approach; a historical data set is
lected and used to build the license plate solution. For
-character recognition, the data set is made of character
ges extracted from the historical data set using the first
steps of the solution, and split into two basic sets, training
a4tz and validation data. These are images of license plate
aracters that have been extracted from images of vehicles.
hey are binary images that have been cleaned, cropped and
Imalized. The characters are visually inspected one by one,
classified manually in the 36 possible classes {A,B,C, ...,
Z,0,1, ...,8,9}. Each set of characters is then split into a

many problems, and from a mathematical peint of:y
there is nothing wrong with support vector machines
classification, they offer onme optimal solution, given
a particular objective function is maximized and that
optimal solution exist. Burgues [15] provides an exce
tutorial on support vector machines that lists among
many articles written on the subject. In short, consider
binary classification problem, and let the training dat
D= {{z, ), =—1,+1,i=1,...,n}. The support vc
machines are hyperpianes separatmg D such that a measl
of that separation is optimal (see figure 1). “Optimal
defined as meaning that the distance of the hyperplan
any prediction vector is maximal. The set of vectors:in i
points and blue points that achieve the minimum dist
to the optimal separating hyperplane are called the suppor!
vectors. Their coordinates determine the equation of
hyperplane. The hyperplanes in figure 1 are moved:ar
until settled on an optimal one that maximizes the saparatlo
In & binary classification problem, separability doe
always occur. However, if the dimensionality is increasé
adding as variables all quadratic menomials in the origin
input variables Z;; that is, all product terms of the
Zi 2y, then the possibility of separation is greatel

training set and a validation set. The problem is to develop
an algorithm that can recognize an extracted character as one
of the 36 possible characters. It is a classification problem,
and the following section presents a solution described in {16].

V. EXAMPLE OF A SIMPLE SOLUTION

Neural networks [9] have been applied successfully in many
recognition and classification problems. The methodology
grew out of research in Artificial Intellipence. A neural net-
work is an artificial network made up of sets of interconnected
nodes called neurons. In its feedforward structure, there is a
set of input nodes, for example the features and attributes of
the image being processed for classification, that are connected
through a network of nodes, hidden layers, to a set of output
nodes, the classes to which the image belongs. The neural
network processes the images one by one and compares
the resulting outputs against the desired outputs. Errors are
calculated and weights which control the strength of network
connections are adjusted at each iteration. The training is
stopped once the neural network reaches a satisfactory level
of recognition. The set of final weights is used for processing
new data. This method is applied successfully to the license
plate recognition problem [17], [18]. The other approach most
used in character recognition in the license plate problem
is template matching. It is a technique in image analysis
for scanning an image template until part of it matches an
image at hand. There are many variants in the application
of template matching to character recognition. In its simplest
form, the image, in its binary form, is compared with same
size parts of the template image using a suitable metric.
The metric can be the euclidian distance or a correlation
measure between the pixels of the image and the template.
For example, the cross-correlation measure in (4), a statistical
measure used by Horowitz [19] and Pratt [20] for image
recognition, is a metric for template matching. If fr(z,y)
and fr(z,y), = = 1,...,ng, ¥y = 1,...,n, are the pixel
values of the digitized image and part of the template it is
being compared to, respectively, both of size ny X ny, then a
normalized cross-correlation measure, p(u,v), is :

2w 2y 1z y) fr(z —u,y — v)
(2o 22y F @ V2 [0, 20, fi{e — wy — v)]M/2

The template matching approach can be combined with other
methods in character recognition. However, the approach re-
mains a method based on the principle of the minimization
of a distance between two images. The optical character
recognition is a problem where uncertainty prevails as to what
class an input image belongs to. Given that it is a stochastic
problem, one expects probability answers, if one adheres to
the principle that probability is the only coherent way to
address uncertainty [21]. Neural networks provide satisfactory
answers to the character recognition problem, but they have
drawbacks in speed, complexity and training requirements.
Template matching is a minimization of squared ermror ap-
proach that does not provide a probabilistic answer and can

#
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be computationally expensive. Probability is the theoretically
sound framework in which an uncertainty problem is treated.
In the probabilistic framework, a likelihood function is built
to model the characteristics of the problem. Upon receipt of
data, it is either maximized or inverted to provide the most
likely solution. We introduce a simple probabilistic solution to
the optical character recognition problem in the license plate
problem. But before that, we review the theoretical foundations
of the statistical approach.

A. The Laws of Probability

There have been many approaches and tribulations in mod-
eling uncertainty. While Probability Theory is regarded as a
sound theoretical approach in dealing with uncertainty, there
have been other models. Fuzzy Logic Theory [22] and Shafer-
Dempster Belief Functions Theory [23], [24] are the most
notable other directions. Let £ be a random event or uncertain
event, then probability theory assigns a number between 0 and
1 to that event and denotes it P(E[H). H stands for *history’
and denotes all the background history and information held
by the assessor of that probability, 7 is often assumed and not
shown in the notation, and we write P(E) for the probability
of event E. E can be any possible or imagined event, such
as 'rain tomorrow’, or the 'image belonging to class C. E
represents the truth of a proposition and P(E) the probability
of that proposition being true. There are three laws upon which
probability theory is built;

« Convexity: 0 < P(E) <1

+ Addition: if E; and E» are mutually exclusive, that is

they both cannot occur together, then

P(Ey or By) = P(E\) + P(Ez)

» Multiplication: P(E, and E,) = P(E{|E:)P(E,),
where P(E|E,) is known as the conditional probability
of event E1 given’ event E; has occurred.

Based on these simple laws, a whole body of explanatory
science, inference and prediction using statistics is built. While
probability theory is laid down with mathematical rigor and
require definitions upon which the three laws are built, in
essence, it is these 3 simple laws that are at the heart of
any probabilistic operation, and anmy statistical study. Two
other laws are derived from the three basic ones, and form
the engines for inference and prediction. They are the 'Law
of Total Probability’ and *Bayes’ Law [32]. With a proper
interpretation of the meaning of probability P(E), this is all
that is needed to conduct a complex data analysis.

B. The Probabilistic Approach

Returning to the optical character recognition, let an ex-
tracted character image be at hand. We want to recognize
the character C in that image, C being a letter or a one
digit number. Let Z be a random variable that represents a
sclected statistical feature of the character image. Z need not
be, and often isn’t univariate. The probabilistic approach starts
by building a probability model for that feature in the form of
Prob(Z|C), C = A, B,...,9. For each image in the training
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set, the value of Z is computed. Data analysis tools along wij
engineering knowledge are used to arrive at the probabthty
model Prob(Z|C). Seen as a function of the event C,f
is ’the character is C”, the probability model Prob(Z iy
known as the likelihood function £{C} = Prob(Z|C).
likelihood function is at the heart of the probabilistic approach
If this model is built properly, and the statistical feature
offers enough information about the character’s class,
probabilistic approach will be effective. Given a likelihood
model, the probabilistic approach proceeds as follows. Le
be the value of Z for an image being analyzed. Then th
probability that the character is C, given the data z is

&)

ere N¢ is the size of the training set for character C, and

= {0 or 1} is the value of pixel ¢ for image ;7 of the
ning set. This is done for each character C. For simplicity
fnotation, 8; is used in (8), when in fact it is 8;{C). It differs
or. each character €. The same holds for Eq. (9). From a
' putational point of view, the assessment of the likelihood
arameters is very simple. For each character C, all the images

Prob(C|Z = 2) = Prob(Z = z|C)Prob(C) _ the training set are added, then divided by the size of the
g:i Prob(Z = z].5)Prob(8) - Ne, automatically providing a matrix of estimates [f; ]'ZE
for ¢ = A, B,...,9. Prob(C) in (5) is the prior probalsii his is a simple operation, inexpensive computationally, that

laces the training of a neural network. It needs to be done
y once, and the estimates matrices are used subsequently
recognize the characters. Once the likelihood function is
onstructed, it is used to recognize characters in a simple
peration. Let z be the realization of the statistic Z for a
inary image that has received similar cleaning, cropping and
sizing as have the images of the training set. Then

Prob{z|C)Prob(C)

that ' is the actual character in the analyzed image..
denominator § = ZS Prob(Z = z|$)Prob(S) is a’
malizing constant. Prob(CEZ = £z) is the resulting post
distribution of C. The probabilistic solution chooses:
character C, that maximizes the posterior distribution;

Prob(C|Z = z) .8 Prob(C)Z = z).

This probabilistic approach is often referred to as a Bayesi

= Maxc=a,B,.

: . N Prob(Clz) = —5=5 (10)
approach. A non Bayesian approach would simply maximi 35— 4 Prob{z|.S)Prob{5)
the likelihood function, ignoring the prior component,: and
here
select € such that; (2]
. o N ANz
Prob(Z == 2|C) = MaxXga s, .o Prob(Z = z|C). Frob(zC7) = .I_Ilgi (1 =) (an

Both these statistical solutions, (6) and (7), rely on
likelihood function. These simple operations are at.
heart of many probabilistic classifications, predictions:
inferences. While seemingly simple in principle, their suc
depends on the proper selection of the random variabl
and the probability model Prob{Z|C) in (5).

oting that the appropriate f:"s in (10) correspond to a given
. The posterior probability distribution in (11) ranks the
haracters A, B,...,X,Y,Z,0,1,...,8,9 for their likelihood
f being the character in the image being treated. This method
lelded excellent results in [16]. As such, the method fails
y distinguish fully between the characters 2 and Z, 5 and
;1 and 1, B and 8, and ©,0.D and Q. However, using the
ame logic and applying it exclusively to parts of the image,
ie authors in [25] reach a 97% reliability . This is a high
cliability for a pure approach that doesn’t use heuristics and
d-hoc techniques. In practice, one would supplement this
pproach with redundancy checks in the form of different
lution methodologies, and use multiple images per vehicle
obtain close to 100% accuracy. As such, the method is
Eghly accurate. In essence, the approach of [16] is a Naive
ayes approach, as known in the classification literature,
nd provides a probabilistic solution to the optical character
cognition in the license plate problem.

C. Recognition of Characters

For the license plate recognition problem, Z is defi
in [16] as the vector of the values of all the pixels in t
extracted image, after such image has been cleaned, cropp
and normalized. The author in [16] arrived at the conclisi
that the values of the pixels in the binary image hold:all
the information that can be used to recognize the charact
in the extracted image. Each of these pixel values is cith
0 or 1, the input image being binary. For each plxei,
Bernoulli probability model §2(1 — ;)1~% is applicd,
being the value of Z at pixel i. Making the assumption of
conditional independence of the pixel values given an imag
the likelihood function follows as

12]

=IIea
i=1

where |Z] is the cardinal, or vector size, of Z. To estimaté
the proportion #; for pixel ¢, a number of approaches can:be

V. STATISTICAL FOUNDATIONS OF INTELLIGENT
TECHNOLOGIES

£L(C) = Prob(Z|C) - 91_)1—2;»’ .-__(_8) Debates about how neural networks fit into classification,
e nd how they compare and relate to statistical methods have
een conducted (see for example [26], [27]). While some have

dopted an outright stance against neural networks [28], most

accept that there are two philosophically different approaches
in data analysis, one based on the laws of probability and
the other algorithmic and data driven [10]. Many use both
approaches in their dealing with data, particularly engineers
who are pragmatic and care that a method works and be
robust. While support vector machines are optimization tools
used to separate data, and as such aren’t subject to criticism,
neural networks on the other hand are data analysis tools
that cannot be justified on the ground of any theory. They
were loosely designed to mimic the functioning of the human
brain, and do not represent any logical or axiomatic approach
in dealing with the dats, besides the empirical facts that
they have been successful in some problems. Their outputs
are not probabilities, only estimates of probabilitics. As
such, neural networks cannot be used in decision theoretic
problems. They achieve their full potential in problems only
under ideal conditions. Their training is often complicated
and time consuming. There is the issue of ’over fitting’.
By over fitting the neural network to the training data, one
risks to extrapolate badly, that is to have a poor neural
network performance on the new data. The consistency of the
estimators in neural networks can be proven only numerically,
as posterior probabilities are only estimated. Finally, neural
networks assume equal costs for misclassification, which
may not be true in practice. Neural networks are nevertheless
universal approximators. They are mode] free, data driven,
which explains a large part in their success. They help avoid
the curse of dimensionality in many problems and are robust
to mnoise. Although often processed by serial computers,
neural networks do offer, in principle, the ability to use
parailel processing.

If any criticism is to be directed, it should be to the statistical
community who failed to address the need of the data analysis
community. One can state that some statisticians produce work
where they do not justify their models, focusing rather on
the use of such models in sophisticated statistical solutions,
while on the other hand engineers, physicist and computer
scientists struggle with large data sets to explain phenomena
observed in the real world. The data algorithmic approach
may be seen as a way by some communities to eliminate
their needs for statisticians and their models. Data analysts
and engineers ofien require answers to large data sets without
dwelling indefinitely on the explanation of such data. However,
there is danger in thinking that any answer is a good answer.
The laws of probability are not a truth. They form only a
model of thinking, based on axioms. But it is the result of
centuries, of building bit by bit a theory for dealing with
uncertainty. While there is absolutely no guarantee that it is
the optimal way to think, it certainly has been tested by many
great minds over centuries. It is not in the scope of this article
to survey the foundations of probability, but many authors
have provided excellent texts on the subject {29]-[32]. And
it is certainly accepted universally that probability is the only
coherent way to solve decision problems. But what are data
analysis problems but decision problems.
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Abstract—This paper considers the assignment of tasks with
terdependencies in a heterogencous multiprocesser enviren-
ent where task execution time varies with task as well as the
recessing clement processing it. The solution to this heteroge-
eous multiprocessor scheduling problem involves the gptimiza-
on of complete task assignments and processing order within
he assigned processors with minimum makespan, subjeet to the
recedence constraint. To solve such a NP-hard combinatorial
ptimization problem, this paper presents a hybrid cvolutionary
Igorithm that incorporates two local search heuristics that ex-
loits the intrinsic structure of the solution as well as specialized
enetic operators to encourage exploration of the search space.
he effectiveness and contribution of the proposed features are
alidated on a set of benchmark problems characterized by
ifferent degrees of communication times, task and processor
cterogeneities. Simulation results demonstrate the slgorithm is
apable of finding uscful schedules on the set of new benchmark
roblems.

ndex Terms—Multiprocessor scheduling, heterogeneous, hy-
rid evolutionary algorithm, local search, precedence

1. INTRODUCTION

HE emergence of computer programs with increasingly
higher computational requirements and algorithmic com-
lexity has necessitated the need for parallel processing el-
ments in a multi-computer environment, which in turn has
¢en the increasing need for task allocation to be optimally
istributed in a suitable manner to these individual processing
nits. The multiprocessor scheduling problem is a class of NP-
ard combinatorial optimization problems {131, [17], [21], [26]
nd it can be categorized into different classes based on the
haracteristics of the program, the tasks to be scheduled, the
wltiprocessor system, as well as the availability of informa-
on {19], [20], [9]. Typically the processing elements con-
tituting the multi-computer environment can be of the same
apability or of a different capability. This paper is focused on
ie latter. The problem becomes even more challenging when
ommunication delays are accounted for.

In a nutshell, the goal of a scheduler is to assign partitioned
isks to available processors in such a manner that not only
re the requirements of precedence between these tasks are
et, but also in addition to the objective in obtaining as
inimal as possible a makespan [29]. Presently, there are
umerous methods and approaches which have been developed
nd subsequently applied to the multiprocessor scheduling
roblem, typically using a deterministic approach. El-Rewini

. C. Tan, C. K. Goh and E. J. Teoh are with the Department of Electrical
Hd Computer Engineering, National University of Singapore, 4, Engineering
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et af [9] provides a fairly comprehensive taxonomy of how
scheduling problems can be categorized, and highlights the key
differences that distinguishes one class from the next. Further
to this, in [19], [20], Kwok and Ahmad present a wide-ranging
overview and classification of scheduling algorithms, particu-
tarly focusing on deterministic and static scheduling problems.
Most of the present techniques are based on heuristics [18],
[22] that are not only greedy in nature but also capable of
solving certain instances of the scheduling problem efficiently.

Evolutionary algorithm (EA) is a class of stochastic global
optimization technique has been applied to solve the het-
erogenous multi-processor scheduling (HIMPS) optimization
problem. EAs are excellent global search algorithms but they
can take a relatively long time to locate the local optimum
in the region of convergence [25]. On the other hand, local
search heuristics are capable of locating the optimum quickly
but are prone to local optimal traps. Therefore, researcher
often hybridized EAs with local search heuristics to maintain
a balance between exploration and exploitation to improve the
optimization processes [6], [12], [16], [23], [24].

This paper presents a new hybrid evolutionary algorithm
(HEA) for the HMPS optimization problem. The proposed
algorithm incorporates two local search operators, based on
list scheduling and task duplication, to exploit the intrinsic
structure of the scheduling problem. Unlike existing evo-
Iutionary approaches to the HMPS problem, the proposed
HEA also implements a variable length chromosome which
preserves the precedence relations, a PE schedule crossover
which facilitates the exchange of good schedules assigned
to the individual processors as well as specialized mutation
operators to improve the diversity of the evolving population.

This paper is organized as follows: Section II gives an
overview of existing works as well as the problem formula-
tion of the HMPS. Section III presents the various features
of the proposed HEA including the local search heuristics
and specialized genetic operators as well as the algorithmic
flow, Section IV presents the extensive simuiation results and
analysis of the proposed algorithm. Conclustons are drawn in
Section V.

II. HETEROGENOUS MULTI-PROCESSOR SCHEDULING
PROBLEM

A, Problem Formulation

The multiprocessor scheduling problem can be simply stated
as follows:

Assuming there are n tasks that have to be executed
on m processors - where and when should each task
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Foreword

The Eighth International Conference on Intelligent Technologies (InTech’07), to be
held in Sydney from 12 to 14 December 2007, is hosted by University of Technology
Sydney (UTS) and the ARC Centre of Excellence for Autonomous Systems (CAS). It
is the first time this annual conference takes place in Australia.

Previous InTech conferences have been the venue for internationally-recognised
researchers in applied mathematics and artificial intelligence producing excellent
work in the areas of Fuzzy Logic, Knowledge-Based Systems, Neural Networks,
Learning/Adaptive Systems, Data Mining, Uncertainty Processing and Soft
Computing, Intelligent Data Analysis, Control and Decision Science.

InTech’07 merges its tradition in laying mathematical foundations of intelligent
technologies with the conference theme on “Intelligent Technologies in Robotics and
Automation”, reflecting an increasing interest in real-world applications. The
conference's technical programme covers also recent advances in information
technologies, business and finance management, biomedical engineering, control and
power engineering, sensing, vision and image processing.

The International Programme Committee and invited reviewers were working very
hard to return all paper reviews in time, with each paper being peer-reviewed at least
by two specialists in the relevant area. For this, we are indebted to all colleagues
involved. Out of over 70 paper submissions and interest registrations, the Committee
has accepted 40 regular papers for presentation and 3 poster papers. In addition to ten
regular sessions, InTech’07 features also four plenary talks, two invited papers, a Gala
dinner speech, and an expert panel discussion.

The generous sponsorship obtained from the UTS Faculty of Engineering and the
UTS node of the Centre for Autonomous Systems is gratefully acknowledged. We
would like to sincerely thank our colleagues from University of Texas at El Paso,
USA, and from the InTech founding institution, Assumption University, Thailand, for
their invaluable cooperation. Many thanks go also to staff and students at the host
institution, who have helped and supported the conference in one way or another.
Lastly, we would like to express our heartfelt thanks to all the authors, participants
and esteemed guests for their solid contributions and making for this unique event.

We hope InTech’07 will be successful, fruitful to all of you, and would like to wish
you a joyful stay in Sydney.

Assoc. Prof. Q. P. Ha
InTech’07 General Chair
UTS-CAS, Nov. 2007
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Panel Discussion

The International Conference on Intelligent Technologies (InTech) has traditionally
had a strong focus on the development of mathematical foundations for Intelligent
Technologies. Recent InTech conferences have been the venue for internationally-
recognised researchers in applied mathematics and artificial intelligence producing
excellent work in the areas of Fuzzy Logic, Knowledge-Based Systems, Neural
Networks, Learning/Adaptive Systems/Data Mining, Uncertainty Processing and Soft
Computing, Intelligent Data Analysis, Control and Decision Science.

InTech’07 is complementing these with intelligent technology developments for
applications in information technologies, business and finance management,
biomedical engineering, control and power engineering, sensing, image processing
and the conference mainstream of robotics/mechatronics and automation. Towards
productive amalgamation of sciences and applications in real world deployment of
intelligent technologies, a Panel Discussion will be organised on the theme:

Intelligent Technologies: Bridging the Gap between Sciences and Applications

Wacilitator:

Professor Gamini Dissanayake, University of Technology Sydney, Australia
Centre for Autonomous Systems, UTS Node Director

Biography:

e

Gamini Dissanayake is the James N Kirby Professor of
Mechanical and Mechatronic Engineering at University of
Technology, Sydney (UTS). He has expertise in a broad range of
topics in robotics including; robot localisation, mapping and
simultaneous localization and mapping (SLAM) using sensors
such as laser, radar, vision and inertial measurement units; terrain
mapping; multi-robot coordination for SLAM, target tracking and
probabilistic search; motion planning for single and multiple robot
manipulators, legged robots, and cranes; and application of robotic
systems in urban search and rescue. He leads the UTS node of the ARC Centre of
Excellence for Autonomous Systems. He graduated in Mechanical/Production
Engineering from the University of Peradeniya, Sri Lanka in 1977. He received his
M.Sc. in Machine Tool Technology and Ph.D. in Mechanical Engineering (Robotics)
from the University of Birmingham, England in 1981 and 1985 respectively.

Xiil




Proceedings of the Eighth International Conference on
Intelligent Systems (InTech’07)

Sydney Australia 12-14 December 2007
University of Technology Sydney

ISBN 978-1-86365-718-1



