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#### Abstract

In this paper, we propose a cooperative communication strategy that explores the combined use of vehicle-to-infrastructure (V2I) communications, vehicle-to-vehicle (V2V) communications, mobility of vehicles and cooperation among vehicles and infrastructure to improve the achievable capacity of vehicular network. An analytical framework is developed to model the data dissemination process using this strategy, and a closed form expression of the achievable capacity is obtained, which reveals the relationship between the achievable capacity and its major performance-impacting parameters such as inter-infrastructure distance, radio ranges of infrastructure and vehicles, sensing range of vehicles, transmission rates of V2I and V2V communications, vehicular density and the proportion of vehicles with download requests. Numerical result shows that the proposed cooperative communication strategy significantly increases the capacity of vehicular networks, especially when the proportion of vehicles with download request is low. Our results provide guidance on the optimum deployment of vehicular network infrastructure and the design of cooperative communication strategy to maximize the capacity.
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## I. Introduction

Interest is surging on vehicular networks due to their increasingly important role in improving road traffic efficiency, enhancing road safety and providing real-time information to drivers and passengers [1]. Two wireless communication modes: vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) communications are supported in vehicular networks by deploying wireless communication infrastructure points along the roadside (e.g., road-side units (RSU)), equipping vehicles with on-board communication facilities (e.g., onboard units (OBU)), and with assist of dedicated short-range communication (DSRC) [2] and LTE technology.

V2I and V2V communications, on one hand, are both fundamental techniques to disseminate data for vehicular applications, including safety applications like disseminating realtime information about traffic accidents, traffic congestion or obstacles in the road, and non-safety applications like offering value-added services (e.g., digital maps with real-time traffic status) and in-car entertainment services [1]; on the other hand, as pointed out in [3] and reference therein, purely relying on V2I communications or V2V communications alone cannot meet the diverse communication requirements of different vehicular applications. Instead, V2I and V2V communications have to co-exist and complement each other to improve the network performance.

In our prior work [3], we considered a vehicular network scenario where there is only one vehicle with download request from the Internet and all other vehicles cooperate to assist the communication of the aforementioned vehicle. We showed that a cooperative communication strategy, which utilizes both V2I and V2V communications, the mobility of vehicles and cooperation among vehicles and infrastructure, can significantly boost the throughput of the vehicle. In this paper, we extend to consider a more general scenario with a subset of vehicles, termed Vehicles of Interest (VoIs), having download requests. Each VoI downloads a distinct large-size file from the Internet and other vehicles without download requests, termed helpers, assist the delivery of the files to the VoIs. We analyze the capacity achievable by the VoIs using the cooperative communication strategy and develop an analytical framework to investigate the relationship between the achievable capacity and its major performance-impacting parameters. The novelty and major contributions of this paper are summarized as follows:

1) We propose a novel cooperative communication strategy, which utilizes V2I and V2V communications, mobility of vehicles, and cooperation among vehicles and infrastructure to boost capacity of vehicular networks;
2) We develop an analytical framework to model and investigate the data dissemination process assuming the aformentioned cooperative communication strategy, and a closed-form expression of the capacity achieved by the VoIs in a vehicular network is obtained;
3) Both simulations and numerical analysis are conducted, which show that the proposed cooperative strategy significantly improves the capacity of vehicular networks, compared with its non-cooperative counterpart, even when the proportion of VoIs is small.

Our results shed light on the optimum deployment of vehicular network infrastructure in terms of their interval distance, and the optimum design of cooperative communication strategy to improve the capacity of vehicular networks.

The rest of this paper is organized as follows: Section II introduces the system model, the proposed cooperative communication strategy and the problem formation. Theoretical analysis are provided in Section [III In Section IV] we validate the analytical result using simulations and conduct numerical analysis to discuss our result and its insight. Section V concludes this paper.


Fig. 1. An illustration of the vehicular network on a highway. The density and speed of vehicles in each direction are $\rho_{1}, v_{1}$ and $\rho_{2}, v_{2}$ respectively.

## II. System Model and Problem Formation

## A. Network Model

We consider a vehicular network on a bi-directional highway with length $L$ where roadside infrastructure are uniformly deployed with equal interval distance $d, d \ll L$. Considering that the width of a lane is typically small compared with the transmission range of vehicles, we ignore the road width and model multiple lanes in the same direction as one lane [4]. We further assume that all infrastructure points are connected to the Internet through wired or wireless backbone with much larger capacity than the vehicular networks.

We adopt a widely used traffic model that the distribution of vehicles in both directions follow Poisson processes with densities $\rho_{1}$ and $\rho_{2}$ respectively [5]-7]. It follows that the inter-vehicle distances in each direction are exponentially distributed. Furthermore, as a ready consequence of the superposition property of Poisson processes [8], all vehicles on the highway are also Poissonly distributed with spatial density $\rho=\rho_{1}+\rho_{2}$. We assume that the proportion of VoIs in both directions are $p(0<p<1)$. Therefore, VoIs and helpers respectively have traffic density $p \rho$ and $(1-p) \rho$. Moreover, vehicles in both directions travel at a constant speed of $v_{1}$ and $v_{2}$ respectively. We will show later that our analysis also applies to other time-varying speed model, e.g., Gaussian speed model [9]. The system model is illustrated in Fig. 1 .

## B. Wireless Communication Model

Both V2I and V2V communications are considered. All infrastructure points and vehicels are assumed to have the same radio range, denoted by $r_{I}$ and $r_{0}$ respectively. A pair of vehicles (or vehicle and infrastructure) can directly communicate with each other if and only if (iff) their Euclidean distance is not larger than the radio range $r_{0}\left(\right.$ or $\left.r_{I}\right)$ [4], [5], [10].

We consider that each vehicle has a single antenna so that they cannot transmit and receive at the same time. Besides, unicast scenario is considered that each infrastructure (or vehicle) can only transmit information to one vehicle at a time. We further assume that V2I and V2V communications are allocated different channels so that there is no mutual interference between them. For V2V communications, CSMA media access control (MAC) protocol is adopted with sensing range $R_{c}$. We assume $R_{c} \geq 2 r_{0}$ to avoid collision. Moreover, we assume V2I and V2V communicate at a constant data rate $w_{I}$ and $w_{V}$ respectively [11], [12]. For time-varying channels, the values of $w_{I}$ and $w_{V}$ can be replaced by the respective
time-averaged data rate of V2I and V2V communications and our analysis still applies.

We consider a prioritized V2I transmitting scheme that infrastructure will transmit its data to VoIs first. Helpers can receive data from the infrastructure only when there is no VoI within its coverage. For V2V communications, helpers function as transmitters and VoIs as receivers. A transmitter can choose a receiver from either direction within its transmission range and transmit data via one-hop communication.

## C. Cooperative Communication Strategy

As mentioned previously, we consider a scenario where some VoIs (with proportion $0<p<1$ ) want to download large files, e.g., videos, from a remote server and the file to be downloaded by different VoI is different. Each requested large file by the VoIs may be first split into multiple pieces and transmitted to different infrastructure points such that each infrastructure point has a different piece of that file. Each piece of data delivered to infrastructure may be further split and transmitted either directly to the corresponding VoI requesting it or to helpers when they move into its coverage so that VoIs and helpers have different pieces of data. Each helper may store data for different VoIs. We assume there is a central server that has full knowledge of the data transmission process to guarantee that the data the helpers receive from infrastructure is the data required by the VoIs they will encounter. This assumption helps to establish the capacity (maximum data rate) that can be achieved. Therefore, when the VoIs are in the coverage of infrastructure, they receive data directly from the infrastructure. In the meantime, the helpers may also receive data from the infrastructure when they obtain access to the infrastructure. When the VoIs move outside the coverage of infrastructure, they may continue to receive data from helpers, exploiting the mobility of vehicles and V2V communications. In this way, V2I communications between the VoIs and infrastructure, between helpers and infrastructure, V2V communications between the VoIs and helpers, cooperations among infrastructure and among vehicles, as well as vehicular mobility are coherently combined to maximize the capacity of the VoIs.

## D. Problem Formation

Consider an arbitrarily chosen time interval $[0, t]$ and denote the amount of data received by all VoIs as $D(t)$ during this time interval. In this paper, we are interested in finding the long-term achievable capacity of the VoIs using our cooperative communication strategy, where the long-term capacity, denoted by $\eta$, is formally defined as follows:

$$
\begin{equation*}
\eta=\lim _{t \rightarrow \infty} \frac{D(t)}{t} \tag{1}
\end{equation*}
$$

## III. Theoretical Analysis

We define the area covered by one infrastructure point (termed V2I Area) and the adjacent area between two consecutive infrastructure points but not covered by the infrastructure point (termed V2V Area) as a cycle, which has length $d$. See


Fig. 2. An illustration of one cycle, which includes V2I Area and V2V Area.

Fig. 2 for an illustration. It follows from renewal theory [14] that the long-term achievable capacity by the VoIs from each cycle, denoted by $\eta_{\text {cycle }}$, is identical and the total capacity achieved in a segment with length $L$ can be readily calculated by (ignoring the trivial fact that $\frac{L}{d}$ may not be an integer):

$$
\begin{equation*}
\eta=\frac{L}{d} \eta_{\text {cycle }} \tag{2}
\end{equation*}
$$

From (2), to calculate the total capacity achievable by the VoIs from a highway segment with length $L$, it suffices to calculate the capacity achieved by the VoIs from one cycle, which can be calculated as follows:

$$
\begin{equation*}
\eta_{\text {cycle }}=\lim _{t \rightarrow \infty} \frac{D_{V 2 I}(t)}{t}+\lim _{t \rightarrow \infty} \frac{D_{V 2 V}(t)}{t} \tag{3}
\end{equation*}
$$

where $D_{V 2 I}(t)$ and $D_{V 2 V}(t)$ are respectively the expected amount of data received by the VoIs from infrastructure in the V2I Area and from helpers in the V2V Area during time period $t$. In the following, we will focus on studying one cycle entirely contained within the highway segment of length $L$, termed the cycle of interest and calculate the two terms on the right hand side of (3) separately.

## A. Capacity achieved by VoIs from V2I communications

Without loss of generality, we term the infrastructure point located in our cycle of interest $I_{1}$. We assume that time is divided into time slot with equal length $\Delta t$, and $\Delta t$ is rather small that we can regard vehicles as static during each time slot. Denote by $q_{1}(i), i=1,2, \ldots$ a discrete random variable representing the fraction of time that VoIs' V2I communication happen during the $i$ th time interval. Recall that in our assumption, infrastructure delivers its data directly to the VoIs as long as there are VoIs within its coverage. Therefore, $q_{1}(i)$ equals to 1 when there exist at least one VoI within the coverage of $I_{1}$ during the $i$ th time interval, otherwise equals to 0 . It follows that the expected total amount of data the VoIs can obtain through V2I communications during time period $[0, t]$ can be calculated by (ignoring the trivial fact that $\frac{t}{\Delta t}$ may not be an integer):

$$
\begin{equation*}
D_{V 2 I}(t)=\lim _{\Delta t \rightarrow 0} E\left(w_{I} \sum_{i=1}^{t / \Delta t} q_{1}(i) \Delta t\right) \tag{4}
\end{equation*}
$$

According to the ergodicity and stationarity properties of homogeneous Poisson point process [15], the time average of $q_{1}(i), \lim _{t \rightarrow \infty} \frac{\lim _{\triangle t \rightarrow 0} E\left(\sum_{i=1}^{t / \Delta t} q_{1}(i) \Delta t\right)}{t}$, is equal to the probability that there is at least one VoI within the coverage
of $I_{1}$ at a randomly chosen time slot, denoted by $\bar{q}_{1}$. From the Poisson distribution of vehicles, $\bar{q}_{1}=1-e^{-p \rho 2 r_{I}}$. Therefore,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\lim _{\triangle t \rightarrow 0} E\left(\sum_{i=1}^{t / \Delta t} q_{1}(i) \Delta t\right)}{t}=\bar{q}_{1}=1-e^{-p \rho 2 r_{I}} \tag{5}
\end{equation*}
$$

Combing (4)-(5), we have:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{D_{V 2 I}(t)}{t}=w_{I}\left(1-e^{-p \rho 2 r_{I}}\right) \tag{6}
\end{equation*}
$$

## B. Capacity achieved by VoIs from V2V communications

Note that the data received by the VoIs from helpers eventually comes from the data received by the helpers from infrastructure. Therefore, the amount of data the VoIs can receive from V 2 V communications during time period $[0, t]$, on one hand, is constrained by how much data the helpers can receive via their V2I communications during time period $[0, t]$; on the other hand, is limited by how much data the helpers can transmit to the VoIs through V2V communications during time period $[0, t]$. Taking the above two constraints into account, we have the following results:
Theorem 1. The capacity the VoIs can achieve through V2V communications from one cycle is given by:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{D_{V 2 V}(t)}{t}=\min \left\{\lim _{t \rightarrow \infty} \frac{D_{I_{-} H}(t)}{t}, \lim _{t \rightarrow \infty} \frac{D_{V}(t)}{t}\right\} \tag{7}
\end{equation*}
$$

where $D_{I_{-} H}(t)$ is the expected amount of data received by helpers from one cycle through their V2I communications during time period $[0, t]$, and $D_{V}(t)$ is the expected amount of data the helpers can deliver to the VoIs through $V 2 \mathrm{~V}$ communications in the V2V Area during time period $[0, t]$ without considering the limitation of the amount of data received by helpers from the infrastructure.

Since the bottleneck is either in the V2V communications between VoIs and helpers, or in the V2I communications between helpers and the infrastructure, the proof of Theorem 1 follows readily.

From Theorem 11, it remains to calculate $\lim _{t \rightarrow \infty} \frac{D_{I_{-H}}(t)}{t}$ and $\lim _{t \rightarrow \infty} \frac{D_{V}(t)}{t}$. In the following, we will calculate these two terms separately.

1) Calculation of $\lim _{t \rightarrow \infty} \frac{D_{I_{-} H}(t)}{t}$ : Denote by $q_{2}(i)$ a discrete random variable, which equals to 1 when helper's V2I communication happens during $i$ th time interval, otherwise equals to 0 . Similar to the analysis in III-A we have

$$
\begin{align*}
\lim _{t \rightarrow \infty} \frac{D_{I_{-} H}(t)}{t} & =\lim _{t \rightarrow \infty} \frac{w_{I} \lim _{\triangle t \rightarrow 0} E\left(\sum_{i=1}^{t / \Delta t} q_{2}(i) \Delta t\right)}{t} \\
& =w_{I} \bar{q}_{2} \tag{8}
\end{align*}
$$

where $\bar{q}_{2}$ is the probability that helper's V2I communication happens at a randomly chosen time instant. Note that an infrastructure point only delivers its data to helpers if both of the following conditions are met: (i) there is no VoI within its coverage, and (ii) there is at least one helper within its coverage. Thus, $\bar{q}_{2}$ can be readily calculated by:

$$
\begin{equation*}
\bar{q}_{2}=e^{-p \rho 2 r_{I}} \cdot\left(1-e^{-(1-p) \rho 2 r_{I}}\right)=e^{-p \rho 2 r_{I}}-e^{-\rho 2 r_{I}} \tag{9}
\end{equation*}
$$

Combing (8) and (9), we have:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{D_{I_{-} H}(t)}{t}=w_{I}\left(e^{-p \rho 2 r_{I}}-e^{-\rho 2 r_{I}}\right) \tag{10}
\end{equation*}
$$

2) Calculation of $\lim _{t \rightarrow \infty} \frac{D_{V}(t)}{t}$ : Recall that for V2V communications, we adopt CSMA multiple access protocol with sensing range $R_{c}$. Therefore, a helper within the V2V Area can potentially be chosen as one of the simultaneously transmitters when there is no other helper transmitting within its sensing range and there is at least one VoIs within its transmission range. We call a helper, together with the VoI that the helper transmits to, an active helper-VoI pair iff this helper is chosen as a transmitter and chooses this VoI within its transmission range as its receiver.

Denote by $N_{p}^{\chi}(i)$ the number of active helper-VoI pairs in the V2V Area during $i$-th time slot, where $\chi \in \Phi$ denotes the scheduling algorithm that schedules the simultaneously active helper-VoI pairs and $\Phi$ denotes the set of all scheduling algorithms. Using the analysis in [12], [13], we have:

$$
\begin{align*}
\lim _{t \rightarrow \infty} \frac{D_{V}^{\chi}(t)}{t} & =\lim _{t \rightarrow \infty} \frac{w_{V} \lim _{\Delta t \rightarrow 0} E\left(\sum_{i=1}^{t / \Delta t} N_{p}^{\chi}(i) \triangle t\right)}{t} \\
& =w_{V} E\left[N_{p}^{\chi}\right], \tag{11}
\end{align*}
$$

where $D_{V}^{\chi}(t)$ is the respective $D_{V}(t)$ assuming the scheduling scheme $\chi$, and $E\left[N_{p}^{\chi}\right]$ is the expected number of simultaneously active helper-VoI pairs in the V2V Area at a randomly chosen time slot.

From (11), the maximum value of $\lim _{t \rightarrow \infty} \frac{D_{V}^{\chi}(t)}{t}$ is achieved when using an optimum scheduling that schedules as many active helper-VoI pairs as possible. Therefore, in the following analysis, we will first find an optimum scheduling scheme, denoted by $\chi_{\text {opt }}$, that leads to the maximum number of simultaneously active helper-VoI pairs, and then calculate $E\left[N_{p}^{\chi_{o p t}}\right]$ under this optimum algorithm. Without loss of generality, we designate the left boundary point of the V2V Area, i.e., the point to the right of infrastructure point $I_{1}$ and at a distance $r_{I}$ to $I_{1}$, as the origin of the coordinate system, and the right direction as positive $(+x)$ direction. The following theorem summarizes the optimum scheduling scheme.
Theorem 2. An optimum scheduling scheme $\chi_{o p t}$, which leads to the maximum number of simultaneously active helper-VoI pairs in V2V Area is as follows: select active helper-VoI pairs in order from left to the right. First, choose the first helper to the right of the origin that has at least one VoIs within its coverage as the first transmitter, and the left-most VoI within the coverage of that helper as its receiver. The next transmitter is the nearest helper to the current transmitter, and satisfies the following conditions: 1) the distance between this helper and the current transmitter is larger than $R_{c} ; 2$ ) it can find at least one VoI within its coverage. If there are multiple VoIs, always chooses the leftmost VoI. Repeat the above process until the rightmost border of the V2V Area is reached.

Proof: Denote by $X_{k}, k=1,2, \ldots$ the location of the $i$ th transmitter (helper of the active helper-VoI pair), numbered from left to the right, under the optimum scheduling scheme $\chi_{o p t}$. Denote by $Y_{k}, k=1,2, \ldots$ the location of the $i$ th transmitter under an arbitrary scheduling scheme $\chi^{\prime}$. It

(a) Results under the scheduling scheme $\chi_{o p t}$

(b) Results under another scheduling scheme $\chi^{\prime}$

Fig. 3. An illustration of the distribution of simultaneous transmitters, where the triangular points and dots represent the helpers that are and are not chosen as simultaneous transmitters respectively.
follows that $X_{1}<X_{2}<\cdots<X_{k}<X_{k+1}<\cdots$ and $Y_{1}<Y_{2}<\cdots<Y_{k}<Y_{k+1}<\cdots$. See Fig. 3 for an illustration. In the following, we prove that $\chi_{o p t}$ described in Theorem 2 is an optimum scheduling scheme that would lead to the maximum number of active helper-VoI pairs by recursion that $X_{k} \leq Y_{k}$ holds for any $k=1,2, \ldots$.

For $k=1$, noting that according to the scheduling scheme $\chi_{o p t}$, the first transmitter is the leftmost helper in the V2V Area that has at least one VoI within its coverage. Therefore, it follows readily that $X_{1} \leq Y_{1}$.

Assuming that $X_{k} \leq Y_{k}$ when $k=n, n \geq 1$, we will show that $X_{n+1} \leq Y_{n+1}$. We consider two different cases: $X_{n+1} \leq Y_{n}$ and $X_{n+1}>Y_{n}$ :
(i) Case $X_{n+1} \leq Y_{n}$ : in this case, it can be readily shown that $X_{n+1} \leq Y_{n}<Y_{n+1}$.
(ii) Case $X_{n+1}>Y_{n}$ : in this case, under the scheduling scheme $\chi_{\text {opt }}$, the $(n+1)$-th transmitter is the nearest helper to the right of the $n$-th transmitter satisfying simultaneous transmission conditions: it is outside the sensing range of the $n$-th transmitter who are located at $X_{n}$ and has at least one VoI within its transmission range. Therefore, there is no helper within road segment $\left(X_{n}, X_{n+1}\right)$ that can transmit simultaneously. If $Y_{n+1}<X_{n+1}$, a contradiction must occur. Thus, $X_{n+1} \leq Y_{n+1}$.
Therefore, $X_{k} \leq Y_{k}$ holds for any $k=1,2, \ldots$ It readily follows that the number of simultaneously active helper-VoI pairs under $\chi^{\prime}$ must be less than or equal to that under $\chi_{o p t}$, which finalize the proof.

Now we calculate the expected maximum number of active help-VoI pairs, $E\left[N_{P}^{\chi_{o p t}}\right]$, and the corresponding value of $\lim _{t \rightarrow \infty} \frac{D_{V}(t)}{t}$ under the optimum scheme $\chi_{\text {opt }}$.

Denote by $S_{k} \in\left[0, d-2 r_{I}\right], k=1,2, \ldots$. the position of the $k$-th transmitter (helper in the active helper-VoI pair) under the optimum scheduling scheme $\chi_{\text {opt }}$. Denote by $L_{k}, k=1,2, \ldots$ the distance between the $k$-th and the $(k+1)$-th transmitter, and $L_{0}$ the distance between the first transmitter and the origin. Denote by $V_{k, 1}$ the first helper located within road segment [ $S_{k}+R_{c}, d-2 r_{I}$ ], by $V_{k, 2}$ the second helper, and so on. Denote by $l_{k, i}, i=1,2, \ldots$ the distance between helper $V_{k, i}$ and $V_{k, i+1}$ and by $l_{k, 0}$ the distance between helper $V_{k, 1}$ and the point $S_{k}+R_{c}$. See Fig. 4 for an illustration.
Suppose the $(k+1)$ th transmitter is exactly the $m_{k}$-th helper located within road segment $\left[S_{k}+R_{c}, d-2 r_{I}\right]$, then we have $L_{k}=R_{c}+\sum_{i=0}^{m_{k}-1} l_{k, i}$, where $m_{k}$ is a random integer. According to the scheduling scheme $\chi_{o p t}$, the $(k+1)$ th transmitter is the first helper within road segment $\left[S_{k}+R_{c}, d-2 r_{I}\right]$


Fig. 4. An illustration of the distribution between two consecutive simultaneous transmitters.
that can find a VoI within its coverage, therefore, we have $\operatorname{Pr}\left(m_{k}=1\right)=1-e^{-p \rho 2 r_{0}}$ and when $m \geq 2$,

$$
\operatorname{Pr}\left(m_{k}=m\right)
$$

$=\operatorname{Pr}\left(\right.$ no VoI within the coverage of $V_{k, i}, i=1, \ldots m-1$
$\cap \exists \mathrm{VoI}$ within the coverage of $\left.V_{k, m}\right)$

$$
\begin{align*}
= & \operatorname{Pr}\left(\text { no VoI in } \sum_{i=1}^{m-2} \min \left\{l_{k, i}, 2 r_{0}\right\}+2 r_{0}\right) \\
& \times \operatorname{Pr}\left(\text { there exists VoI in } \min \left\{l_{k, m-1}, 2 r_{0}\right\}\right) \\
= & E\left[e^{-p \rho\left(\sum_{i=1}^{m-2} \min \left\{l_{k, i}, 2 r_{0}\right\}+2 r_{0}\right)}\right] \\
& \times\left(1-E\left[e^{-p \rho\left(\min \left\{l_{k, m-1}, 2 r_{0}\right\}\right)}\right]\right) \\
= & e^{-p \rho 2 r_{0}} \cdot c_{1}^{m-2}\left(1-c_{1}\right), \tag{12}
\end{align*}
$$

where $c_{1}=1-p+p e^{-\rho 2 r_{0}}$. The second step results due to the property that VoIs have a Poisson distribution and therefore the VoIs in non-overlapping intervals are independent. The third step is a result from the Poisson distribution of the VoIs and a use of total probability theorem.

Noting that $L_{k}, k=1,2, \ldots$ are i.i.d and are also independent of $L_{0}$, therefore, $E\left[N_{p}^{\chi_{o p t}}\right]$ can be regarded as the expected number of renewals of a delayed renewal counting process in a road segment with length $d-2 r_{I}$, with delay $E\left[L_{0}\right]$ and each renewal having an average length $E\left[L_{k}\right], k=1,2, \ldots$. Considering that $d$ is much larger compared to the distance between two consecutive simultaneous transmitters, therefore, $E\left[N_{p}^{\chi_{\text {opt }}}\right]$ can be approximately calculated according to the Elementary Delayed Renewal Theorem [14, Theorem 5.8.4]:

$$
\begin{equation*}
E\left[N_{p}^{\chi_{o p t}}\right]=\frac{d-2 r_{I}}{E\left[L_{k}\right]} \tag{13}
\end{equation*}
$$

Noting that each $l_{k, i}, i=1,2, \ldots m_{k}-1$ follows identical and independent exponential distribution with mean value $\frac{1}{(1-p) \rho}$, and due to the memoryless property of exponential distribution, $l_{k, 0}$ also has the same distribution as $l_{k, i}, i=$ $1,2, \ldots m_{k}-1$. This follows that:

$$
\begin{align*}
E\left[L_{k}\right] & =E\left[R_{c}+\sum_{i=0}^{m_{k}-1} l_{k, i}\right] \\
& =R_{c}+\sum_{m=1}^{\infty} m \cdot E\left[l_{k, i}\right] \operatorname{Pr}\left(m_{k}=m\right) \\
& =R_{c}+\sum_{m=1}^{\infty} \frac{m}{(1-p) \rho} \operatorname{Pr}\left(m_{k}=m\right) \\
& =R_{c}+\frac{p-p e^{-\rho 2 r_{0}}+e^{-p \rho 2 r_{0}}}{(1-p) \rho\left(1-e^{-\rho 2 r_{0}}\right)} \tag{14}
\end{align*}
$$

Combining (11), (13) and (14), we have:

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \frac{D_{V}(t)}{t} \\
= & \frac{w_{V}(1-p) p \rho\left(1-e^{-\rho 2 r_{0}}\right)\left(d-2 r_{I}\right)}{(1-p) p \rho\left(1-e^{-\rho 2 r_{0}}\right) R_{c}+p-p e^{-\rho 2 r_{0}}+e^{-p \rho 2 r_{0}}} . \tag{15}
\end{align*}
$$

## C. Achievable capacity

Combining the analysis results shown in Section III-A and III-B the total capacity achieved by the VoIs from a highway segment with length $L$ can be readily obtained:

$$
\begin{align*}
\eta= & \frac{L}{d} \times \lim _{t \rightarrow \infty} \frac{D_{V 2 I}(t)+D_{V 2 V}(t)}{t} \\
= & \frac{L}{d} \times \min \left\{w_{I}\left(1-e^{-\rho 2 r_{I}}\right)\right. \\
& \left.w_{I}\left(1-e^{-p \rho 2 r_{I}}\right)+\frac{w_{V} c\left(d-2 r_{I}\right)}{c R_{c}+p-p e^{-\rho 2 r_{0}}+e^{-p \rho 2 r_{0}}}\right\} \tag{16}
\end{align*}
$$

where $c=(1-p) p \rho\left(1-e^{-\rho 2 r_{0}}\right)$.
Remark 3. It is interesting to note from (16) that the achievable capacity is irrelevant to the velocity of vehicles, which appears to be counter-intuitive at the first sight. This can be explained from the data dissemination process. As (6) and (11) show, both the capacity achieved by the VoIs from infrastructure and from helpers only depend on the spatial distribution of vehicles. In our system, the vehicles' arrival follows a Poisson process and the vehicles move at a constant speed. Therefore, the spatial distribution of the vehicles are both stationary and ergodic [15]. It follows that the capacity that can be achieved by the VoIs is independent of vehicular velocities. This observation implies that when vehicles arrive following a Poisson process, our analysis assuming the constant speed model is also applicable to other time-varying speed model, e.g., Gaussian speed model, as long as the resulting spatial distribution of vehicles is time-invariant, i.e., stationary.

## IV. Simulation and Discussion

In this section we conduct Monte-Carlo simulations to establish the accuracy of our theoretical result and discuss its insights. Specifically, we set the length of a highway segment $L=100 \mathrm{~km}$. Eastbound and westbound vehicles move at constant speed $v_{1}=20 \mathrm{~m} / \mathrm{s}$ and $v_{2}=25 \mathrm{~m} / \mathrm{s}$ respectively. The radio range of infrastructure points and vehicles are 400 m and 200 m , and all the vehicles have the same sensing range $R_{c}=400 \mathrm{~m}$. The data rate of V2I and V2V communications are $w_{I}=20 \mathrm{Mb} / \mathrm{s}$ and $w_{V}=2 \mathrm{Mb} / \mathrm{s}$ respectively. Each simulation is repeated 2000 times and the average value is shown in the plot.
Fig. 5 demonstrates a comparison of the capacity achieved by VoIs from one cycle and shows that the analytical results match very well with the simulations. Moreover, it also reveals the relationship between the capacity achieved from one cycle and the proportion of VoIs $p$, and shows that the capacity increases to its maximum value when the proportion of VoIs is larger than a threshold $p_{t h}$. Beyond that threshold, a further increase in $p$ has little impact on the capacity. This can be


Fig. 5. A comparison of the capacity achieved by VoIs from one cycle between simulation and analysis, and a comparison between the capacity achieved with and without cooperative communication.


Fig. 6. Relationship between achievable capacity and inter-infrastructure distance.
explained by that when $p<p_{t h}$, the number of VoIs is insufficient to retrieve all the data received by the helpers from their V2I communications. Therefore, an increase in $p$ would significantly increase the number of simultaneous active helper-VoI pairs and consequently boost the capacity. However, when the proportion of VoIs reaches a certain threshold, VoIs can retrieve almost all the data received by the helpers from their V2I communications. In this case, the capacity achieved by the VoIs from one cycle approaches its maximum value $\eta_{\max }=w_{I}\left(1-e^{-\rho 2 r_{I}}\right)$, which is equal to the average data rate the infrastructure point delivers its data to all vehicles, including both VoIs and helpers.

Fig. 5 also compares the capacity from one cycle using our cooperative communication strategy (labeled as with Coop) with its non-cooperative counterpart (labeled as without Coop), and shows that our cooperative communication strategy can improve the capacity, even when there is only a small number of vehicles with download requests, i.e., a small $p$. The result for the non-cooperative counterpart is obtained by letting the VoIs only receive data from infrastructure. Furthermore, we can see that under the same network setting, without using the cooperative communication strategy, only when all vehicles have download requests, i.e., $p=1$, the maximum capacity $\eta_{\max }=w_{I}\left(1-e^{-\rho 2 r_{I}}\right)$ can be achieved. In contrast, with the cooperative communication strategy, this maximum capacity $\eta_{\max }$ can be achieved even when a small proportion of vehicles have download requests. This validates the effectiveness of cooperative communications to boost network performance.

Fig. 6 demonstrates the relationship between the capacity and the inter-infrastructure distance, and gives insight into the optimum vehicular network infrastructure deployment in terms of their interval distance under different traffic density. It is shown that the total capacity decreases with an increase of $d$. Furthermore, it can be seen that to achieve the same capacity, when the vehicular density is lower, the inter-infrastructure
distance needs to be smaller. Therefore, when determining the optimum deployment of vehicular network infrastructure, it is important to take the vehicular density into account, e.g., in areas where the vehicular density is usually large, by utilizing a cooperative communication strategy, the number of infrastructure points can be reduced.

## V. Conclusions

In this paper, we analyzed the capacity of vehicular networks with a finite traffic density adopting a cooperative communication strategy, which utilizes V2I communications, V 2 V communications, mobility of vehicles, and cooperation among vehicles and infrastructure to facilitate the transmission. A closed-form expression of the achievable capacity was obtained. Our result showed that the proposed cooperative strategy can improve the capacity of vehicular networks, and the improvement is more pronounced when the proportion of vehicles with download request is low. Moreover, our result sheds insight into the optimum deployment of vehicular network infrastructure and the design of cooperative communication strategy to maximize the capacity.
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