Topology optimization for functionally graded cellular composites with metamaterials by level sets
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Abstract

The application of auxetic composites in practice often relies on a compromise between properties as auxetics are mostly too porous (not dense enough or not stiff enough) to bear structural loads. Hence, the focus of this paper is topological design optimization of new functionally graded cellular composites with auxetics using a level set method. Firstly, a new hierarchical multi-scale formulation is developed to account for both the auxetic behaviour of the microstructure and the stiffness of the macrostructure. The composite, comprising multiple layers of periodic microstructures, is tailored to have functionally graded properties for stiffness and auxetic behaviours, subject to volumetric gradient constraints. Secondly, the microstructures underpinning composite layers are topologically designed under the consideration of boundary and loading conditions of the macrostructure. Finally, a level set method is applied to evolve the shape and topology of the microstructure for each layer, with the numerical homogenization method to evaluate the effective properties of the microstructures. Several numerical examples are used to demonstrate the effectiveness of the proposed method. It can be seen that such composites systematically gear together the features of the functionally graded materials, cellular composites, and metamaterials towards a new kind of man-made composites.
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1. Introduction

Metamaterials are artificially designed composites engineered to have unusual properties that are difficult to find in nature [1, 2]. Auxetic metamaterials are a special class of elastic materials that exhibit negative Poisson’s ratio (NPR) [3, 4]. In contrast to most conventional materials with positive Poisson’s ratios, auxetic materials contract in transverse directions when they are compressed uniaxially. In traditional auxetics, the phenomena of negative Poisson’s ratio is associated with specific mechanisms of microstructural deformation which allows rotating effects, e.g. re-entrant, chiral and rotating-units structures [5]. Auxetic metamaterials can find a wide range of applications, e.g. energy absorption, anti-impact, indent resistance, thermal isolation, fracture toughness, acoustic and vibration dampeners, biomedical applications [6, 7]. However, one of the main limitations of most current NPR composites [8, 9] in practice lies in their lower stiffness under in-plane compression.

The concept of multifunctional cellular composites has grown rapidly in importance in engineering [10, 11]. These porous materials are always characterized with lightweight but high performance. Moreover, cellular composites are flexible in tailoring specific effective properties by modifying their microscopic configurations rather than the constituent materials [12]. Particularly, periodic cellular composites consist of a number of identical microstructures configured in the design space. Hence, the layout of material distribution inside a microstructure provides potential to create cellular composites with multiple functions by using advanced design techniques, such as topology optimization [13, 14]. For instance, with the numerical homogenization method [13, 14] to predict the effective properties of a microstructure, topology optimization has been used to design NPR microstructures fashioned from conventional materials, e.g. [14-16]. Unfortunately, it can be found that the above studies are mainly focused on the property of NPRs, and the property of the macro structure is seldom included in the design.

Functionally graded materials (FGM) are recognized as a kind of inhomogeneous materials, engineered to have gradient properties by progressively changing the compositions or microstructures over the volume. Studies [17-19] reveal that the biological structures (e.g. bamboo, shell, tooth, bone, etc.) change their mechanical properties layer by layer by varying the constituent materials in order to adapt to environmental stimuli, which can be regarded as the origin of the concept of FGM. This implies that the FGMs can be
adapted to loading and boundary conditions defined by their service environments in order to improve the mechanical performance, e.g. stiffness, strength and toughness. Inspired by the natural FGMs, engineers start to generate materials with graded properties and multiple functionality for industrial applications, e.g. aerospace and vehicle engineering [20-22]. Hence, we can see that the key concept of FGMs is the incorporation of the multiple functions of different material compositions or microstructures. In practice, the advanced manufacturing in engineering, such as the current additive manufacturing (AM) techniques, will facilitate the application of the man-made FGMs. However, how to achieve FGM properties through the change of material constituents or microstructures over volume is always challenging.

Recently, there is a tendency in implementing man-made FGMs with microstructures by using the topology optimization method [23-26]. In these papers, the numerical homogenization method has been widely used to evaluate the effective FGM properties, when the material properties are subject to small variations [23, 24]. The connectivity issue between adjacent microstructures along the gradient direction of the FGMs has also been widely studied. For instance, Zhou and Li [25] proposed three different approaches to maintain the connectivity between adjacent periodic base cells of the FGMs. Radman et al. [26] developed an efficient method to design the FGMs, in which every three base cells were devised simultaneously and a filtering scheme was performed to preserve the connectivity of the FGMs. However, most of the current works only focused on the single scale design of the FGM microstructures. In engineering, the effect of loading and boundary conditions of the macrostructure upon the microstructure [27-32] should also come into the picture in the topological design of FGMs.

Topology optimization has been recognized as an effective computational design tool for a diversity of structural and material applications [33]. It is a numerical iterative procedure that topologically changes the geometry of the structure within a given design domain subject to boundary conditions until the objective function is optimized. So far, several different methods have been developed for topology optimization, such as the homogenization method [34-36], the solid isotropic material with penalization (SIMP) method [37, 38], the evolutionary structural optimization (ESO) method [39] and the level set methods (LSM) [40-43]. One of the most promising applications of topology optimization is the synthetic design of material microstructures.
The numerical homogenization method has been widely applied to topology optimization for inverse design of various material microstructures [13-16, 44-51]. The numerical homogenization method [13, 14] is often used to evaluate the effective properties of the microstructures, and topology optimization methods are applied to determine the topologies of the microstructures. Then the composite material is formulated by periodically configuring a number of microstructures under the assumption that the geometrical sizes of the microstructures are much smaller than that of the macrostructure. Many topological design methods have been developed to create microstructures with extreme or expected properties [13-16, 44-51]. However, most of the above designs are based on the material density distribution methods, e.g. [13-15, 44-50].

LSM [40, 41] have been used as an alternative method for structural shape and topology optimization design problems [42, 43, 52-58]. The key concept of LSMS is to represent the design boundary of a structure as the zero level set of a higher dimensional level set function. Then, the change of the boundary can be mathematically described by the Hamilton-Jacobi partial differential equation (H-J PDE) [40, 41], and the motion of the boundary is driven by solving the H-J PDE using appropriate numerical methods [40-43]. However, the PDE-driven topology optimization has some strict requirements for numerical implementation (e.g. Courant-Friedrichs-Lewy (CFL) condition, re-initializations and boundary velocity extensions) [40-43, 52]. Furthermore, many well-established structural optimization algorithms, such as the optimality criteria (OC) method [37] and the method of moving asymptotes (MMA) [59] are difficult to apply directly. Hence, several alternative LSMS [60-63] have been proposed in order to overcome the numerical issues in the most conventional level set methods. In particular, the parametric level set method (PLSM) [61, 63] has demonstrated its effectiveness as a powerful variant of LSMS. With a given set of compactly supported radial basis functions (CSRBFs) [64], the PLSM converts the complicated PDE-driven shape and topology optimization problem into a much easier “size” optimization problem, so as to keep the desired features while avoiding the numerical issues of the standard LSMS.

This paper systematically integrates the key features of FGMs, cellular composites, and metamaterials into a new family of cellular composites with auxetics. The numerical homogenization method is used to evaluate the effective properties of the microstructures and a topology optimization method using the PLSM
is applied to evolve the shape and topology of the boundary. The macrostructure is assumed to completely comprise a series of layer-wise cellular composites, and each layer is built from identical microstructures, which facilitates the graded properties of multifunctionality over layers. Such topologically optimized composites can exhibit the desired NPR property while supply sufficient stiffness to bear loads. This paper focuses on the two-dimensional (2D) microstructures with orthotropic and isotropic properties.

2. Parametric level set method

The level set method can be briefly illustrated in Fig. 1. The key concept of level set-based methods is to implicitly represent the moving boundary of the structure as the zero level set of a higher dimensional level set function \( \Phi \) with Lipschitz continuity. Defining a reference domain \( D \) which contains all admissible shapes \( \Omega \), each region in the reference domain can be described as:

\[
\begin{align*}
\Phi(x) > 0 & \quad \forall x \in \Omega \cap \partial \Omega \quad \text{(Solid)} \\
\Phi(x) = 0 & \quad \forall x \in \partial \Omega \cap D \quad \text{(Boundary)} \\
\Phi(x) < 0 & \quad \forall x \in D \setminus \Omega \quad \text{(Void)}
\end{align*}
\]

where \( x \) denote the point coordinates in \( D \) and \( \partial \Omega \) denotes the boundary.

**Figure 1.** Level set method: (a) level set function, (b) zero level set and design domain.

Considering a curve \( t \mapsto x(t) \) drawn on the boundary of the evolving domain \( \Omega(t) \), the motion of \( \Omega(t) \) guiding by the velocity field \( \mathcal{J} \) along the outward normal direction of \( \partial \Omega \) can be achieved by using the following H-J PDE [40, 41]:

\[ 0 = \mathcal{J} \cdot \nabla \Phi \]
\[
\frac{\partial \Phi(x,t)}{\partial t} - \mathcal{G} \left[ \nabla \Phi(x,t) \right] = 0
\] (2)

where \( t \) is the pseudo time. The normal velocity field \( \mathcal{G} \) can be given by [42, 43]:

\[
\mathcal{G} = \left( \frac{dx(t)}{dt} \right) \cdot n = \left( \frac{dx(t)}{dt} \right) \cdot \left( \frac{-\nabla \Phi(x,t)}{\| \nabla \Phi(x,t) \|} \right)
\] (3)

where \( n \) is the unit normal vector pointing outward to the moving boundary, owing to the sign convention of the level set function in this study.

In this paper, the PLSM [61, 63] is used to enable shape and topology changes of the design boundary, and the CSRBF [64] is applied to approximate the level set function. Assuming a given set of CSRBFs \( \varphi(x) \) that are positioned statically in the design space, we have

\[
\Phi(x,t) = \varphi(x) \cdot \alpha(t) = \sum_{i=1}^{N} \varphi_i(x) \alpha_i(t)
\] (4)

where \( N \) is the total number of fixed knots in the design domain, \( \alpha_i(t) \) is the expansion coefficient of the interpolation with respect to the \( i^{th} \) knot, and \( \varphi_i(x) \) denotes the CSRBF of the \( i^{th} \) knot which is stated as:

\[
\varphi_i(x) = (1 - r_i(x))^4 (4r_i(x) + 1) \quad (i = 1, 2, \ldots, N)
\] (5)

where \( r_i(x) = \| x - x_i \| / rd \), with \( rd \) being the radius of the support domain of the knot \( x_i \) [64], \( \| x - x_i \| \) measures the distance from the current sample knot \( x \) to the knot \( x_i \). \( (\cdot) \) denotes a truncated power function [64].

It can be seen that the time and spatial terms associated with the dynamic level set function are decoupled via the interpolation. Substituting Eq. (4) into Eq. (2) transforms the H-J PDE into a new form of an ordinary differential equation (ODE):

\[
\varphi(x) \frac{d\alpha(t)}{dt} - \mathcal{G} \cdot \left[ \nabla \varphi(x) \alpha(t) \right] = 0
\] (6)

Then, the normal velocity field can be re-written as

\[
\mathcal{G} = \frac{\varphi(x)}{\| \nabla \varphi(x) \alpha(t) \|} \hat{\alpha}(t), \text{ where } \hat{\alpha}(t) = \frac{d\alpha(t)}{dt}
\] (7)
Hence, the standard LSM has been converted into a parametric form. It is obvious that the velocity field has been extended to the entire design domain as all the terms in Eq. (7) are evaluated over the whole set of the knots in this domain, rather than only the knots along the front. Therefore, no additional numerical scheme is required to extend the velocity field from the boundary to the entire domain. Furthermore, the expansion coefficients \( \alpha_i \) are the only unknowns to be found. Therefore, if \( \alpha_i \) are regarded as a set of generalized size parameters, it can be seen that the original shape and topology optimization problem has been changed to a general size optimization problem with \( \alpha \) being the design variables \([61, 63]\). In this way, many more efficient gradient-based structural optimization algorithms \([37, 59]\) can be directly applied.

3. Numerical homogenization method

In traditional FGMs, two types of approaches can be applied to predict the local effective properties of the material, namely the Mori-Tanaka method \([65]\) or self-consistent method \([66]\). These rely upon the local volumes, the properties of matrix and the inclusion phases \([25]\). However, neither of them is directly applicable for evaluating the material properties of the periodic microstructures. The numerical homogenization method \([13, 14]\) has been widely used to predict the effective properties of microstructures with periodicity, when the geometrical sizes of the unit cell (e.g. microstructure) are small enough compared to the bulk material. It is noted that the periodicity of the FGM microstructures is not exactly satisfied at the interfaces between different microstructures along the graded direction. However, as illustrated in \([23-26]\), the numerical homogenization method is still applicable for approximating the effective properties of microstructures in the design of the layer-wise cellular composites with FGMs, especially when the property gradient variation between different microstructures is relatively small.

Within the framework of the PLSM \([61]\), the numerical homogenization method \([13, 14]\) is applied to approximately evaluate the effective properties of the microstructures at different layers. For a 2D microstructure, the effective elasticity tensor can be calculated by

\[
D_{ijkl}^H (\mathbf{u}^{\Omega M}, \Phi^{\Omega M}) = \frac{1}{\Omega^{\Omega M}} \int_{\Omega^{\Omega M}} \left( \varepsilon_{pq}^{\Omega M} - \varepsilon_{pq}^* \left( \mathbf{u}^{\Omega M} \right) \right) \cdot D_{pqrs} \left( \varepsilon_{rs}^{\Omega M} - \varepsilon_{rs}^* \left( \mathbf{u}^{\Omega M} \right) \right) \cdot H \left( \Phi^{\Omega M} \right) \, d\Omega^{\Omega M}
\]

where \( i,j,k,l=1,2 \). \( D_{pqrs} \) is the elasticity tensor of the solid material. The superscript ‘\( \Omega M \)’ is used to indicate the microscale quantities, such as \( \Omega^{\Omega M} \) is the domain of a microstructure, \( \Omega^{\Omega M} \) denotes the area of a
microstructure, and \( \Phi^{Mi} \) is the microscale level set function. \( \varepsilon_{pq}^{(ij)} \) denote the applied unit strain fields that include the horizontal unit strain \( \varepsilon_{pq}^{(11)} = (1,0,0)^T \), the vertical unit strain \( \varepsilon_{pq}^{(22)} = (0,1,0)^T \) and the shear unit strain \( \varepsilon_{pq}^{(12)} = (0,0,1)^T \) in 2D [13, 14]. The locally varying strains \( \varepsilon_{pq}^*(\varepsilon_{pq}^{M(i)}) \) induced by \( \varepsilon_{pq}^{(ij)} \) can be defined by

\[
\varepsilon_{pq}^*(\varepsilon_{pq}^{M(i)}) = \frac{1}{2} \left( \varepsilon_{pq}^{M(i)} + \varepsilon_{pq}^{M(i)} \right)
\]

Here \( \varepsilon_{pq}^{M(i)} \) is the \( \Omega^{Mi} \)-period displacement field in a microstructure, which can be computed by

\[
\int_{\Omega^{Mi}} \left( \varepsilon_{pq}^{(ij)} - \varepsilon_{pq}^*(\varepsilon_{pq}^{M(i)}) \right) D_{pqr} \varepsilon_{rs}^*(\varepsilon_{pq}^{M(i)}) H(\Phi^{M}) d\Omega^{M} = 0, \forall \varepsilon_{pq}^{M(i)} \in \overline{\Omega^{Mi}}
\]

where \( \varepsilon_{pq}^{M(i)} \) is the virtual displacement field in a microstructure, belonging to the space \( \overline{\Omega^{Mi}} \) which denotes the set of all the kinematically admissible displacements in \( \Omega^{Mi} \).

In the above, the Heaviside function \( H(\Phi) \) [43], which is a sufficiently smooth characteristic function used to distinguish the solid and void in the level set method, can be defined as follows:

\[
H(\Phi) = \begin{cases} 
\eta, & \Phi < -\Delta \\
\frac{3(1-\eta)}{4} \left( \frac{\Phi}{\Delta} - \frac{\Phi^3}{3\Delta^3} \right) + \frac{1+\eta}{2}, & -\Delta \leq \Phi \leq \Delta \\
1, & \Phi > \Delta 
\end{cases}
\]

where \( \eta \) is a small positive number to avoid singularity of the numerical process, and \( \Delta \) describes the width for the numerical approximation of \( H(\Phi) \). \( \delta(\Phi) \) is the derivative of the Heaviside function:

\[
\delta(\Phi) = \begin{cases} 
\frac{3(1-\eta)}{4\Delta} \left( \frac{1-\Phi^2}{\Delta^2} \right), & |\Phi| \leq \Delta \\
0, & |\Phi| > \Delta 
\end{cases}
\]

4. Topological design of FGMs with auxetics

4.1 Layer-wise FGM design

Here, a layer-wise design concept is developed in engineering for the optimization of FGM-based auxetics with a number of microstructures or representative unit cells (RUCs). The macrostructural design domain is divided into different layers to enable functionally graded properties and then the RUCs, at all individual layers, are optimized concurrently. The concept of layer-wise design is given in Fig. 2. It is assumed that
the whole macro domain is completely occupied by the composite layers of microstructures, and the topologies of these microstructures account for the performance of the macroscale FGM structure. In this way, the overall topology of the macrostructure remains unchanged, but the properties of its internal microstructures have been optimized due to the change of their topologies.

Figure 2. Layer-wise design of FGM-based composite

The layer-wise design concept suits the generation of FGMs in engineering, which possesses several benefits that can be summarized as: (1) The layer-wise design can considerably reduce the computational cost during the optimization due to the fact that only one unique microstructure is designed as a representative for all the identical microstructures at each layer, when comparing to the design with microstructures varying from point to point over the macro design domain; (2) all the microstructures within each individual layer are identical, which will also facilitate manufacturing processes; and (3) the graded properties within the macrostructure can be easily controlled and identified for each layer, which will facilitate the practical applications in engineering.

4.2 Multi-objective optimization formulation

This paper focuses on the systematic design of FGMs consisting of layers of auxetic microstructures, to optimize not only the macrostructural stiffness (or minimum mean compliance) but also the microstructural auxetic behavior. In this way, the topological design has multifunctional behaviors, e.g. load bearing and anti-impact capabilities. It is critical to develop the optimization addressing multiple objectives using the PLSM. Here, two different objective functions at the different scales are considered.
The macro objective of the structural mean compliance can be stated as:

\[ f^{MA}(u^{MA}, u^{MI}, \Phi^{MI}) = \frac{1}{2} \int_{\Omega^{MA}} \varepsilon_{ij} \left( u^{MA} \right) D_{ijkl}^{H} \left( u^{MI}, \Phi^{MI} \right) \varepsilon_{kl} \left( u^{MA} \right) d\Omega^{MA} \]

\[ = \frac{1}{2} \int_{\Omega^{MA}} \varepsilon_{ij} \left( u^{MA} \right) D_{ijkl}^{H} \left( u^{MI}, \Phi^{MI} \right) \varepsilon_{kl} \left( u^{MA} \right) d\Omega^{MA} \]  \hspace{1cm} (12)

where \( \Omega^{MA} \) represents the macro design domain (the superscript ‘MA’ is used to indicate macroscale quantities), \( u^{MA} \) denotes the displacement field in the macro finite element (FE) model, and \( \Phi^{MA} \) is the level set function used to represent the topology of the entire macrostructure. \( \varepsilon \) denotes the strain field. However, since the topology of the macrostructure is not optimized, the \( \Phi^{MA} \) are regarded as a number of positive values that are larger than \( \Delta \). The Heaviside function in Eq. (12) can be neglected, as it is always equal to 1 (see Eq. (10)).

Regarding a composite with \( M \) different layers (see Fig. 2), the term of macro objective \( f^{MA} \) can be reformulated as a summation of the mean compliances \( f^{MA}_{m} \) \((m=1,2,…,M) \) from \( M \) layers:

\[ f^{MA}(u^{MA}, u^{MI}, \Phi^{MI}) = \sum_{m=1}^{M} f^{MA}_{m}(u^{MA}_{m}, u^{MI}_{m}, \Phi^{MI}_{m}) = \frac{1}{2} \int_{\Omega^{MA}} \varepsilon_{ij} \left( u^{MA}_{m} \right) D_{ijkl}^{H} \left( u^{MI}_{m}, \Phi^{MI}_{m} \right) \varepsilon_{kl} \left( u^{MA}_{m} \right) d\Omega^{MA}_{m} \]  \hspace{1cm} (13)

where \( m \) denotes that the quantities are defined at layer \( m \).

For a material microstructure, one can directly minimize the Poisson’s ratios, i.e. \( v_{12} = D_{1122}/D_{1111} \) or \( v_{21} = D_{1122}/D_{2222} \), to generate NPR property [15]. Here \( v_{12} \) and \( v_{21} \) denote the Poisson’s ratios along different directions (e.g. \( x \) and \( y \) directions). For isotropic materials, since \( v_{12} = v_{21} \), it doesn’t matter either \( v_{12} \) or \( v_{21} \) is used as an objective function to achieve the minimum of NPR. As a result, the direct formulations are acceptable for the design of isotropic microstructures. However, they are not good candidates for the design of orthotropic microstructures, unless the additional design constraints are used (e.g. the bulk modulus constraint) [15]. This is because when the direct objective function is used, there is a possibility that only one of the two Poisson’s ratios (\( v_{12} \) or \( v_{21} \)) is minimized, while the other one (\( v_{21} \) or \( v_{12} \)) may not be optimized. In this case, an orthotropic material will have an obvious auxetic effect in one direction, while a very weak auxetic effect in another direction. Furthermore, the identification of the proper bulk modulus constraints for different microstructures is empirical [15], so it may not work well for the current FGM composites that contain a large number of layers (e.g. 40 layers).
Therefore, to achieve NPR in both the isotropic and orthotropic material microstructures, an alternative micro objective [14, 50] at layer \( m \) is given as:

\[
f^M_m \left( \mathbf{u}^M_m, \Phi^M_m \right) = D^H_{1122} \left( \mathbf{u}^M_m, \Phi^M_m \right) + D^H_{2211} \left( \mathbf{u}^M_m, \Phi^M_m \right) - 2D^H_{1212} \left( \mathbf{u}^M_m, \Phi^M_m \right)
\]  

(14)

It is well known that the occurrence of the auxetic behavior is related to the rotating effect of mechanisms, as well as the high shear stiffness within a microstructure. Minimizing the term \( D^H_{1122} + D^H_{2211} \) will enable the generation of mechanism-type layouts that can significantly facilitate the material with NPRs in different directions. At the same time, maximizing \( D^H_{1212} \) can give a high shear stiffness but prevent the microstructure from forming mechanism-type design. As noted in [14] by Professor Sigmund, the attainable values of \( D^H_{1122} \) (or \( D^H_{2211} \)) and \( D^H_{1212} \) should be considered simultaneously in devising the auxetic metamaterials. Therefore, the objective function (14) can concurrently minimize the Poisson’s ratios \( \nu_{12} \) and \( \nu_{21} \), and is applicable not only to the isotropic but also to the orthotropic materials. Furthermore, considering the objective functions (13) and (14) simultaneously, a multi-objective optimization formulation can automatically determine the effective elasticity tensor as well as the optimal values of \( \nu_{12} \) and \( \nu_{21} \) for each microstructure, in order to minimize the Poisson’s ratios along both directions and the mean compliance of the entire structure.

In this paper, the optimization formulation for a layer-wise composite structure is divided into \( M \) sub-optimization models, in order to achieve the expected gradient properties over different layers. Here, the normalized exponential weighted criterion (NEWC) [67, 68] is adopted to handle the multi-objective formulation, because it can be found [67, 68] that the NEWC has a good performance to capture the entire Pareto set for optimization problems with both the convex and non-convex Pareto frontiers.

\[
J^M_m \left( \mathbf{u}^M_m, \mathbf{u}^M_n, \Phi^M_m \right) = \left( \exp \left( q w_{m,a} \right) - 1 \right) \exp \left( q \left( \frac{f^M_m \left( \mathbf{u}^M_m, \mathbf{u}^M_n, \Phi^M_m \right) - f_{m,\min}^M}{f_{m,\max}^M - f_{m,\min}^M} \right) \right)
\]  

(15)

\[
J^M_m \left( \mathbf{u}^M_m, \Phi^M_m \right) = \left( \exp \left( q w_{m,b} \right) - 1 \right) \exp \left( q \left( \frac{f^M_m \left( \mathbf{u}^M_m, \Phi^M_m \right) - f_{m,\min}^M}{f_{m,\max}^M - f_{m,\min}^M} \right) \right)
\]  

(16)

where the weight parameters \( w_{m,a} \) and \( w_{m,b} \) reflect the weighting on the two objectives at the \( m^{th} \) layer, and the summation of \( w_{m,a} \) and \( w_{m,b} \) is equivalent to 1. \( f_{m,\min}^M, f_{m,\max}^M, f_{m,\min}^M \) and \( f_{m,\max}^M \) respectively represent the utopia points of the macro and micro objectives, which can be attained by solving the single objective optimization independently (without normalization). \( q \) is the exponential constant in the NEWC scheme.
and the linear load form in the micro FE model are stated as: 

\[ \text{displacement fields } u \text{ and } v \text{ are defined on } \Omega_m, \text{ and have no periodicity.} \]

The bilinear energy form \( \tau \) is the body force, and \( J_m^{\text{eff}} \) is the objective function for the mean compliance, and \( J_m^{\text{NPR}} \) is the objective function for the NPR property.

The mathematical formulation for the multi-objective topology optimization can be formulated in terms of the summation of two single objective functions given in Eqs. (15) and (16), as follows:

\[ \text{Find } \alpha_{m,n}^{\text{MI}} (m = 1, 2, \ldots, M; n = 1, 2, \ldots, N) \]

\[ \text{Min } J_m \left( u_m^{\text{MA}}, u_m^{\text{MI}}, \Phi_m^{\text{MI}} \right) = J_m^{\text{MA}} \left( u_m^{\text{MA}}, u_m^{\text{MI}}, \Phi_m^{\text{MI}} \right) + J_m^{\text{MI}} \left( u_m^{\text{MI}}, \Phi_m^{\text{MI}} \right) \]

\[ \text{S.T. } G_m \left( \Phi_m^{\text{MI}} \right) = \int_{\Omega_m^{\text{MA}}} \int_{\Omega_m^{\text{MI}}} H \left( \Phi_m^{\text{MI}} \right) d\Omega_m^{\text{MA}} d\Omega_m^{\text{MI}} \leq V_m^{\text{max}}, \]

\[ a^{\text{MA}} \left( u^{\text{MA}}, v^{\text{MA}}, u^{\text{MI}}, \Phi^{\text{MI}} \right) = I^{\text{MA}} \left( v^{\text{MA}} \right), \quad \forall v^{\text{MA}} \in \bar{U} \left( \Omega_m^{\text{MA}} \right), \]

\[ a^{\text{MI}} \left( u^{\text{MI}}, v^{\text{MI}}, \Phi^{\text{MI}} \right) = I^{\text{MI}} \left( v^{\text{MI}}, \Phi^{\text{MI}} \right), \quad \forall v^{\text{MI}} \in \bar{U} \left( \Omega_m^{\text{MI}} \right), \]

\[ \tilde{\alpha}_{m,n,\min} \leq \tilde{\alpha}_{m,n}^{\text{MI}} \leq \tilde{\alpha}_{m,n,\max} \]

where the subscripts \( n \) and \( m \) indicate the knot \( n \) in the level set grid which belongs to the microstructure at the layer \( m \). \( N \) is the total number of knots in the level set grid of a microstructure, and \( M \) is the number of layers in the macro design space. Concerning with the \( m \)th optimization model (optimization problem at the layer \( m \)), \( J_m \) is the objective function, and \( G_m \) is the volume constraint with a maximum allowable material usage \( V_m^{\text{max}} \). \( u \) and \( v \) are the real and virtual displacement fields. \( \bar{U} \left( \Omega_m^{\text{MA}} \right) \) denotes the set of all the kinematically admissible displacements in \( \Omega_m^{\text{MA}} \). \( \bar{U} \left( \Omega_m^{\text{MI}} \right) \) represents the set of all the kinematically admissible displacements in \( \Omega_m^{\text{MI}} \), which is the domain of the microstructure at the layer \( m \). \( \alpha_{m,n} \) denote the expansion coefficients in CSRBF interpolation, which serve as the design variables. \( \tilde{\alpha}_{m,n,\min} = 0.001 \) and \( \tilde{\alpha}_{m,n,\max} = 1 \) are the upper and lower bounds of \( \tilde{\alpha}_{m,n} \). \( \tilde{\alpha}_{m,n} \) are regularized design variables, which will be used in the optimization algorithm. The optimization algorithm will be illustrated in Section 4.4.

The bilinear energy form and the linear load form in the macro FE model are given as:

\[ a^{\text{MA}} \left( u^{\text{MA}}, v^{\text{MA}}, u^{\text{MI}}, \Phi^{\text{MI}} \right) = \int_{\Omega_m^{\text{MA}}} \int_{\Omega_m^{\text{MI}}} E_{ij} \left( u^{\text{MA}} \right) D_{ijkl}^{H} \left( u^{\text{MI}}, \Phi^{\text{MI}} \right) E_{ilj} \left( v^{\text{MA}} \right) d\Omega_m^{\text{MA}} \]

\[ I^{\text{MA}} \left( v^{\text{MA}} \right) = \int_{\Omega_m^{\text{MA}}} pv^{\text{MA}} d\Omega_m^{\text{MA}} + \int_{\Gamma^{\text{MA}}} \tau v^{\text{MA}} d\Gamma^{\text{MA}} \]

where \( p \) is the body force, and \( \tau \) is the traction along the boundary \( \Gamma^{\text{MA}} \). It should be noticed that the macro displacement fields \( u^{\text{MA}} \) and \( v^{\text{MA}} \) are defined on \( \Omega_m^{\text{MA}} \), and have no periodicity. The bilinear energy form and the linear load form in the macro FE model are stated as:

\[ a^{\text{MI}} \left( u^{\text{MI}}, v^{\text{MI}}, \Phi^{\text{MI}} \right) = \int_{\Omega_m^{\text{MI}}} E_{pq}^{*} \left( u^{\text{MI}} \right) D_{pqrs}^{H} E_{rs}^{*} \left( \Phi^{\text{MI}} \right) H \left( \Phi^{\text{MI}} \right) d\Omega_m^{\text{MI}} \]

\[ 12 \]
where the micro displacement fields $\mathbf{u}_m$ and $\mathbf{v}_m$ are defined on $\Omega_m$. It is noted that $\mathbf{u}_m$ and $\mathbf{v}_m$ are under $\Omega_m$-periodicity [13, 14].

The volume constraint $V_{m+1}^{\max}$ for each sub-optimization problem varies for different layers, so as to enable the gradient properties of different material microstructures over all layers. For instance, the maximum volume fraction of the $m$th microstructure of the composite structure can be defined as:

$$V_{m+1}^{\max} = V_1 + (V_M - V_1) \left[ \frac{(m-1)}{(M-1)} \right]$$

where $[V_1, V_M]$ determines the range of volume constraints. If parameter $\xi = 1$ the volume fractions will change linearly, otherwise the volume fractions will vary nonlinearly.

Here, the consideration for choosing the volume fraction gradient is that the material volume is in most cases proportionally related to its structural stiffness. The motivation of this study is to design man-made FGM composites which have multifunctional requirements for both stiffness and auxetic behaviors. Hence, it should be a natural choice to select the volume gradient constraint to allow a well-graded and smooth change of material usage between layers. It is noted that definition of the functional gradient using the above volume constraints is based on numerical experience, and it is difficult to define a general criterion to choose the best functional gradient in practice.

### 4.3 Sensitivity Analysis

In the PLSM, many gradient-based optimization algorithms (e.g. OC and MMA) can be straightforwardly used to update the design variables $\alpha$ given in Eq. (17). Therefore, the first-order derivatives of the objective function and constraint with respect to $\alpha$ are required.

In this section, the shape derivative [69, 70] is employed to calculate the sensitivity of boundary perturbations with respect to the microscale time variable $\tau$ by following a similar way to Allaire et al. [42] and Wang et al. [43]. Therefore, the shape derivatives of $D_{ijkl}^{\alpha} \left( \mathbf{u}_m, \Phi_m \right)$, $\alpha^{\alpha} \left( \mathbf{u}_m, \mathbf{v}_m, \Phi_m \right)$ and $I^{\alpha} \left( \mathbf{u}_m, \Phi_m \right)$ can be respectively expressed as:
where \( \mathbf{\mathcal{E}}_m^{MI} \) is the microscale normal velocity defined at layer \( m \).

In addition, the following conjugate equation can be established:

\[
\int_{\Omega_m^l} \mathbf{e}_{pq}^* \left( \mathbf{u}_m^{MI(\nu)} \right) D_{pqrs} \mathbf{e}_{rs}^* \left( \mathbf{v}_m^{MI(\nu)} \right) H \left( \Phi_m^{MI} \right) d\Omega_m^{MI} = \int_{\Omega_m^l} \mathbf{e}_{pq}^* \left( \mathbf{u}_m^{(\nu)} \right) D_{pqrs} \mathbf{e}_{rs}^* \left( \mathbf{v}_m^{(\nu)} \right) H \left( \Phi_m^{MI} \right) d\Omega_m^{MI}
\]

Differentiating the microscale equilibrium equation with respect to \( t \), yields:

\[
\frac{\partial \mathbf{\mathcal{A}}^{MI} \left( \mathbf{u}_m^{MI}, \mathbf{v}_m^{MI}, \Phi_m^{MI} \right)}{\partial t} = \frac{\partial \mathbf{\mathcal{A}}^{MI} \left( \mathbf{v}_m^{MI}, \Phi_m^{MI} \right)}{\partial t}
\]

Substituting Eqs. (24)-(26) into (27) yields:

\[
\int_{\Omega_m^l} \mathbf{e}_{pq}^* \left( \mathbf{u}_m^{MI(\nu)} \right) D_{pqrs} \mathbf{e}_{rs}^* \left( \mathbf{v}_m^{MI(\nu)} \right) H \left( \Phi_m^{MI} \right) d\Omega_m^{MI} = \int_{\Omega_m^l} \mathbf{e}_{pq}^* \left( \mathbf{v}_m^{(\nu)} \right) D_{pqrs} \mathbf{e}_{rs}^* \left( \mathbf{v}_m^{(\nu)} \right) H \left( \Phi_m^{MI} \right) d\Omega_m^{MI}
\]

Substituting Eq. (28) into (23) and considering the elastic system is self-adjoint [71], the shape derivative of the elasticity tensor is then given as:

\[
\frac{\partial \mathcal{D}_j^{MI}}{\partial t} = -\frac{1}{|\Omega_m^{MI}|} \int_{\Omega_m^{l}} \beta \left( \mathbf{u}_m^{MI} \right) \mathbf{\mathcal{G}}_m^{MI} \left| \nabla \Phi_m^{MI} \right| \delta \left( \Phi_m^{MI} \right) d\Omega_m^{MI}
\]

where

\[
\beta \left( \mathbf{u}_m^{MI} \right) = \left( \mathbf{e}_{pq}^0 - \mathbf{e}_{pq}^* \left( \mathbf{u}_m^{MI(\nu)} \right) \right) D_{pqrs} \left( \mathbf{e}_{rs}^0 - \mathbf{e}_{rs}^* \left( \mathbf{u}_m^{MI(\nu)} \right) \right)
\]
\[
\frac{\partial D_{ijkl}^{H}}{\partial t} = \sum_{n=1}^{N} \left( \frac{1}{\Omega_{m}^{MI}} \int_{\Omega_{m}^{MI}} \beta(u_{m}^{MI})\phi_{m,n}^{MI}(x)\delta(\Phi_{m}^{MI})d\Omega_{m}^{MI} \right) \cdot \frac{\partial \alpha_{m,n}^{MI}}{\partial t} \tag{31}
\]

where \( \phi_{m,n}^{MI} \) is the CSRBF of the \( n \)th knot within the microscale design domain of the \( m \)th layer.

On the other hand, the first-order derivative of the effective elasticity tensor with respect to \( t \) can be written as following according to the chain rule:

\[
\frac{\partial D_{ijkl}^{H}}{\partial t} = \sum_{n=1}^{N} \frac{\partial D_{ijkl}^{H}}{\partial \alpha_{m,n}^{MI}} \cdot \frac{\partial \alpha_{m,n}^{MI}}{\partial t} \tag{32}
\]

Comparing the corresponding terms in Eqs. (31) and (32), we can easily find the derivatives of the effective elasticity tensor \( D_{ijkl}^{H} \) with respect to the design variables, which are given as below:

\[
\frac{\partial D_{ijkl}^{H}}{\partial \alpha_{m,n}^{MI}} = - \frac{1}{\Omega_{m}^{MI}} \int_{\Omega_{m}^{MI}} \beta(u_{m}^{MI})\phi_{m,n}^{MI}(x)\delta(\Phi_{m}^{MI})d\Omega_{m}^{MI} \tag{33}
\]

The derivatives of \( J_{m}^{MA} \) with respect to the design variables \( \alpha \) are derived according to the chain rule as:

\[
\frac{\partial J_{m}^{MA}}{\partial \alpha_{m,n}^{MI}} = \left( \exp(qw_{m,n}) - 1 \right) \exp \left( q \left( f_{m}^{MA} - f_{m,min}^{MA} \right) \right) \left( \frac{q}{f_{m,max}^{MA} - f_{m,min}^{MA}} \frac{\partial f_{m}^{MA}}{\partial \alpha_{m,n}^{MI}} \right) = W_{m,a} \cdot \frac{\partial f_{m}^{MA}}{\partial \alpha_{m,n}^{MI}} \tag{34}
\]

and \( W_{m,a} \) denotes the constant term related to the derivatives of the first objective function at the layer \( m \), which can be regarded as a coefficient of \( \frac{\partial f_{m}^{MA}}{\partial \alpha_{m,n}^{MI}} \).

The derivatives of \( f_{m}^{MA}(u_{m}^{MA}, v_{m}^{MA}, \Phi_{m}^{MI}) \), \( a_{m}^{MA}(u_{m}^{MA}, v_{m}^{MA}, u_{m}^{MI}, \Phi_{m}^{MI}) \) and \( l_{m}^{MA}(v_{m}^{MA}) \) with respect to the microscale time variable \( t \) are given as:

\[
\frac{\partial f_{m}^{MA}}{\partial t} = \int_{\Omega_{m}^{MA}} \left[ e_{ij}(\mathbf{u}_{m}^{MA})D_{ijkl}^{H}e_{kl}(\mathbf{u}_{m}^{MA}) + \frac{1}{2} e_{ij}(\mathbf{u}_{m}^{MA})\frac{\partial D_{ijkl}^{H}}{\partial t}e_{kl}(\mathbf{u}_{m}^{MA}) \right] d\Omega_{m}^{MA} \tag{35}
\]

\[
\frac{\partial a_{m}^{MA}}{\partial t} = \int_{\Omega_{m}^{MA}} \left[ e_{ij}(\mathbf{u}_{m}^{MA})D_{ijkl}^{H}e_{kl}(\mathbf{v}_{m}^{MA}) + e_{ij}(\mathbf{u}_{m}^{MA})D_{ijkl}^{H}e_{kl}(\mathbf{v}_{m}^{MA}) + e_{ij}(\mathbf{u}_{m}^{MA})\frac{\partial D_{ijkl}^{H}}{\partial t}e_{kl}(\mathbf{v}_{m}^{MA}) \right] d\Omega_{m}^{MA} \tag{36}
\]

\[
\frac{\partial l_{m}^{MA}}{\partial t} = \int_{\Omega_{m}^{MA}} \mathbf{p}^{MA} d\Omega_{m}^{MA} + \int_{\Omega_{m}^{MA}} \mathbf{q}^{MA} d\Gamma_{m}^{MA} \tag{37}
\]

A conjugate equation can be given as:

\[
\int_{\Omega_{m}^{MA}} e_{ij}(\mathbf{u}_{m}^{MA})D_{ijkl}^{H}e_{kl}(\mathbf{v}_{m}^{MA})d\Omega_{m}^{MA} = \int_{\Omega_{m}^{MA}} \mathbf{p}^{MA} d\Omega_{m}^{MA} + \int_{\Omega_{m}^{MA}} \mathbf{q}^{MA} d\Gamma_{m}^{MA} \tag{38}
\]
Differentiating the macroscale equilibrium equation with respect to \( t \):

\[
\frac{\partial a^{MA}(u^{MA}, v^{MA}, \mathbf{u}^{MI}, \Phi^{MI})}{\partial t} = \frac{\partial I^{MA}(v^{MA})}{\partial t} \tag{39}
\]

Substituting Eqs. (36)-(38) into (39) yields:

\[
\int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA} \right) D_{ijkl}^{H} \epsilon_{kl} \left( v^{MA} \right) d\Omega^{MA} = -\int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA} \right) \frac{\partial D_{ijkl}^{H}}{\partial t} \epsilon_{kl} \left( v^{MA} \right) d\Omega^{MA} \tag{40}
\]

Since that the mean compliance optimization problem is self-adjoint [42, 43, 69], we can have:

\[
\int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA} \right) D_{ijkl}^{H} \epsilon_{kl} \left( v^{MA} \right) d\Omega^{MA} = -\int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA} \right) \frac{\partial D_{ijkl}^{H}}{\partial t} \epsilon_{kl} \left( v^{MA} \right) d\Omega^{MA} \tag{41}
\]

Substituting Eq. (41) into Eq. (35) yields:

\[
\frac{\partial f^{MA}}{\partial t} = -\frac{1}{2} \int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA} \right) \frac{\partial D_{ijkl}^{H}}{\partial t} \epsilon_{kl} \left( u^{MA} \right) d\Omega^{MA} \tag{42}
\]

Therefore, the derivative of structural mean compliance at layer \( m \) with respect to \( t \) is given as:

\[
\frac{\partial f^{MA}_{m}}{\partial t} = -\frac{1}{2} \int_{\Omega^{MA}} \epsilon_{ij} \left( u^{MA}_{m} \right) \frac{\partial D_{ijkl}^{H}}{\partial t} \epsilon_{kl} \left( u^{MA}_{m} \right) d\Omega^{MA}_{m} \tag{43}
\]

Substituting Eq. (32) into Eq. (43) yields:

\[
\frac{\partial f^{MA}_{m}}{\partial t} = -\frac{1}{2} \int_{\Omega^{MA}_{m}} \epsilon_{ij} \left( u^{MA}_{m} \right) \left[ \sum_{n=1}^{N} \frac{\partial D_{ijkl}^{H}}{\partial t} \epsilon_{kl} \left( u^{MA}_{m}, \Phi^{MI}_{m} \right) \epsilon_{ij} \left( \alpha^{MI}_{m,n} \right) \right] d\Omega^{MA}_{m} \tag{44}
\]

On the other hand, the derivative of the objective \( f^{MA}_{m} \) with respect to the time variable \( t \) can be derived according to the chain rule:

\[
\frac{\partial f^{MA}_{m}}{\partial t} = \sum_{n=1}^{N} \frac{\partial f^{MA}_{m}}{\partial \alpha^{MI}_{m,n}} \frac{\partial \alpha^{MI}_{m,n}}{\partial t} \tag{45}
\]

Comparing Eq. (44) with Eq. (45), we have:
\[
\frac{\partial f_m^{MA}}{\partial \alpha_{m,n}^{MI}} = -\frac{1}{2} \int_{\Omega_{m}^{}\alpha \epsilon} \psi_j \left( u_m^{MA} \right) \left[ \frac{\partial D_{ijkl}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} \right] \epsilon_{kl} \left( u_m^{MA} \right) d\Omega_m^{MA}
\]  \hspace{5cm} (46)

Similarly, the derivative of the objective function at microscale defined in Eq. (16) can be written as:

\[
\frac{\partial J_m^{MI}}{\partial \alpha_{m,n}^{MI}} = \left( \exp \left( q w_{m,b} \right) - 1 \right) \exp \left( q \left( f_m^{MI} - f_m^{MI,\max} \right) \right) \frac{q}{f_m^{MI} - f_m^{MI,\max}} \frac{\partial f_m^{MI}}{\partial \alpha_{m,n}^{MI}} = W_{m,b} \frac{\partial f_m^{MI}}{\partial \alpha_{m,n}^{MI}}
\]  \hspace{5cm} (47)

where \( W_{m,b} \) is also defined as a constant to represent all the terms before \( \frac{\partial f_m^{MI}}{\partial \alpha_{m,n}^{MI}} \), and the derivative of \( f_m^{MI} \) associated with \( \alpha_{m,n}^{MI} \) can be derived as:

\[
\frac{\partial f_m^{MI}}{\partial \alpha_{m,n}^{MI}} = \frac{\partial D_{1122}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} + \frac{\partial D_{2211}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} - 2 \cdot \frac{\partial D_{1212}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}}
\]  \hspace{5cm} (48)

Based on Eq. (33), the derivatives defined in Eqs. (46) and (48) can be calculated easily. Then, the derivatives (34) and (47) can be respectively evaluated by virtue of the derivatives (46) and (48). Eventually, with Eqs. (34) and (47), the sensitivity of the aggregated objective function for the multi-objective optimization in Eq. (17) can be obtained as:

\[
\frac{\partial J_m}{\partial \alpha_{m,n}^{MI}} = \frac{1}{2} W_{m,a} \cdot \int_{\Omega_{m}^{\alpha \epsilon \psi}} \psi_j \left( u_m^{MA} \right) \left[ \frac{\partial D_{ijkl}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} \right] \epsilon_{kl} \left( u_m^{MA} \right) d\Omega_m^{MA}
\]  
\[+ W_{m,b} \left( \frac{\partial D_{1122}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} + \frac{\partial D_{2211}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} - 2 \cdot \frac{\partial D_{1212}^H \left( u_m^{MI}, \Phi_m^{MI} \right)}{\partial \alpha_{m,n}^{MI}} \right)
\]  \hspace{5cm} (49)

where the macro scale displacement fields \( u_m^{MA} \) are solved by the FE analysis. The FE calculation at macro scale requires the material properties of the microstructures at all layers. On the other hand, the macro scale displacement fields are required to update the topologies of the microstructures. This indicates that \( m \) sub optimization problems are required to be solved concurrently.

Similarly, the sensitivity of the volume constraint with respect to the design variables can be written by:

\[
\frac{\partial G_m}{\partial \alpha_{m,n}^{MI}} = \int_{\Omega_{m}^{\alpha \psi \gamma \delta}} \varphi_m^{MI} \left( x \right) \psi \left( \Phi_m^{MI} \right) d\Omega_m^{MI}
\]  \hspace{5cm} (50)

4.4 Topology Optimization Algorithm
It is noted that the bounds \( a_{m,\text{min}}^{\text{MI}} \leq \tilde{a}_{m,n} \leq a_{m,\text{max}}^{\text{MI}} \) in (17) refer to the regularized design variables \( \tilde{a}_{m,n}^{\text{MI}} \) rather than the actual design variables \( a_{m,n}^{\text{MI}} \). The actual design variables are the expansion coefficients in the CSRBF interpolation, but it is not easy to specify their fixed upper and lower bounds during the optimization. Hence, to facilitate the numerical implementation, the well-established OC method [33, 37] is first used to update the regularized design variables \( a_{m,n}^{\text{MI}} \) with the fixed upper and lower bounds. Then, the actual design variables \( a_{m,n}^{\text{MI}} \) are renewed by using the updated \( a_{m,n}^{\text{MI}} \). The major steps during the optimization can be concisely summarized, as follows:

**Step 1** With the Lagrange multipliers \( \Lambda_m, \lambda_1^{\text{MI}}, \) and \( \lambda_2^{\text{MI}}, \) the Lagrangian function for the optimization formulation (17) can be written as

\[
L_m = J_m + \Lambda_m G_m + \lambda_1^{\text{MI}} \left( \tilde{a}_{m,\text{min}}^{\text{MI}} - \tilde{a}_{m,n}^{\text{MI}} \right) + \lambda_2^{\text{MI}} \left( \tilde{a}_{m,n}^{\text{MI}} - \tilde{a}_{m,\text{max}}^{\text{MI}} \right)
\]

**Step 2** Calculating the regularized design variables:

\[
\tilde{a}_{m,n}^{\text{MI}(\gamma)} = \frac{a_{m,n}^{\text{MI}(\gamma)} - a_{m,\text{min}}^{\text{MI}}}{a_{m,max}^{\text{MI}} - a_{m,\text{min}}^{\text{MI}}}
\]

where \( \gamma \) denotes the iteration number starting from 1. \( a_{m,\text{min}}^{\text{MI}(\gamma)} \) and \( a_{m,max}^{\text{MI}(\gamma)} \) are defined by:

\[
a_{m,\text{min}}^{\text{MI}(\gamma)} = 2 \times \min \left( a_{m,n}^{\text{MI}(\gamma)} \right) \quad a_{m,max}^{\text{MI}(\gamma)} = 2 \times \max \left( a_{m,n}^{\text{MI}(\gamma)} \right)
\]

**Step 3** Based on the Kuhn-Tucker conditions [33, 37], the regularized design variables \( \tilde{a}_{m,n}^{\text{MI}} \) can be iteratively updated by using a heuristic scheme, which is given by

\[
\tilde{a}_{m,n}^{\text{MI}(\gamma+1)} = \begin{cases} \min \left( \left( \tilde{a}_{m,n}^{\text{MI}(\gamma)} + \kappa \right), \tilde{a}_{m,n}^{\text{MI}(\gamma)} \right), & \text{if } \min \left( \left( \tilde{a}_{m,n}^{\text{MI}(\gamma)} + \kappa \right), \tilde{a}_{m,n}^{\text{MI}(\gamma)} \right) \leq \left( B_{m,n}^{(\gamma)} \right)^{\text{MI}(\gamma)} \\ \left( B_{m,n}^{(\gamma)} \right)^{\text{MI}(\gamma)} \tilde{a}_{m,n}^{\text{MI}(\gamma)}, & \text{if } \left( B_{m,n}^{(\gamma)} \right)^{\text{MI}(\gamma)} \tilde{a}_{m,n}^{\text{MI}(\gamma)} < \min \left( \left( \tilde{a}_{m,n}^{\text{MI}(\gamma)} + \kappa \right), \tilde{a}_{m,n}^{\text{MI}(\gamma)} \right) \leq \max \left( \left( \tilde{a}_{m,n}^{\text{MI}(\gamma)} - \kappa \right), \tilde{a}_{m,n}^{\text{MI}(\gamma)} \right) \end{cases}
\]

where the moving limit \( \kappa (0 < \kappa < 1) \) and the damping exponent \( \ell (0 < \ell < 1) \) are the parameters [33, 37, 61] to stabilize the iteration. \( \tilde{a}_{m,\text{min}}^{\text{MI}} = 0.001 \) and \( \tilde{a}_{m,\text{max}}^{\text{MI}} = 1 \) are the fixed bounds on \( \tilde{a}_{m,n}^{\text{MI}} \). Considering \( \tilde{a}_{m,n}^{\text{MI}} \) is obtained by using a linear function (52) associated with \( \alpha_{m,n}^{\text{MI}}, B_{m,n}^{(\gamma)} \) can be defined by:

\[
B_{m,n}^{(\gamma)} = -\frac{\partial J_m}{\partial a_{m,n}^{\text{MI}(\gamma)}} / \max \left( \mu, \Lambda_m \right) \frac{\partial G_m}{\partial a_{m,n}^{\text{MI}(\gamma)}}
\]
where $\mu$ is a small positive constant used to avoid the zero terms, and the Lagrange multipliers $\Lambda_m^{(r)}$ can be updated by a bi-sectioning algorithm [33].

**Step 4** Computing the actual design variables:

\[
\alpha_{m,n}^{M}(r+1) = \alpha_{m,n}^{M}(r) \times \left( \alpha_{m,max}^{M(r)} - \alpha_{m,min}^{M(r)} \right) + \alpha_{m,min}^{M(r)}
\]

(56)

**Step 5** Repeating Step 2 to Step 4 until the convergent criterion is satisfied.

**5. Numerical implementation**

In the numerical implementation, one of the issues is the representation of discontinuities when the elements are cut by a moving boundary. In this study, the strains of those elements are approximated by using the “ersatz material” model [42, 61] without remeshing. The “ersatz material” model uses a weak material to fill the void of the design domain, and thus the density, strain and stiffness of an element are assumed to be proportional to its area fraction. For more details, the readers may refer to [42, 61].

![Figure 3. Kinematical connectivity between different RUCs (representative unit cells)](image)

In conventional homogeneous material design, the periodic boundary conditions are applied to microstructures, and there is no connectivity issue between adjacent microstructures. However, in FGM designs, the periodicity for those microstructures along the functionally graded direction will be violated in order to allow for the gradient in the property of the bulk material. In this case, the adjacent microstructures between different layers may not be connected properly. Thus, the connectivity of the adjacent microstructures in the FGMs is essential for generating a feasible FGM design. In this paper, a kinematical connectivity method as shown in Fig. 3 is adopted to tackle this issue. Readers can refer to [25] for more about the kinematical connectivity method. This method introduces several prescribed connectors in the
adjacent unit cells along the property gradient direction, and these connectors are kept as identical as possible to maintain numerical accuracy, as well as periodicity [25]. In the design, these pre-defined connectors can be fulfilled by setting the non-design regions in the design domain.

The flowchart of the proposed method is shown in Fig. 4. The micro FE analysis is first implemented at each layer, and then the effective material properties of microstructures are calculated by using the numerical homogenization method, given in Eq. (8). Then, another FE analysis at the macroscale, based on the effective properties obtained from the micro FE analysis at different layers, is used to calculate the displacement field and the mean compliance of the macrostructure. For the sub-optimization problem defined at each layer, the derivatives of the objective function and the volume constraint are obtained via Eq. (49) and Eq. (50). With the sensitivity information, the OC-based algorithm is employed to update the design variables and the corresponding level set functions over each layer, so as to implicitly optimize the microstructures. It is noticed that all the microstructural optimization problems at different layers are solved concurrently, because all the microstructures serve as a whole to increase the overall stiffness of the macrostructure. The optimization process repeats until the optimized designs are achieved.

**Figure 4.** Flowchart of the numerical implementation for the proposed method
6. Numerical Examples

In this paper, several numerical examples are used to demonstrate the proposed method for devising the FGM composites with auxetic metamaterials. Both the isotropic and orthotropic material microstructures are considered by applying the geometrical symmetry to the RUCs. In the numerical process, the isotropy is achieved as follows: the square and diagonal geometrical symmetries are applied to the 2D microstructure (a total of 4 symmetries) [50]. For the orthotropy of 2D cases, we apply two symmetries with respect to $x$ and $y$ directions to the microstructure.

![Figure 5. Initial designs for the orthotropic and isotropic material microstructures](image)

In all examples, the Young’s modulus of the solid material is 180, and the Poisson’s ratio is 0.3. The materials are subject to plane stress conditions. The finite element method is applied to both the macro and micro scales to discretize the design domains. For simplicity, the size of a RUC (or microstructure) is assumed to be the same as that of a macro finite element. All the numerical cases for the representative microstructures at all layers are optimized by the PLSM, and no further upwind schemes, re-initializations and velocity extensions are required like most conventional LSM methods [41-43]. In each microstructure, we assume that the level set grid is the same as the FE mesh for simplicity. It is noted that the numerical homogenization method is used to evaluate the effective property of the material microstructure, and the full periodicity assumptions are enforced on all the microstructures.

In Fig. 5, two different initial designs are provided in order to achieve different microstructural designs with the orthotropic and isotropic material properties, respectively. In the inverse design of material microstructures, it is noted that the same elastic property to be achieved may correspond to a number of different microstructures. Hence, the different initial designs of the microstructures may only affect the
final topology of the design rather than its effective material property [44, 50]. For simplicity, we use the same weight parameters $w_{m,a}$ and $w_{m,b}$ for each sub-optimization problem. The optimization terminates when the relative difference of the summation of all the $M$ objective function values between two successive iterations is less than 0.0002, or the maximum 300 steps are reached.

6.1 Structure with a concentrated force

Fig. 6 shows a structure with length $L=30$cm and height $H=10$cm subject to a concentrated force $F=50$N at the center point of the lower edge, and the upper edge is fixed. The macrostructure is divided into 10 layers, and 10 sub-optimization problems are to be solved. The gradient direction is assumed to be along the $y$ axis, with an increase of the volume fractions from the top layer to the bottom layer.

![Figure 6. Design domain with a single load](image)

6.1.1. Numerical comparison

In this example, two typical numerical cases are used to exhibit the features of the topologically designed FGM using the proposed method. Here, orthotropic material microstructures are considered. The macrostructure is discretized by $30 \times 10 = 300$ four-node quadrilateral (Q4) elements, and microstructures at different layers are all discretized by $40 \times 40 = 1600$ Q4 elements. To enable the FGM property, the volume fractions for different layers are restrained to change nonlinearly from 0.25 to 0.55 along the gradient direction (increased from top to bottom). If $\xi=2$ used in Eq. (22), the volume constraints of the 10 layers are 0.25, 0.2537, 0.2648, 0.2833, 0.3039, 0.3406, 0.3833, 0.4315, 0.4870 and 0.55, respectively. The total volume fraction of the macro composite can be averaged as 0.3554.

For comparison, the macrostructure is also assumed to be composed of uniform microstructures (without gradient properties). For the design uniformly configured with an array of identical microstructures, the total volume fraction constraint is also 0.3554 which is equal to the volume of the FGM-based composite.
To facilitate the comparison, two optimization problems with single objective functions are implemented to optimize either the structural stiffness or the negative Poisson’ ratio.

The FGM-based designs are given in Fig. 7, and the designs with the uniform microstructures are shown in Fig. 8. It can be seen that all the optimized designs are characterized with smooth structural boundaries and distinct material interfaces due to the use of the level set-based method. Furthermore, the final topologies of the microstructures in Fig. 7(a) and Fig. 8(a) are similar to the widely accepted re-entrant type auxetic metamaterials in this field [5, 6].

![Figure 7. FGM-based composites: (a) complete NPR design, where averaged $\nu_{12}$ is -1.1725, averaged $\nu_{21}$ is -0.2896 and mean compliance is 182.2; (b) complete mean compliance optimization design, where averaged $\nu_{12}$ is 0.2826, averaged $\nu_{21}$ is 0.0691 and mean compliance is 73.](image)

![Figure 8. Optimal designs with uniform microstructures: (a) complete NPR optimization design, where $\nu_{12}$ is -1.128, $\nu_{21}$ is -0.2973 and mean compliance is 303.5; (b) complete mean compliance optimization design, where $\nu_{12}$ is 0.6798, $\nu_{21}$ is 0.0815 and mean compliance is 135.7.](image)

![Figure 9. Non-designable connectors for the orthotropic material microstructures](image)

It is noted that the Poisson’s ratios $\nu_{12}$ and $\nu_{21}$ for orthotropic material may be different. $\nu_{12}$ and $\nu_{21}$ of each composite layer with orthotropic material microstructures can be approximated by the numerical
homogenization method. However, for a FGM-based macrostructure that contains a number of different microstructures, it is difficult to find an analytical method to quantify the overall Poisson’s ratios $v_{12}$ and $v_{21}$ of the macrostructure. In this paper, we average all the effective Poisson’s ratios $v_{12}$ of microstructures at different layers within a macrostructure to approximate the overall Poisson’s ratio $v_{12}$ of the macrostructure. Similarly, the macrostructural Poisson’s ratio $v_{21}$ can be approximated.

We further compare the results in Figs. 7 and 8. On one hand, in the complete stiffness design, the FGM-based composite is stiffer than the design only with the uniform microstructures. On the other hand, for the pure NPR design, the FGM composite shows a better averaged $v_{12}$ and a similar averaged $v_{21}$ when comparing with the design with uniform microstructures. Furthermore, if the same loading and boundary conditions are applied, the FGM-based composite can have a better stiffness due to the graded material distribution. These show that the FGM-based composites have better performance than the traditional designs with an array of identical microstructures.

From Fig. 9, it can be found that the microstructural connectivity of the FGM-based composite is well preserved due to the introduction of the non-designable connectors (the yellow square regions) between the adjacent microstructures. It is also noted that the Poisson’s ratio for 2D orthotropic materials along a graded direction theoretically can be lower than -1 that is also the lower bound for 2D isotropic microstructure [14]. This indicates that the orthotropic material microstructure can explore a better NPR property along a specified direction.

6.1.2 Effect of weighting coefficients

Here, for the multi-objective formulation defined in Eq. (17), several weight coefficients have been implemented to show the different design requirements for structural stiffness (mean compliance) and auxetic behavior of the microstructure. In these cases, the FE models and the volume gradient are exactly the same as in the examples given in Fig. 7. The optimal results with different weight coefficients are given in Fig. 10. Correspondingly, Fig. 11 shows the variation of material properties over different layers, including the Poisson’s ratios $v_{12}$, $v_{21}$ and volume fraction of the microstructure at each layer, as well as the mean compliance of each layer. The iterations of the four cases for convergence are 161, 145, 109 and 100.
In the four cases, the non-designable connectors between the adjacent microstructures are also defined as shown in Fig. 9, and thus the connectivity of each FGM-based composites is well preserved.

Figure 10. Optimal composites with different weight coefficients

(a) \(w_{m,a}=0.2, w_{m,b}=0.8: f^{MA}=176.5\)  
(b) \(w_{m,a}=0.4, w_{m,b}=0.6: f^{MA}=157.9\)  
(c) \(w_{m,a}=0.6, w_{m,b}=0.4: f^{MA}=134.3\)  
(d) \(w_{m,a}=0.8, w_{m,b}=0.2: f^{MA}=109.4\)

To facilitate the discussion, the averaged \(v_{12}\) and \(v_{21}\) of all layers are also presented to approximate the NPR property of the entire composite. For the four cases in Fig. 11, the averaged \(v_{12}\) are -1.147, -1.1186, -1.0694 and -0.9556, respectively. While the averaged \(v_{21}\) are -0.2879, -0.2608, -0.2161 and -0.1486, respectively. Obviously, when the weight \(w_{m,a}\) increases, a larger weight is given to the macro objective function \(f^{MA}\), and the overall structural stiffness improves gradually. On the contrary, the averaged \(v_{12}\) and \(v_{21}\) of the composites increase (NPR properties decrease). This implies that the multi-objective formulation indeed makes a tradeoff between structural stiffness (or mean compliance) and NPR. Actually, a larger weight on the mean compliance is not preferable, as it may limit the NPR properties for all the microstructures inside the design domain. As seen in Figs. 10(d) and 11(d), one layer contains microstructures that fail to exhibit mechanism-type topologies [14], and does not show auxetic behavior.

Furthermore, Fig. 11 shows that all the volume constraints are satisfied, and there is a nonlinear increase of the volume fractions from layer 1 to 10. In engineering, the layers that are closer to the external load require more materials and denser microstructures to resist the deformation. On the other hand, as shown in Figs. 11(a) - (c), microstructures with lower densities exhibit better auxetic behavior. To satisfy the
multifunctional requirements, the volume gradient constraints for the FGMs are increased from layer 1 to layer 10, where the higher-density material microstructures are mainly used to enhance the stiffness while the lower-density material microstructures are devised to guarantee the NPR property.

\[ w_{m,a} = 0.2 \quad \text{and} \quad w_{m,b} = 0.8 \]
\[ w_{m,a} = 0.4 \quad \text{and} \quad w_{m,b} = 0.6 \]
\[ w_{m,a} = 0.6 \quad \text{and} \quad w_{m,b} = 0.4 \]
\[ w_{m,a} = 0.8 \quad \text{and} \quad w_{m,b} = 0.2 \]

**Figure 11.** Optimal results with the different weight coefficients

### 6.1.3 Investigation of the isotropic materials

Here, the isotropic material microstructures are considered. The design domain is shown in Fig. 6, and the macrostructure is discretized by $30 \times 10 = 300$ Q4 elements, while the microstructures are discretized by
80×80=6400 Q4 elements. The weights for the objectives are $w_{m,a}=0.2$ and $w_{m,b}=0.8$, respectively. The volume gradient constraint nonlinearly changes from 0.35 to 0.65, and the coefficient $\xi = 2$.

![Figure 12. Optimal composite structure with isotropic FGMs](image)

The initial design of the microstructure with square and diagonal symmetries is given in Fig. 5(b). The optimized composite structure is given in Fig. 12, with the mean compliance equal to 121.2. The topological differences and the material properties over layers are shown in Table 1. We can find that the connectivity between different layers is well preserved, due to the introduction of the non-designable connectors between different layers (see the yellow square regions in Fig. 13). Along the gradient direction (from top to bottom), the volume gradient is satisfied, and the material properties as well as the mean compliances over different layers change gradually. It can be found that the proposed method can design FGMs with NPRs not only for orthotropic materials but also for isotropic materials.

![Figure 13. Non-designable connectors for the isotropic materials](image)

The convergent histories are plotted in Figs. 14(a) and (b). It takes 152 iterations to achieve the optimized design. It can be seen that during the first few steps (about 10 iterations), the objective function increases because the volume constraints are not fully satisfied at this initial stage of optimization. The objective functions of the sub optimization problems increase rather than reduce, and materials are being removed from the microstructures until the constraints are satisfied. Once the volume constraints are satisfied and
become active, the objective functions start going down steadily and the optimization is being iteratively processed until the convergence criterion is met.

![Figure 14(a). Iterative histories: summation of objective functions of all layers](image)

![Figure 14(b). Iterative histories: objective functions of some layers](image)

**Table 1.** Optimized properties of the isotropic FGMs

<table>
<thead>
<tr>
<th>Layer</th>
<th>Isotropic FGMs</th>
<th>Volume</th>
<th>Poisson’s ratio</th>
<th>Mean compliance</th>
<th>Microstructure</th>
<th>Level set surface</th>
<th>Elasticity tensor</th>
</tr>
</thead>
</table>
| 1     | ![Image](image) | 0.3500 | -0.3999        | 5.8336          | ![Image](image) | ![Image](image) | \[
\begin{bmatrix}
18.83 & -7.53 & 0 \\
-7.53 & 18.83 & 0 \\
0 & 0 & 1.32
\end{bmatrix}
\] |
| 2     | ![Image](image) | 0.3537 | -0.3970        | 5.6923          | ![Image](image) | ![Image](image) | \[
\begin{bmatrix}
19.07 & -7.57 & 0 \\
-7.57 & 19.07 & 0 \\
0 & 0 & 1.37
\end{bmatrix}
\] |
| 3     | ![Image](image) | 0.3648 | -0.3866        | 5.7106          | ![Image](image) | ![Image](image) | \[
\begin{bmatrix}
19.79 & -7.65 & 0 \\
-7.65 & 19.79 & 0 \\
0 & 0 & 1.61
\end{bmatrix}
\] |
6.2 Structure with uniformly-distributed loads

As shown in Fig. 15, the 10cm×10cm structure is fixed at the lower edge. The vertical pressure F=10N/cm is uniformly applied at the upper edge of the structure. In this example, the influence of different number of layers (or the dimensions of microstructures) upon the optimized design is investigated. The macro composite is divided into 10, 20 and 40 layers, respectively. In other words, the macro structure is discretized by 10×10=100, 20×20=400 and 40×40=1600 elements. However, the microstructures are all discretized by 40×40=1600 Q4 elements. The linear gradient volume constraints (from 0.45 to 0.25) are imposed to generate FGMs along the y axis (from top to bottom), where $\xi = 1$. Therefore, although different layers are considered, the overall volume fractions of all three cases are 0.35. The weights of the multi-objective functions, namely the structural stiffness and NPR, are $w_{ma}=0.2$ and $w_{mb}=0.8$. For comparison purpose, we also design the structure with a single-objective formulation that only considers the NPR design (namely, $w_{ma}=0$ and $w_{mb}=1$).
In these numerical cases, the initial design is still the same as in Fig. 5(a). A variety of designs have been obtained by changing the number of layers for the macro composite, as shown in Fig. 16. The corresponding microstructures and their properties over layers are shown in Fig. 17. The $v_{12}$ and $v_{21}$ for the FGM composite after averaging are given in Table 2. It is seen that the macro composite structure maintains good connectivity between different layers, due to the same non-designable connectors as in Fig. 9. It is obvious that the volume constraints are well satisfied for all different cases. Unlike the volume fractions, the mean compliances and Poisson’s ratios sometimes change non-monotonously. This is because that we only impose a gradient constraint on the volumes rather than other properties.

It can be found that the FGM composites generated by the multi-objective method have better structural stiffness compared to the results obtained by the single-objective design only considering NPR. Moreover, the results denote that the FGM composites with more layers are slightly stiffer, due to the refinement of the macro FE mesh. Hence we can see that the further increase of the number of layers may have limited influence on the final design, if the size of the microstructure has already been small enough for the multiscale design. According to Eq. (22), when more layers involved in a macro structure with FGMs, smaller variation of the property gradient can be achieved. In this case, the numerical homogenization method should be more accurate in estimating the FGM properties.

Figure 15. Design domain with uniformly-distributed loads
Figure 16. Designs with different layers

(a) 10 layers: Multi-objective design $f^{MA}=238.8$ (Left); Single-objective design $f^{MA}=302.5$ (Right)

(b) 20 layers: Multi-objective design $f^{MA}=226.5$ (Left); Single-objective design $f^{MA}=294.1$ (Right)

(c) 40 layers: Multi-objective design $f^{MA}=223.9$ (Left); Single-objective design $f^{MA}=291.3$ (Right)
### Table 2. Optimized properties of the FGMs with different layers

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Layers</th>
<th>Averaged $v_{12}$</th>
<th>Averaged $v_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-objective optimization</td>
<td>10</td>
<td>-1.1471</td>
<td>-0.2402</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-1.1439</td>
<td>-0.2361</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-1.1472</td>
<td>-0.2363</td>
</tr>
<tr>
<td>Single-objective optimization</td>
<td>10</td>
<td>-1.2047</td>
<td>-0.3032</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-1.2048</td>
<td>-0.3034</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-1.2066</td>
<td>-0.3034</td>
</tr>
</tbody>
</table>

(a) Properties over 10 layers: Multi-objective design (Left); Single-objective design (Right)

(b) Properties over 20 layers: Multi-objective design (Left); Single-objective design (Right)
7. Conclusions

This paper has developed a level set-based topology optimization method for the computational design of functionally graded cellular composites hosting auxetic metamaterials. The multi-scale design problem is established as a multi-objective formulation to account for both structural stiffness and auxetic behavior of the material microstructure. PLSM is applied to evolve the design boundaries of the microstructures, with the evaluation of the effective properties of the microstructures achieved by using the numerical homogenization method. In numerical examples, a variety of topologically optimized auxetic composites with graded material properties have been achieved under specified loading and boundary conditions of the macrostructures. Numerical results show that the proposed method can be applied to design both isotropic and orthotropic material microstructures, to achieve desired properties. The optimized structure can satisfy multifunctional requirements with respect to practical applications of auxetic composites. Also all the topological designs show the favorable features of level set methods, as well as the benefits of the parametric level set method. Furthermore, based on the comparison of numerical cases, it can be found that the FGM composites with multi-layered microstructures perform better than the traditional designs only with identical microstructures. Actually, this method can be used to design any kind of new composites hosting periodic material microstructures fashioned as FGM layers. In engineering, the topologically
optimized FGM composites with auxetics can be used to support a range of interesting applications, such as auxetic reinforced composites, crash energy absorption and etc.
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