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Abstract

In this paper, a Topic-based probabilistic model named GIST is proposed to
infer group activities, and make group recommendations. Compared with ex-
isting individual-based aggregation methods, it not only considers individual
members’ interest, but also consider some subgroups’ interest. Intuition might
seem that when a group of users want to take part in an activity, not every group
member is decisive, instead, more likely the subgroups of members having close
relationships lead to the final activity decision. That motivates our study on
jointly considering individual members’ choices and subgroups’ choices for group
recommendations. Based on this, our model uses two kinds of unshared topics
to model individual members’ interest and subgroups’ interest separately, and
then make final recommendations according to the choices from the two as-
pects with a weight-based scheme. Moreover, the link information in the graph
topology of the groups can be used to optimize the weights of our model. The
experimental results on real-life data show that the recommendation accuracy
is significantly improved by GIST comparing with the state-of-the-art methods.

Keywords: Group recommendation, Group activity, Decision making, Topic
model, Recommender systems.

1. Introduction

Due to the ability of automatically generating a list of personalized items
for users based on their past behaviors, recommender systems Adomavicius &
Tuzhilin (2005) have become an indispensable technique of solving information
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Four existing groups Two new groups

Figure 1: A toy example of constructing the graph topology of the new group ({u1,u2,us,us}
or {ug,us,us,us}) based on the known link information of some existing groups ({u1,u2},
{us,ue}, {uz,us,ua} and {uz,us, uq,us})

overload problem in the websites (e.g., Amazon, Netflix, etc). Traditional rec-
ommendation approaches are designed to model individual activities, however
people are not just isolated entities, have social friendship, and so would often
take part in activities with others (e.g., seeing movies with girlfriends, having
dinners with families and going hiking with friends), which raise the need for
special recommendation technique to solve group recommendation Jameson &
Smyth (2007); Masthoff (2011). The change of the target object from an indi-
vidual user to a group of users brings new challenges to recommender systems.
Further, as more and more group activity records are available in some websites
(e.g., Facebook, Meetup and Foursquare), much research has been done to study
group recommendation.

The most difficult problem facing group recommendation is how to define the
group interest from a group whose members have different interest. A general
solution to this problem is to use aggregation strategy that makes a trade-off on
the choices of individual members for recommending items to a group. Previous
aggregation methods can be classified into two approaches Berkovsky & Freyne
(2010): preference aggregation Yu et al. (2006); McCarthy & Anagnost (1998)
and score aggregation Dwork et al. (2001); Masthoff (2004). Both the two
methods are memory-based approach, where the aggregation function can be
average or least misery. Recently, in order to better identify personal impact
in group activity, some model-based methods Ye et al. (2012); Salehi-Abari
& Boutilier (2015); Gao et al. (2016); Liu et al. (2012); Yuan et al. (2014)
incorporating content information, social influence or latent topics are proposed
to bring great accuracy improvement over the memory-based methods.

However, very little of the above-mentioned work systematically analyzes
why a group comes into being and what role each member plays in group



activities. It is easy to understand when a group of users take part in an
activity together, they would build relationships with one another. Figure 1
shows the examples for the graph topology of some existing groups ({ui,us2},
{us,us}, {us, us,us} and {us,us, ug, us}) and new groups ({u1, ug, us, us} and
{ug,us, uq,us}). In each group example, the circular nodes represent users, and
the edges between the nodes represent their relationships. The graph of each
new group is built based on the links in the existing groups. By observing the
topology structure of groups in the figure, we can find some useful information
that has not been exploited by previous work:

e In group {u1, ug, us, ug}, user ug has the maximum number 3 of links with
other members, therefore us might have greater influence in the group.
But in another group {us, u3, u4, ug}, us has 2 links with with other mem-
bers, less than 3 links for ws, therefore us might have greater influence
than us in the group. This phenomenon really shows that each user has
different influence in different groups.

e In groups {uy, ua, us, us} and {us, ug, ug, ug}, there is a common subgroup
{ug, us, uqs} that is a strongly connected component in the graph topologies
of the two groups. Meanwhile, the rest user u; or ug has only 1 link with
the members of the subgroup {usg, u3, us}. They are the equivalent of the
comparatively isolated member compared to the subgroup {us,us,u4},
and can be seen as a newcomer in the group. Intuitively, the subgroups of
members having close relationships might play the more significant leading
role in activity decision rather than the newcomers do.

In addition to graph topology, we provide a possibility to dig deeper to the
group interest. We use “out to dinner” as an example to demonstrate interest
difference between individual member and group. When there is only a single
user, he might prefer to a simplistic food, like a hamburger or a bowl of noodles.
When there are two users, they might chose a fancy restaurant and order two
signature dishes. When there are more users together, they might go to order
some dishes and one soup at a bigger restaurant or have a buffet as a leisure
party. So these cases indicate that, compared to individual members’ interest,
subgroups’ interest is probably more inherent to group interest. The discovery
of this information inspires us to better model group activities by incorporating
subgroups’ choices.

Based on the above observations, we propose a generative model with in-
dividual and subgroup-based topics (GIST) for group recommendation. Given
a group of users, we first build a graph topology corresponding to the group
from existing groups, and extract strongly connected subgroups from the graph.
Then, depending on the link information of the graph, we assign weights to all
members and subgroups. Note that each member and subgroup are assumed
to have a multinomial distribution over unshare latent topics, and the activity
choices of each member or subgroup is influenced by how their topics inter-
est them. The final activity decision is made by aggregating the members’
choices and subgroups’ choices: group activity would tend to individual mem-



bers’ choices if the graph is sparse, tend to subgroups’ choices otherwise. We
evaluate our model by experiments on the dataset from Meetup. The results
demonstrate the performance advantage of incorporating subgroups’ choices into
group recommendation.

The rest of this paper is organized as follows. We first give an overview of
related work in Section 2. Then, we describe our model in detail in Section
3. We report the experimental results and analysis in Section 4. Finally, we
provide a conclusion in Section 5.

2. Related Work

In this section, we review some related work, including (1) recommender
system, (2) group recommendation, and (3) probabilistic topic model.

2.1. Recommender Systems

Due to the powerful capability of solving information overload, recommender
systems have attracted a lot of attention in the past decade. Many excellent rec-
ommendation techniques Adomavicius & Tuzhilin (2005) have been proposed.
Among them, collaborative filtering (CF) Su & Khoshgoftaar (2009) is the most
popular and successful approach to building recommender systems. Typically,
CF methods take the matrix of users’ ratings on items as the input and pre-
dict a user’s missing interest in an item by ratings from other users or items.
Two primary approaches to CF are memory-based and model-based. The dif-
ference between them is that memory-based approaches Jin et al. (2004); Marlin
(2004); Wang et al. (2006) predict the missing ratings based on ratings from sim-
ilar users or items which can be found using the similarity metrics (PCC, VCC
Breese et al. (1998)), whereas model-based approaches Salakhutdinov & Mnih
(2008); Srebro & Jaakkola (2003); Hofmann (2004) explore the training data to
train a model which can make fast prediction after all the parameters are learnt.
Many experimental results and conclusions argue that model-based approaches
can lead to somewhat more accurate results, while memory-based approaches
may have some practical advantages. Recent development of context-aware and
social-aware CF methods achieves better prediction and solves the problems
of sparsity, cold-start, etc. However, the above methods are proposed to gen-
erate individual recommendations, cannot make effective recommendations for
groups.

2.2. Group Recommendation

Group activity refers to an essential scenario of people’s social life, where
a set of users take part in an activity together. For example, tourism, movie,
restaurant and KTV are more suited to group rather than to individual user. An
increasing number of group activities in the websites has stimulated much recent
research work on group recommendation. A common idea behind group recom-
mendation is to aggregate all members’ choices. Existing aggregation strategies



fall into two major categories: preference aggregation Yu et al. (2006); Mc-
Carthy & Anagnost (1998) and score aggregation Dwork et al. (2001); Masthoff
(2004). The first merges each member’s profile into a profile for the group, and
makes recommendations based on the group profile. The second generates each
member’s prediction, and merges all members’ predictions into a prediction.
The two strategies are memory-based approaches. Recently, some model-based
methods have been proposed to achieve better prediction over memory-based
approaches. At first, the assume of “social influence” that a member will trust
his friends’ behavior in the item selection is used to model group activity de-
cision: Ye et al. (2012) proposed a social influenced selection (SIS) model to
mine the social influence between linked friends and the personal preference;
Salehi-Abari & Boutilier (2015) proposed a preference-oriented social network
model which uses the friends’ homogeneity to improve the case that the pref-
erences of some group members are unobserved; Gao et al. (2016) proposed
a new Bayesian latent factor model that embeds social group influence into
matrix factorization framework. But a group does not always contains the ex-
plicit friendship between the members, limiting their range of applicability. Liu
et al. (2012) introduced the notion of personal impact to a group decision, and
proposed a probabilistic model, in which each member’s personal preference is
modeled as a mixture of latent topics, and the item selection considers each
user’s personal preferences and personal influences. Yuan et al. (2014) gave
the intuition that the group members who are expert in topics relevant to the
content factors of the group are usually more influential. Based on Yuan et al.
(2014), they proposed a probabilistic model which incorporates both users’ sec-
tion history and personal considerations of content factors. Beyond that, some
experimental work Basu Roy et al. (2015); Carvalho & Macedo (2013); Delic
et al. (2016); Guy et al. (2016) analyzed preliminarily the composition and ac-
tivity of the groups. The above-mentioned studies are designed only from the
point of individual members’ interest, without considering the formation of the
groups and interest difference between individual member interest and group.

2.3. Probabilistic Topic Model

Probabilistic topic model Blei (2012) is a statistical method for discover-
ing the latent topic structure that occurs in a large collection of documents.
This technique can extract and infer the relations of the contextual-usage of
words and has been applied to many tasks (e.g., classification, novelty detec-
tion, summarization, similarity judgment, etc.). The common topic models used
in practice have singular value decomposition (SVD) Brand, probabilistic ma-
trix factorization (PMF') Salakhutdinov & Mmnih (2008), probabilistic Latent
Semantic Analysis (pLSA) Hofmann (1999), latent Dirichlet allocation (LDA)
Blei et al. (2003) and author topic (AT) Rosen-Zvi et al. (2004). SVD and
PMF-based methods have the similar purpose that uses the product of several
low-rank matrices to approximate the original matrixed data. pLSA, LDA and
AT are all generative statistical models of taking each word in a document as a
sample from a mixture model, where the mixture components are multinomial
random variables that can be viewed as representations of latent topics. By
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Figure 2: Latent Dirichlet allocation-LDA

the latent topics, they allow sets of observed variables to be explained by hid-
den variables. In particular, pLSA models the probability of each co-occurrence
(document-word) as a mixture of conditionally independent multinomial distri-
butions: a latent topic must be chosen conditionally to a document in advance
and a word is then generated according to the topic. In essence, LDA is a gen-
eralisation of the pLSA, can be seen as the Bayesian version of pLSA. As shown
in Figure 2, it has an assumption that Dirichlet priors « and 5 are put over two
multinomial distributions: document-topic distribution 6 and topic-word distri-
bution . Then, for the simple case of LDA, the generation process of a word
w in a document m is as follows: vectors 6; and ¢; are sampled from Dirichlet
distributions 8; ~ Dir (6; | @) and ¢; ~ Dir (¢; | §), and afterwards topic z is
sampled from m’s 0,,,: z ~ Mult (z | 0,,), then word w is sampled from z’s ¢,:
w ~ Mult (w | ¢,). AT is also proposed to characterize documents, but in par-
ticular is aimed at co-authored document text. It extends LDA to discover the
relationships between authors, documents, and words by allowing the mixture
weights for different topics to be determined by the authors of the document. In
addition to being proposed for documents and words, Topic modeling algorithms
can be adapted to many kinds of data in the same way. They have already been
exploited for recommendation systems in different domains, like tourism recom-
mendations Hao et al. (2010), paper recommendations Wang & Blei (2011) and
location recommendations Kurashima et al. (2013). Among other applications,
they have been used to find patterns in genetic data Lee et al. (2015), images
Zhang et al. (2015), and social networks Rajani et al. (2014).

Recently, LDA and AT models have been successfully applied to develop
group recommendation models Liu et al. (2012); Yuan et al. (2014) with varying
degrees of performance improvement. In this paper, we also explore Probabilis-
tic topic model for the possible improvement of group recommendation. Our
model is designed based on LDA and AT models.



3. Our Model

We first formalize group recommendation problem and define notations in
Section 3.1. Then, our GIST model is presented in detail in Section 3.2. Next,
we provide the solution to parameter inference during the optimization process.
Finally, we give the method of how to incorporate the topology information to
optimize our model in Section 3.4.

3.1. Problem Setting

Let U , 7 and G represent the user set, item set and group activity set, respec-
tively. Let G4 be a group consisting the members U, = {ug,l, Ug 2y ey Ug ug] },
where g , is one element of U and |ug| is the number of the members. We define
an undirected link graph (v, e,) for group G, where the node set v, represents
the members and the edge set €, represents the links between the members. Let
S represent the subgroup set, and S, = {Sg71,5972, .. .,sg,|sg|} represent a set
of strongly connected subgroups extracted from G,’s graph (v, e4), where S .
is one element of S and |sg| is the number of the subgroups. Then, G4 can be
written as G4 = {Uy, Sg}. With the items selected by the groups, a collection
of group activities is G = <é, Z> = {(Gy,i1),{G2,i2),...,(GN,iNn)}, represent-
ing N group-item pairs, where each pair (Gy,1,) denotes that item i, € 7 is
selected by some users U, whose link graph (v4,¢,) contains the strongly con-
nected subgroups S;. Beyond the basic definitions, Table 1 shows some other
symbol definitions, and the following section will provide further details in their
presence.

With the notations, given group G, our goal is to aggregate the choices of
individual members U, and the choices of subgroups S, for group recommenda-
tions.

3.2. GIST Model for Group Recommendation

As mentioned in the introduction, our approach to group recommendation
relies on having the graph topology of the members. Here, we use the undirected
graph to represent them, and realize the obtaining of the graphs with the help
of a free Java graph library-JGraphT?.

In addition to consider individual members’ interest, the subgroup informa-
tion is incorporated to more accurately understand how an activity decision is
reached in a group of users. Our idea is to fuse individual members’ interest
and subgroups’ interest into a joint model, and the final group recommendation
of mixing between the two aspects is based on the link information of the graph
topology. In order to achieve the idea, we propose a generative model with in-
dividual and subgroup-based topics which emploies a conventional bag-of-word
representation with Dirichlet-Multinomial model.

1JGraphT is designed to be simple and type-safe via Java generics, and provides mathe-
matical graph-theory objects and algorithms.



Table 1: Symbols

Symbol Description

ucrz.g user set, item set and group activity set

S the set of strongly connected subgroups in G

k the number of latent topics

Gy, N a group , the number of group activities G

Uy the member set in group Gy

(vg,e9) Gy’s link graph

Sy the strongly connected subgroups in graph (vg,e4)

ig the item selected by group Gy

zg, zf]] individual topic and subgroup topic

cg the switch of the individual-subgroup pair

U(YZ()S() () the set of users, topics, subgroups and items
generated when cg = (-)

w7 distribution of the individual influence for Uy

T distribution of the subgroup influence for Sy

05] Zo topic distribution for user u

GSSZI topic distribution for strongly connected group s

<pZZ°I item distribution for individual topic z

LpzZlI item distribution for subgroup topic z

Ag Bernoulli distribution for group g

a, p, B,1m Dirichlet prior for GLJZO, 9521 <p2201 and @ZZlI

¥ Beta prior for A4

ﬁf{’zﬁg user u’s count for topic z, excluding the group-item pair (Gg,ig)

ﬁZZg g individual topic z’s count for item 4, excluding the group-item pair (Gg,iq)
ﬁf,z}ﬁg subgroup s’s count for topic z, excluding the group-item pair (Gg,%g)
_'zz’liﬁg subgroup topic z’s count for item ¢, excluding the group-item pair n

~c ~C
n n
(0),=g’ °(1),~g

the collection G’s switch counts, excluding the group-item pair (Gg,ig)




In the following, we first present our approaches to individual members’
interest and subgroups’ interest.

Individual member. For having social relationship, users have influence
on other members of the group, and so every individual member’s choice would
influence the activity decision within the group. As mentioned in Section 1,
when a user is in different groups, he will behave different influence, for instance
if very familiar with the members, he is more likely to influence the group
activity, on the contrary if as a stranger, he may have limited influence. Well,
we suppose that the more link a user has with the other members in the graph,
the more chance he has to decide the group activity. Given the graph topology

of the group members U, = {119717119727 .. ,ug,‘um}7 we define a weight vector
U _ U U U B :
T, = (779)1,779’2, e ,Wg"ug‘) over U, that has the normalization constraint

Sl 7Y; = 1. The weight 70, is assigned based on the proportion of user u’s
link number NN, ;{u with other members of Uy:
U
U = Nogu +1
g, lugl (ArU
Zi:l (Ng,i + 1)
where we add “1” to N, gU,u in order to avoid ignoring the interest of members

that contain no link. And N;{u is represented as:

(1)

N, = > N(uu) (2)

u' €Uy

where N (u,u’) counts the link number between u and v’ in existing groups.
The left part of Figure 3 shows an example of the calculation.

Subgroup. As mentioned in Section 1, an individual member’s interest
may be different from the group interest, and some subgroups’ interest seems
more consistent with the group interest. When extracting the subgroups from
the graph topology, we need only focus on the strongly connected components
without having to enumerate all the possible subgroups due to the reason that
only the subgroups whose members are already familiar with each other and
engage in various of activities together would play a leading role in the group.
Note that strongly connected components must satisfy such “fully connected”
condition: every member is reachable from every other member Newman et al.
(2006); Newman (2010). In this paper, we consider two subgroup extraction
strategies:

1. n-member: this strategy finds the strongly connected subgroups which
contain the fixed n number of members.

2. Maximal-member: this strategy finds the strongly connected subgroups
which contain the maximum number of members.

Given the strongly connected subgroups S, = {sgyl, 59,25+ sgﬁ|sg|} of a group

: s_ (.5 _s s .
Gy, we define a weight vector m;) = (7r971,7rg72, e ,7Tg)|s.q|> over S, that has the



The link graph topology of a given group

Five existing groups Maximal strongly connected subgroups

Figure 3: A toy example of constructing the graph topology of the new group
{u1,u2,us,us,us,us}, and then extract the strongly connected subgroups from the graph
using n-member or Maximal-member strategy.

S:gll 7r57 ; = 1. The weight W;],u is assigned based on

the proportion of occurrence number st of subgroup S, s in existing group
activities:

normalization constraint le

S

s _ N97$
95 7 lsgl ars
Zi:lNg,i

The right part of Figure 3 shows an example of the calculation.

Note that by importing users’ historical relationship information into JGraphT,
we can conveniently use its APIs to extract the members and subgroups. How-
ever, how to use the APIs is out of the scope of this paper, please visit this site
2 to get their detailed usage about JGraphT.

Next, we present our approach to modeling how an item is probabilistically
selected by group G, with the known weight Wg of members U, and weight
ﬁgs of subgroups S;. On the whole, the probability of an item selected by a
group reflects the mixture of individual members’ interest and subgroups’ inter-
est. More specifically, the interest of each member or subgroup is modeled as
mixture of several latent topics, and each topic has a multinomial distribution
over item set Z. Note that individual members’ interest and subgroups’ interest
are from two different sources - the equivalent of two different corpora, so we
use two kinds of unshared topics Zy and Z; to model the two interest sepa-
rately. A switch ¢, € {0,1} drawn from a Bernoulli distribution A, with a Beta
prior v = {v0,71} is defined to decide which interest (individual or subgroup)
dominates the item selection: if ¢, = 0, the item is sampled based on individual
members’ interest, otherwise the item is sampled based on subgroups’ interest.
For individual members’ interest, the selection process consists of three steps:
1) a user u is drawn from the set U, according to weight 7'(';]; 2) probabilistically

™

3)

2http://jgrapht.org/
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Figure 4: Our proposed model - GIST

~
5

select a topic ng = 2 from 2 according to user u’s topic distribution §7%°; 3)

probabilistically select an item from Z according to topic z’s item distribution
©Zo!. And subgroups’ interest has the same selection process: 1) a subgroup s is
drawn from S, according to weight 7T5 ; 2) probabilistically select a topic zg =z
from 2z, according to subgroup s’s topic distribution #5%1; 3) probabilistically
select an item from Z according to topic z’s item distribution pZ11.

Now we give the complete graphical representation of our GIST model in
Figure 4, where blue circles indicate observable variables and white circles indi-
cate hidden variables. In summary, the generative process for all the collection
of group activities G is as follows:

e Draw switch distribution A\, ~ Beta (7).
e For each user u € U, draw topic distribution 8740 ~ Dirichlet ()

For each strongly connected group s € S, draw topic distribution #5%1 ~
Dirichlet (p)

For each user topic z € Zy, draw item distribution pZ°! ~ Dirichlet (3)

For each subgroup topic z € Z;, draw item distribution ¢?'! ~ Dirichlet ()

11



e For each group G,
Compute wg and ﬂ'gs based the graph topology of group G|,

1. Draw ¢, ~ Multinomial (A\g)
2. if ¢4 =0,

(a) Draw user u ~ Multinomial (ﬂg) from ¢g’s members U, = {ug,l, Ug2, .-,

(b) Draw topic z ~ Multinomial (7%°) from individual topic Z.
(¢) Draw item i, ~ Multinomial (¢Z°7)

3. if ¢y =1,
(a) Draw subgroup s ~ Multinomial (wg) from g¢’s subgroups S, =
{591,802, 5g7|89\} :

(b) Draw topic z ~ Multinomial (65%") from subgroup topic Z;.
(¢) Draw item i, ~ Multinomial (¢Z'!)

3.8. Parameter Inference and Recommendation
The likelihood probability of the collection of G for our GIST model is

- Pr(a,g,z,ﬂé,a ™, 7%, a, B, p, n)Pr(clv) (4)

Because {GUZO, 6571 %ol pZil Xt are unknown, they are removed by marginal-

ization in Equation 4. We define the set of groups Cj(o), the set of users (o) and
the set of items i(g) that sampled based on individual members’ interest (i,e,.
¢g = 0). The rest is the set of groups é(l), the set of subgroups 5(;) and the
set of items Z(l) that sampled based on subgroups’ interest (i,e,. ¢, = 1). By
dividing the collection into the sets {U(O),Z(O),;(O)} and {§(1),5(1),;(1)} with
the number Ny and Ny, Equation 4 can be rewritten as follows:

- 5 o 7 S

= Pr<umy2m ) | Gy, ¥, B)Pr<5uy2u iy | Gy o )I%(éK&)

And the three terms in Equation 5 are:

Pr (ﬁ(())v ﬁ(O)a Z(0) ‘ G_:(O)a 7TU7 a, ﬁ)

= Pr (i) | G0y, 7" ) Pr (50 | o), @) Pr (it0) | 20y, B)

No [t4] ~U Z, k 2ol
A( °+a A ( °+m
= Wgﬂfm),n II II (6)
n=1 u=1 z=1

12
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Pr (5(1)»5(1)72?(1) | Gy ™, p, 77)
— Pr (g(l) I@a),ﬂs) Pr (Zy) | 5(1)70) Pr (fu) |5(1>ﬂ7)

Ny |S] VA k Z I
A (n 1 L Jr 77)
H (7)

_ U
- T9,50)m H

n=1 s=1

~C
pr(e] ) = 20 ) ®)
()
Here, we introduce some notion for Equation 6, 7 and 8: *UZOdenoteb a vector
of user u’s topic counts, *Zol denotes a vector of user toplc z’s item counts,
SZl denotes a vector of bubgroup s’s topic counts, 7Z.!denotes a vector of
bubgroup topic 2’s item counts and 7€ denotes a Vector of the whole collec-
tion G’s switch counts. Because of conjugate prior-likelihood pair, the second
A(ﬁgio +o¢)
Aa)
parameter a and Dirichlet delta function Heinrich (2008) A (-), for instance,
A(a) = H’::1 I'(a,) /T (H:Zl az). We give the detailed derivation in Equa-
tion A.1 and A.2 of the appendix. The similar joint probability is also in other
terms of Equation 6, 7 and 8.
Our goal is to learn the hidden variable assignment, and estimate the un-
Zol

term (joint probability of the user «’ topic selection) is with prior

known parameters {GU Zo §SZ1 pZol HOI X } Although conjugate prior-likelihood
is a relatively simple model, exact inference for the parameters is intractable.
The general solution to this problem is to use approximate inference algorithm.
In this paper, we use collapsed Gibbs sampling, a special case of Markov-chain
Monte Carlo (MCMC) simulation, to optimize our model. In particular, Gibbs
sampling with our model is a two-step approach, where each round of sampling
consists of two step: first sample the switch variable ¢, for each group activity,
and then sample user u, and individual topic zg or subgroup s, and subgroup
topic zj based on c,.

Given a group-item pair (Gg,i4), we begin with sampling the switch assign-
ment c,. The conditional probability for ¢, conditioned on all the other switch
C-g is

~C
5 A Pr(@q) n(1),-g T0
Pr(cg:1|G7 U, 5, 7, cﬁg,z)ocp @y & e ﬂcg
r(Cag | 1), g + 10, g +v%+MN

After sampling switch assignment for all group-item pairs, we draw user
ug and user topic or subgroup and subgroup topic for each pair. Note that if
the item i, is drawn based on individual members’, i.e., ¢, = 0, we sample
user uy from U, and individual topic z, according to the following conditional

probability conditioned on all the other ) -, and Z(g) g :
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Pr (uy = w2 =2 | o), Ziopgs o) 10))

. Pr (i) | Go) P ld) P (i | Z0)
Pr (ﬁ'(o)ﬁg | G(O),—\g) Pr (Z(O)ﬁg | U(O),—‘g) Pr (Z?(O)’ﬁg | 5(0))ﬂg>
_’UZO _’ZOI
Nz, + az z 2,7 + ﬂ’b
X Ty 7, ' AT (10)
7 ZZ/ nu’z?ﬁ‘g + oy Zz’ zoz ,—g + ﬁl
Otherwise, if the item i, is drawn based on subgroup choice, i.e., ¢, = 1,

we sample subgroup s, from S, and subgroup topic z, from according to the
following conditional probability on all the other 5y -, and Z(1) -4

Pr (55 = 5,25 = 2| Gty S0y F0)m00 100

Pr (5 | Gn) _PrEn 5w) Pr (i | Zw)

(06
Pr (51)mg | Gayng) P00 150020) P (i00) g | 20y )
—»SZl +p. —'ZII +n;
o 7'('S Ngz,-g TP Nei—~g T (11)

9.5 7571 ~Z11
Zz’ sz —\g+p2 Zz’ zz —|q+771

We first initialize the parameters in random way, and then take a sufficient
number of repeatly sampling , §, 7, ¢ through a burn-in period to obtain a steady
approximation. The detailed sampling algorithm is described in Algorithm 1.

After the sampling process, the posterior estimates for {GUZO, 05%1 pZol il X}

can be computed as follows:

—UZy
nu,z + az

gU %0 — (12)
u,z Zz’GZO (ﬁgf/o + Oézl)
—*SZ
5% = R (13)
22’621 (ﬁs,z’ + Pz’)
st Tl 40 (14)
T Sver (A5 4 80)
€T 2,4/ 4!
sz L (15)
N Z <HZ11 n n )
i'eT 2,4’ v/
=C'
~ 7y %
Ny = < (16)

’/_i(ci) + ﬁ(c(;) +%+m
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Algorithm 1: Two-step Gibbs sampling for GIST Model

Input: a collection of group activities G = <d, ;> given by the group G|
for the items ¢4. prior parameters o, 8, 0, p and v. MAXer L.
Output: estimated parameters V20 9521 pZol 211 and X
1 Initialization:

2 for all group-item pair g € [1, N] do

3 compute wg and 7r5 based the graph topology information of group
Gy;

4 Randomly sample switch ¢, from [0, 1];

Randomly sample u, and zg from U, = {Ugyl,’u%g, . ,ug,‘um} and

user topic zg;

6 Randomly sample s, and z5 from Sy = {sg1,592,..., 54,59 } and
subgroup topic z;

7 Update counters #V%0, 720l #75%1 721l and 7¢;

8 end

9 Sampling period:

10 for iter < 1,2,...L do
11 for all group-item pair g € [1, N] do

12 Remove ¢, from count 7c:
13 sample switch ¢, ~ Pr (cg =c|G,U,8 7, ¢, i);
14 Update counters 7€
15 if ¢, =0 then
16 Remove u, and ng from counts 7Y %° and 7i%o!;
U
17 sample u, and z,
_ U _ SN = 2 .
~ Pr (ug =, 2y = k[ G(0), Z(0),~9: U(0), -9 Z<o>)’
18 use the new u, and zg to update counts 7V%° and %!,
19 else
20 Remove s, and 25 from counts 7°%1 and 7411;
s
21 sample s, and z;
_ S _ ~ > ey 7 .
~ Pr (Sg =525 =k | Gy, 21,9 S<1>,ﬂg»l<1>>a
22 use the new u, and zg to update counts 7°4! and #7411,
23 end
24 end
25 if converged or iter = L then
26 read out V%0 §5%1 pZol 71 and X by Equation 12-16;
27 end
28 end

29 return V%0 954 pZol pZ11 and A

15



When making recommendations for a target group of users U, = {ug’l7 Ug2s -+ Ug jug] },

we first construct the graph topology of the group based on existing group ac-
tivities, and find strongly connected subgroups S, = {sg,l, 89,2y, sg,‘sg|} from
the graph using the extraction strategy (n-member or Maximal-member). Then,
depending on the link information of the graph, we assign weight W;J and Wgs
to users Uy and subgroups S,. Therefore, following the generative process in
Section 3.2, the probability that a group with U, and S, selects an item 7 is
derived as Equation 17. We give the detailed derivation in Equation A.3 of the
appendix.

Pr(i| Uy, Sg) = Aq Z Z W;],uagfo‘;pzz,%] + (1= 2Ag) Z Z Wgs,sefflﬁazz,lij

ueU, z€7Zo SESy z€Z,
(17)

3.4. Incorporation of Topology Information

In our model, the parameter A, in Bernoulli distribution controls the switch
¢g of deciding which interest (individual member or subgroup) may play a lead-
ing role in the activity decision.

When the graph is sparse, there are few links between the members, meaning
that they are not familiar with each other and group activity should more tend
to individual members’ choices (i.e., Ay should be a smaller value, tend to 0);
on the contrary, when the graph is dense, there are some “complete” subgroups
whose members are connected to every other member, meaning that they often
spend time together and group activity should more tend to the subgroups’
choices (i.e., Ay should be a bigger value, tend to 1).

On above evidence, the link information in the graph is likely to help optimize
Ag. The Beta prior v = {79,712} for A\, allows us to incorporate additional
information into our model. In order to incorporate the link information with
prior v, we introduce the most widely used concept in graph theory - “density”
Neetil & de Mendez (2012), which describes the linkage among the nodes in a
graph. Given group Gy’s graph (v4,4), the density is

gl
dy = ——F———= (18)
I vl (lvg| = 1) /2
where |v,| and |e4| are the number of the node set v, and edge set €,. Then,
we define a new prior v, = {74,0,7g,1} by making v, ¢ and 74,1 proportional to
dg and 1 — d, in Equation 19.

Yg,0 X 1 —dg, Vg1 x dg (19)

In this way, the posterior estimation for A, in Equation 16 can be rewritten
as Equation 20. This causes a benefit that when making recommendations for
different groups, A, can be updated dynamically based on the change of v
and vg,1.

—C

~ Ny + V9,0

Ny = ——— (20)
Ny T gy + 79,0 79,1
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Table 2: Statistics of the meetup datasets
Meetup Group Tag [ Meetup Event Venue

Description Value Description Value
# users 124,047 # users 329,590
# Groups 1,613 # Events 115,634
# Tags 2,118 # Venues 47,606

4. Experiments

4.1. Datasets

In this paper, we evaluate our model on a real-world Meetup dataset of
Event-based Social Network (EBSN). As a new type of social network, Meetup
EBSN is the world’s largest network of local groups. It is a convenient online
platform for people getting together to learn something, do something or share
something, where more than 9,000 groups get together in local communities
each day, each one with the goal of improving themselves or their communities.
This dataset crawled from Meetup.com from Oct 2011 to Jan 2012 is provided
by and can be downloaded from the site®. Following previous work, we also
use the dataset to do the two types of group recommendation tasks: 1) as each
meetup group can specify some tags to represent interest of the group, we may
recommend some tags to groups based on existing group-tag pairs; 2) as meetup
allows users to form social groups to event venues, we may recommend venues
to groups based existing group-venue participations.

The statistics of the datasets are summarized in Table 2. Each dataset is
divided into three parts (validation set, training set and test set): select 10%
ratings randomly as the validation set, and partition the rest 90% ratings into
training set and test set. We turn the parameters according to the experiments
on the validation set, and compare the performance of all the baselines and our
model according to the experiments on the test set.

4.2. Metrics

In our experiments, we use two popular ranking metrics- Precision@N and
Recall@N to evaluate the models.

Precision@N is the fraction of the top-N recommended items that are se-
lected by a group.

[{top — N items} N {items that are selected}|

PrecisionQN =
recision {top — N items]]

(21)

Recall@N is the fraction of the items that are selected by a group that are
successfully recommended in the top-N items.

{top — N items} N {items that are selected}|

RecallQN =
cea [{items that are selected}|

(22)

3http://largenetwork.org/ebsn
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Precision@N considers only the top most results returned by the system,
while Recall@N considers all the items selected by a group. We average Preci-
sion@N and Recall@N of all groups in the test set as the final prediction. The
larger Precision@N or Recall@N value means better recommendation perfor-
mance.

4.8. Comparison and Implementation
In order to show the improvement of our proposed model, we implement the
following baselines for the comparison with GIST.

e User-based CF with averaging strategy (CF-AVG): Given a group
of users, this method first estimates the item selection score Pr (i | u) of
each member in the group by performing User-CF. The score of group to
item is equal to the average of the score for all members, i.e., Pr (i | G4) =
Zugug Pr(ilu)

lugl

e User-based CF with least-misery strategy (CF-LM ): Given a group
of users, this method first estimates the item selection score Pr (i | u)
of each member by performing User-CF. The score of group to item is
equal to the smallest of the score for all members, ie., Pr(i|Gy) =
ming ey, {Pr(i|u)}.

e Personal impact topic model (PIT): is a probabilistic model, pro-
posed by Liu et al. (2012), which introduces the notion of personal impact
to differentiate contributions of group members to a group decision. In the
model, each user’s personal preference is modeled as a mixture of latent
topics, and the group item selection considers users’ personal preferences
and their personal influences.

e COunsensus Model (COM): is a probabilistic model, proposed by Yuan
et al. (2014), which is designed based on these intuitions that users in a
group may have different influences, and those who are expert in topics
relevant to the group are usually more influential. When making rec-
ommendations, COM estimates the preference of a group to an item by
aggregating the preferences of the group members with different weights.

Meanwhile, we implement different configurations of our model with n-member
or Mazimal-member to investigate impacts of different subgroup extraction
strategies on recommendation accuracy.

e GIST +n: this model uses the n-member subgroup extraction strategy.

e GIST +M: this model uses the Mazimal-member subgroup extraction
strategy.

JAMA*? is an open matrix package for Java, developed at NIST (short for Na-
tional Institute of Standards and Technology) and the University of Maryland.

4http://math.nist.gov/javanumerics/jama,/
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Figure 5: Performance on different number of topics k (Top-50 recommendation).

It provides the fundamental operations of numerical linear algebra, such as ma-
trix addition and multiplication, matrix norms and selected element-by-element
array operations, etc. All models in our experiments are implemented using this
library.

4.4. Performance analysis

To perform a comprehensive evaluation, we design the following experiments
to test the models.

Performance on different number of topics k. In our model, the
topics for users and subgroups are unshared, so their number can be different.
But, they need the cross validation to reach optimal setting. It is an emerging
problem of how quickly to search the optimal unshared topic parameters in topic
model. But, so far, there was hardly any work to find a good way to solve it. In
order to reduce the complexity of parameter searching process, their topics are
initially set to the same number k, like the setting in Yuan et al. (2014). Though
this way is not optimal, it is a more appropriate choice at the moment. k has
an important influence on the topic models (PIT, COM and GIST), but has
no influence on the CF-based aggregation methods (CF-AVG and CF-LM):
if k£ is too small, it is not sufficient to discover the latent topic structure; if
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k is too big, the complexity of parameter inference will considerably increase.
Figure 5 shows the experiment results with different k. We first fix the number of
recommendations at 50, and conduct experiments with k ranging from 10 to 300.
From the figure, we observe that the performance of the topic models continues
to improve with increasing the number of k& , but when k& > 200, the topic
models get small performance improvement, which demonstrates the stability
of the models to the topic number. Based on a balance between recommendation
accuracy and computation cost, we choose k = 200 as the topic number. And, in
particular, when the topics are enough to the models, our models (GIST +n and
GIST +M) have almost the same accuracy, both achieves superior performance
than other state-of-the-art models for Top-50 recommendation.

Performance on different number of recommendations N. After
setting the number of topics k£ = 200, we conduct the comparison experiments
of all the models for Top — N recommendation. Recall@N and Precision@N
values of each model with NV varying from 5 to 80 are shown in Figure 6. We
observe that when increasing the number of recommendations N, Recall increase
and Precision decrease regularly. After N > 50, the curve of two metrics tend
to flatten out and the advantage of our models is much more obvious.

In order to provide a direct comparison, the ranking accuracy of all the
models on Top — 50 recommendation is listed in Figure 7. The results show
that for Recall@50 and Precision@50, our models (GIST +n and GIST +M)
have almost the same accuracy, and both greatly improve the accuracy of the
baselines (CF-AVG, CF-LM, PIT and COM).

Performance on different size of groups. In order to make a more de-
tailed analysis, we evaluate how the models perform for different size of groups
based on how many members a group has. For Meetup Tag dataset, groups
are categorized into six classes: “1-77, “8-14”, “15-217, “22-28”, “29-35” and
“>=36", denoting the number of members in a group, and for Meetup Venue
dataset, groups are also categorized into six classes: “1-77, “8-14” “15-217, “22-
28”7, “29-35” and “>=36". Recall@50 and Precision@50 values of each method
on the six classes of the two datasets are shown in Figure 8. We can observe
that our models (GIST +n and GIST +M) outperform the baselines for all the
classes, especially when the number of group members is large, because the sub-
group information increases with the group size. Among our models, GIST +M
outperforms GIST +n on small size of groups; on the contrary, GIST +n achieves
better performance on large size of groups. This indicates that Mazimal-member
strategy is suitable for small and simple groups, whereas n-member strategy is
suitable for large and complex groups.

Impact of parameter \;. In our model, the weights A, and A; — 1 cor-
responding to individual and subgroup interests can be updated dynamically
based on the change of the prior v, = {4.0,74,1}. By incorporating the density
dg of the link graph of the members into 4, Ay can be optimized to better
make adjustments on different relevance of individual and subgroup interests
with the group interest. To highlight the optimized function for A4, we design
two sets of experiments: 1) use Equation 19 to generate the optimal A, for

every group, i.e., A, is constantly changing in different groups; 2) fix A\, = %

21



Recall@50

Recall@50

0.54

0.49

0.44

0.39

0.34

0.29

0.24

0.45

0.4

CF-AVG CF-LM

CF-AVG CF-LM

PIT
Algorithm

PIT
Algorithm

0.5025

0.4925

COM  GIST+n GIST+M

0.075

0.07

0.06

0.055

Precision@50

0.05

0.045

0.065 |

0.0695 0.0701

0.0655

0.0629

CF-AVG CF-LM PIT COM GIST+n GIST+M

Algorithm

(a) Meetup Tag dataset

0.3841

0.3847

COM GIST+n GIST+M

0.052

0.048

0.044

0.04

0.036

Precision@50

0.032

0.028

0.0483 0.0485
0.0462

CF-AVG CF-LM

PIT COM GIST+n GIST+M
Algorithm

(b) Meetup Venue dataset

Figure 7: Performance comparison (T'op — 50 recommendation, topics k = 200).

22



059 —0=CF-AVG =@=CF-LM  =h=PIT 0.076 —0=CF-AVG ~M=CF-LM =f=PIT
“H=COM  =H=GIST+n =@=GIST+M H=COM  =#=GIST+n =0=GIST+M
0072 ¢
2
o X L
2 S o068
= 5 w
S S
= |
— @ 0.064
g 2 oo ]
~ ~ -
CH '_M
0.056 ‘5\0——*\.\‘__.
023 . . . . , 0.052 . . . . .
17 814 1521 2228 2935  >=36 17 814 1521 2228 2935  >=36
Group size Group size
(a) Meetup Tag dataset
043 ~0=CF-AVG =@=CF-LM  =d=PIT 0.058 =0=CF-AVG =l=CF-LM  ==PIT

==COM «#=GIST+n =@=GIST+M

==COM  =}=GIST+n =O=GIST+M

0.054

0.05

0.046

Recall@50

0.042

Precision@50

0.038

0.034 S ! L L 1
1-7 8-14 15-21 22-28 29-35 >=36 1-7 8-14 1521 22-28 29-35 >=36
Group size

Group size

(b) Meetup Venue dataset

Figure 8: Performance on different size of groups(Top — 50 recommendation, topics k = 200).

23



Table 3: Performance of GIST +n and GIST +M with Ay = % and the optimal Ay (T'op — 50
recommendation, topics k = 200)

Dataset | Method

Recall@50 Precision@50

Ag = 5 | optimal A, [ Ay = 5 | optimal ),
Tag GIST+n | 0.4864 0.5025 0.0672 0.0695
GIST+M | 0.4783 0.4925 0.068 0.0701
Venue GIST+n | 0.3769 0.3841 0.0453 0.0483
GIST+M | 0.3778 0.3847 0.0461 0.0485

for all the groups, i.e., individual members’ interest and subgroups’ interest are
treated as equals in all groups. Table 4 shows the results of the experiments
on T'op — 50 recommendation with topic k& = 200. Compared with A\, = %, our
models (GIST +n and GIST +M) with the optimal A\, have better performance.
This demonstrates that rather than directly giving a fixed A\, , the optimized
function can reasonably define A\, to model the final group decision based on
the group interest from individual members and subgroups.

5. Conclusions

In this paper, we study group recommendation by exploiting the members’
link information to infer group activity. A key characteristic of our work is to
extract some strongly connected subgroups from the graph topology constructed
based on the links between the members. Then, a Topic-based probabilistic
model (GIST) is proposed to fuse individual members’ interest and subgroups’
interest into a joint model, and make group recommendations by mixing the two
aspects with a weight-based scheme. Specifically, the major difference from the
other generative models is that we use two kinds of unshared topics to represent
individual members’ interest and subgroups’ interest separately, and incorporate
the topology information to optimize the weights. Experimental results show
that our model outperforms the state-of-the-art methods.

Through a study on introducing the subgroup information, we conclusively
show that the group topology contributes to modeling the generative process of
group activities. Our work has preliminarily revealed that the links between the
members play a major role in group recommendation. But meanwhile, there is
the weaknesses of their system that how to set the suitable number of unshare
topics at the low computational complexity.

In our future work, it is necessary to investigate how quickly to search the
optimal parameters in unshared topic. In addition, there are more complex
features in the topology, such as centricity, coverage, information diffusion. We
will investigate how to incorporate such information.
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Appendix A.

Equation 4 marginalise out the likelihood parameters {HUZU L0570 pZol  pZal X}
in closed form, and thus express the likelihood of observations directly in terms of
hyperparameters {«, 3, p,n,v}. The marginalization is reflected in some parts
of Equation 6, 7 and 8. As an example, we give a detailed presentation for
Pr (2’(0) | U, ) in Equation A.1. To facilitate understanding, we simplify nUZO
to 7y, .. The other parts have similar form.

Pr (Z(0) | (), @)
ul U,

H/Pr ) | 0570) Pr (077 | u, ) dO %0 = Hg(nu(*—)’—a)A 1)

And a brief deduction to [ Pr(Z) | 65%°) Pr (657 | u, ) d§S?" is shown
in Equation A.2.

u=1

/ Pr () | 057°) Pr (077 | ) d6 7

No
/ H Mult (2, | 057°) Dir (057° | o) dO5 7

RICEa

1 UZ(nu ztaz—1) Uz
0., de; “°
A(a)/H “
A

(2 +a)

A (@)

k

(A.2)

Finally, the derivation process of the probability in Equation 17 is shown in
Equation A.3.
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= Z Pr(i,cq | Uy, Sg) = Z Pr (i | cg, Uy, Sg) Pr(cq)
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u€eUy SESy
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u€Uy SES,
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