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Estimation in Perceptive Mobile Networks
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Abstract — We propose signal stripping based ap-
proaches for estimating detailed channel composi-
tion parameters for sensing in the recently pro-
posed perceptive mobile networks where simultane-
ous communication and radar sensing is performed.
Via reconstructing a (differentiated) channel matrix,
we obtain a signal model which can be solved by
conventional compressive sensing (CS) techniques.
Parameter estimation methods based on a 1-D CS
algorithm are proposed and their effectiveness is val-
idated by provided simulation results.

1 INTRODUCTION

The recently proposed perceptive mobile network
[1] can enable simultaneous communication and ra-
dio sensing in cellular networks using joint com-
munication and sensing techniques [2]. It can po-
tentially provide seamless radio sensing wherever
there is mobile signal coverage, for detecting, track-
ing, and identifying objects, activities and events,
while providing non-compromised communication
services.

Extraction of sensing parameters in mobile net-
works is very challenging due to complicated mo-
bile signals. A modern mobile network is a com-
plex heterogeneous network, connecting diverse de-
vices that occupy staggered resources interleaved
over time, frequency and space. Most existing tech-
niques for communication, radar and localization
are incapable of operating directly in this environ-
ment. For example, communication only requires
to estimate composited coefficients instead of de-
tailed channel compositions, radar systems gener-
ally use optimized or unmodulated transmitted sig-
nals, and localization mainly solves the problem of
finding the first multipath signal.

Complex propagation environment with a lot of
clutter is another major challenge for sensing in pre-
ceptive mobile networks. Base-stations (BSs) typ-
ically see numerous reflected signals, and a lot of
them are clutters from static background environ-
ment and may not be required for sensing. Existing
clutter suppression techniques in Radar are not ef-
ficient here because they mainly deal with small
environmental clutters, thanks to both the working
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environment and the use of narrow beamforming to
control the scanning direction and zones.

In this paper, we propose a signal stripping based
approach, combined with compressive sensing tech-
nique, to overcome these two major challenges.
This approach uses the estimated data symbols and
channels to strip signals from different nodes and
keep as few as a single nodes signal or its estimated
composited channel for sensing at a time. This is
achieved by refining the composited channel esti-
mation in communication, and then reconstructing
and subtracting the clutter to be removed. A 1-D
compressive sensing algorithm is then proposed to
estimating sensing parameters such as signal propa-
gation delay, Doppler shift, and angle of departure
and arrival. This scheme can significantly reduce
the number of sensing parameters to be estimated,
reduce the algorithm complexity and improve its
performance, compared to the block compressive
sensing algorithm in [1]. Numerical results are pro-
vided and verify the effectiveness of the proposed
scheme.

2 SIGNAL MODELS AND PROBLEM
FORMULATION

Similar to [1], we consider a typical network where
Q BSs work cooperatively to provide connections to
K mobile users, using multiuser MIMO techniques.
Each BS and user have an M -element and MT -
element linear antenna arrays, respectively. For
both uplink and downlink, we assume that MIMO-
OFDMA type of modulation is applied. Let N de-
note the total number of subcarriers and B the to-
tal bandwidth. Then the subcarrier interval is f0 =
B/N and OFDM symbol period is Ts = N/B + Tp
where Tp is the period of cyclic prefix. Let S de-
note the actual set of subcarriers that are used for
a link, and denote the number of used subcarriers
as Nu.

Assume a planar wave-front in signal propaga-
tion. The array response vector of a size-M linear
array is given by

a(M, θ) = [1, ejκ sin(θ), · · · , ejκ(M−1) sin(θ)]T , (1)

where κ = 2πd/λ, d is antenna interval in the array,
λ is the wavelength, and θ is either angle-of-depart
(AoD) or angle-of-arrival (AoA).



In [1], we defined uplink and downlink sensing,
i.e., direct, and passive and active sensing, as sens-
ing at a BS using uplink signals from mobile users
and downlink signals from itself and other coopera-
tive BSs, respectively. We also show that they can
have a common mathematical formulation. Hence
without loss of generality, we present our scheme
here by referring to uplink sensing.

At a BS, the received and processed discrete sig-
nal at the n-th subcarrier and the t-th OFDM sym-
bol can be represented as

yn,t =

K∑
k=1

Hn,k,txn,k,t + zn,t. (2)

where xn,k,t are the transmitted signals at subcar-
rier n from the k-th user, zn,t is AWGN, and Hn,k,t

is the M ×MT time-varying uplink channel matrix
between user k and the BS

Hn,k,t =

Lk∑
`=1

bk,t,`e
−j2πnτk,t,`f0ej2πtfD,k,t,`Ts ·

a(M,φk,t,`)a
T (MT , θk,t,`). (3)

In (3), for the `-th multipath, bk,t,` is its amplitude,
τk,t,` is the propagation delay, θk,t,` and φk,t,` are
the AoD and AoA, respectively, and fD,k,t,` is the
associated Doppler frequency. The channel is as-
sumed to be quasi-static, which means that all the
parameters remain unchanged over the period of
several OFDM symbols.

Now the basic task for sensing is to estimate sens-
ing parameters {τk,t,`, fD,k,t,`, φk,t,`, θk,t,`, bk,t,`}
from the received signals. For communications,
we are more interested in the composited values
of Hn,k,t, instead of the channel details.

3 SIGNAL STRIPPING BASED SENS-
ING PARAMETER ESTIMATION

3.1 Signal Stripping

Based on (2), a block compressive-sensing scheme
was developed in [1] to extract sensing parameters.
However, the approach has very high complexity
due to the signal block structure.

The idea of signal stripping is to simplify the ba-
sic signal structure by separating signals and chan-
nels for different users and removing the modulated
symbols from the signal from yn,t. Channel matri-
ces in communications are generally estimated with
the assistance of interpolation techniques and hence
its accuracy is insufficient for estimating sensing pa-
rameters. Since sensing can tolerate much larger
processing delay than communications, we can ex-
ploit the demodulated signals in communication to

develop a signal stripping based sensing scheme.
A communication packet generally lasts a few mil-
liseconds. We can use decision directed channel es-
timation (DDCE) [3] technology to reconstruct the
channel matrix for each user individually, and do
sensing based on the reconstructed channel. Differ-
ent to conventional DDCE algorithms applied for
communications, we only need to reconstruct chan-
nels as accurate as possible, but do not need to do
channel prediction. Detailed reconstruction algo-
rithms will not be discussed here.

As an efficient example of signal stripping ap-
proach, we can reconstruct each user’s channel ma-
trix individually and use it for sensing

Ĥn,k,t = Hn,k,t + ∆n,k,t, (4)

where ∆n,k,t is the reconstruction error.
To reduce clutter in the estimation, we can apply

differential techniques by computing the difference
between Ĥn,k,t and Ĥn,k,t+T , and obtain

Ĥn,k,t+T − Ĥn,k,t

=

Lk∑
`=1

bk,`e
−j2πnτk,t,`f0ej2πfD,k,t,`Ts(t−T/2)·

(−2 sin(πfD,k,t,`TTs))a(M,φk,t,`)a
T (MT , θk,t,`)+

Hn,k,t+T (new) + ∆n,k,t+T + ∆n,k,t, (5)

where Hn,k,t+T (new) denotes terms associated with
new multipath signals at time t+ T .

When both transmitters and receivers are static,
(5) indicates that only moving objects in the envi-
ronment will be seen in the differential signal, and
clutter from static objects will be removed. The
expression is similar to that in (3) with potentially
significantly reduced multipath numbers, while the
term (−2 sin(πfD,k,t,`TTs)) can be absorbed into
bk,t,`. This will hence be particularly useful in
downlink sensing where all BSs are static. In uplink
sensing, when a transmitting user is moving, sens-
ing based on differential signals can still be useful
through applying multiple different values for T . In
this way, signals with different Doppler shifts can
be filtered out by using different T s in differential
signals, and parameter estimation can be combined
with recursive multipath cancellation. Detailed de-
velopment is beyond the scope of this paper.

3.2 Delay-Quantized On-grid Formulation

In this paper, we propose 1-D compressive sensing
based algorithms for sensing parameter estimation
using the reconstructed channel model in (4). Since
the differential signal model in (5) is similar to that
in (3), we use (3) as a generalized channel matrix



model, and drop the subscripts t and k in the pa-
rameter variables. Assume Nu � L. We consider
an on-grid delay model where the delays τ`f0 are
quantized as q`/N

′ with q` being an integer. There-
fore e−j2πnτ`f0 ≈ e−j2πnq`/N

′
. Here, N ′ can equal

to or be multiple times of N . The minimal resolv-
able delay is then N/(N ′B).

We can now convert (3) to a delay-quantized
model. For simplicity, we assume that there is only
one multipath signal within each quantized delay
bin. Referring to (3), the delay-on-grid model can
be represented as

Hn =

L∑
`=1

b`e
−j2πnq`/N ′

ej2πtfD,`Ts ·

a(M,φ`)a
T (MT , θ`)

= ARDCnAT
T , (6)

where the `-th column in AR (or AT ) is a(M,φ`)
(or a(MT , θ`)), D and Cn are diagonal matrices
with the `-th diagonal element being b`e

j2πtfD,`Ts

and e−j2πnq`/N
′
, respectively.

When the number of antennas is small and
M < L, it is impossible to directly get the es-
timate of sensing parameters using reconstructed
per-subcarrier channel matrix. However, it is gen-
erally true that the number of used subcarriers is
much larger than L. Hence we can formulate (6)
as a 1-D CS problem and get the estimates for q`s
first. The m-th column of Hn can be represented
as

hn,m = ARDPmcn, (7)

where Pm is a diagonal matrix with diagonal ele-
ments being the m-th row of AT , and cn is an L×1
vector with the `-th element e−j2πnq`/N

′
.

We may have a few options to process different
columns of Hn. For the least, we need two columns
so that AoD can be estimated. Use Mt = 2 as
a simple example. Transpose hn,m,m = 1, 2 and
stack them into a row vector

(hTn,1, hTn,2) = cTnD(P1A
T
R, P2A

T
R). (8)

Now stacking similarly formulated row vectors for
all usable subcarriers n ∈ S together, we can obtain

H̃ = W D(P1A
T
R, P2A

T
R)︸ ︷︷ ︸

G

, (9)

where the `-th column of the Nu × L matrix W is
{e−j2πnq`/N ′}, n ∈ S.

3.3 Estimation of Sensing Parameters

We now convert the multipath signal model in (9)
to a generalized delay-on-grid sparse model, by rep-
resenting it using Np � L,Np ≤ N ′ multipath

signals where only L signals are non-zeros. With-
out any prior knowledge of the delay, we can use
Np = N ′; otherwise, the range of delays can be
reduced. We can then treat it as a multiple mea-
surement vector (MMV) CS problem and use al-
gorithms such as OMP or Bayesian CS to get the
estimate for W and G. The dictionary is a partial
Nu ×Np DFT matrix F. When Np = N ′, its q-th

column is {ej2πnq/N ′}, n ∈ S.

Let g`,p be the (`, p)-th element of G. Once the
delays and G are estimated, we can get the esti-
mates for AoA and AoD through

2πd sin(φ`)/λ = ∠
( 1

2M

1∑
k=0

M−1∑
p=1

gH`,p+kMg`,p+1+kM︸ ︷︷ ︸
ε`

)
,

2πd sin(θ`)/λ = ∠
( 1

M

M∑
p=1

gH`,pg`,p+M︸ ︷︷ ︸
ξ`

)
,

respectively. The value of |b`|2 can also be obtained
easily during the process of computing AoA and
AoD, being either |ε`|2 or |ξ`|2. The estimates of
|b`|2 can be used to find the effective multipath de-
lay bins in noisy channels, by using a threshold de-
termined, e.g., as a fractional scalar of the maxi-
mum power of multipath signals.

The computation above can be readily extended
to the case when MT > 2.

This process can be repeated over multiple
OFDM symbols. The Doppler shift can then be es-
timated from the cross-correlation between two or
more Gs that are sufficiently spaced in time, while
channel still remains stable except for the Doppler
phase terms. Let Gt denote the estimate of G at
the t-th OFDM symbol. The estimates of Doppler
shift can be obtained from

2πfD,`Ts = ∠
(
(Gt+T )`,· ((Gt)`,·)

H
)
, (10)

where (X)`,· denotes the `-th row of the matrix X.

4 SIMULATION RESULTS

We present simulation results using the Bayesian
Sparse Learning algorithm [4] to validate the effec-
tiveness of our parameter estimation scheme. We
consider a system with 4 BSs, each with a 8-element
antenna array, providing connections to users each
with 2 antennas. The interval between antennas is
d = λ/2. The number of subcarriers is N = 256,
and 8 × 8 multiuser MIMO over each subcarrier
is applied. The carrier frequency is 2.35 GHz and
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Figure 1: Parameter estimation for downlink sens-
ing with η = 12dB, T = 4Ts and γ = 0.1. Different
colours correspond to different BSs. Circles for ac-
tual values, and starts for estimated ones.

the signal bandwidth is 100 MHz. No radar cross-
section information is considered. Multipath sig-
nals for each BS/user are generated randomly in
cluster, mimicking reflected/scattered signals from
objects. Each cluster is generated following uniform
distributions of [3, 6] for the total multipath num-
ber, and AoAs, AoDs and Doppler frequencies are
randomly generated within a given range. Delays
are on grid with an interval of 10 ns, corresponding
to a distance resolution of 3 m. Delays from the
same BS/user are kept different. But they could be
the same between BSs/users.

Channel reconstruction error as shown in (4) is
introduced as AWGN. The ratio between the mean
power of the channel coefficients and AWGN is de-
noted by η. A threshold of γ ·max(abs(ξ`)) is used
to pick up effective multipath delay estimates from
the MMV CS estimation output.

Fig. 1 shows the results for downlink sensing
where all Nu = N ′ = 256 subcarriers are used.
It can be seen that the estimates of delay, AoA,
and AoD are accurate and is robust to the intro-
duced channel reconstruction error. The estimate
of Doppler phase has relatively large error because
the actual Doppler phase values are very small and
hence sensitive to noise. Wherever possible, larger
T shall be used for estimating Doppler shifts.

Fig. 2 demonstrates the results for uplink sens-
ing where the indexes of the used Nu = N ′ = 64
subcarriers are randomly generated. Estimates in
this case is more noisy and hence larger γ is used,
which also removes a few effective estimates (two
circles in the figure without matching estimates).
The estimation accuracy for Doppler phase is im-
proved through the use of larger T values.
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Figure 2: Parameter estimation for uplink sensing
with η = 12dB, T = 10Ts and γ = 0.25. Different
colours correspond to different users.

5 CONCLUSIONS

We have demonstrated that by using signal strip-
ping approaches and reconstructing the channel
matrix we can simplify the signal model used for
sensing parameter estimation for both uplink and
downlink sensing in the recently proposed percep-
tive mobile networks. Conventional 1-D compres-
sive sensing algorithms can then be used to estimate
propagation delays. We also developed methods for
estimating all of the other sensing parameters. Sim-
ulation results demonstrate that all methods work
effectively and are robust to the channel reconstruc-
tion error.
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