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Abstract

Multi-label image classification aims to predict multiple labels for a single image which contains diverse content. By utilizing label correlations, various techniques have been developed to improve classification performance. However, current existing methods either neglect image features when exploiting label correlations or lack the ability to learn image-dependent conditional label structures. In this paper, we develop conditional graphical Lasso (CGL) to handle these challenges. CGL provides a unified Bayesian framework for structure and parameter learning conditioned on image features. We formulate the multi-label prediction as CGL inference problem, which is solved by a mean field variational approach. Meanwhile, CGL learning is efficient due to a tailored proximal gradient procedure by applying the maximum a posterior (MAP) methodology. CGL performs competitively for multi-label image classification on benchmark datasets MULAN scene, PASCAL VOC 2007 and PASCAL VOC 2012, compared with the state-of-the-art multi-label classification algorithms.

1. Introduction

Multi-label image classification targets the specific problem of predicting the presence or absence of multiple object categories in an image. Like other high-level vision tasks such as object recognition [2], image annotation [15] and scene classification [5], multi-label image classification is very challenging due to large intra-class variation caused by viewpoint, scale, occlusion, illumination, etc. To meet these challenges, many image representation and feature learning schemes have been developed to gain variation-invariance, such as GIST [29], dense SIFT [4], VLAD [18], object bank [25], and deep CNN [22, 8]. Meanwhile, label correlations, which are typically encoded in a graph structure, have been exploited to further improve classification performance.

In literature, the task of finding a meaningful label structure is commonly handled with probabilistic graphical models [20]. A classical approach is the Chow-Liu Tree [11] which utilizes mutual information between labels to obtain a maximum spanning tree structure and is proved to be equivalent to the maximum likelihood estimation. Recently, probabilistic label enhancement model (PLEM) [26] exploits label co-occurrence pairs based on a maximum spanning tree construction and applies the tree structure to solve multi-label classification problem. In these methods, the structure learned on labels is naively used to model the label structure conditioned on features, which is inappropriate because this kind of structure describes the label distribution rather than the conditional distribution of labels.

To target the problem, several methods have been proposed to incorporate input features during label structure learning [6, 43, 35]. An extension to the Chow-Liu Tree is designed in [6] which investigates two kinds of conditional mutual information to learn a conditional tree structure. Meanwhile, a conditional directed acyclic graph (DAG) is
also designed to reformulate multi-label classification into a series of single-label classification problems [43]. More recently, clique generating machine (CGM) [35] learns the conditional label structure in a structured support vector machine framework. These methods assume a shared label graph across all input images, which provides a better approximation to the true structure than the unconditional label graph. However, such a shared conditional graph is not flexible enough to characterize the label structure of each unique image.

In this paper, we propose a conditional label structure learning method which can produce image-dependent conditional label structures. Our method extends the classical graphical Lasso (GL) framework which estimates graph structure associated with Markov random field (MRF) by employing sparse constraints [28, 31, 24]. We term the proposed method as conditional graphical Lasso (CGL). See Figure 1 for the comparison between graphical models of GL and CGL. CGL offers a principled approach to model conditional label structures within a unified Bayesian framework. Besides, CGL provides a simple but effective way to learn image-dependent label structures by considering conditional label correlations as linear weight functions of features. Such favourable properties are achieved via an efficient mean field approximate inference procedure and a tailored proximal gradient based learning algorithm.

2. Related Works

Apart from the structure learning approach, we briefly review three other main categories of multi-label classification methods which follows the taxonomy of recent surveys [36, 45, 16]. The three categories include problem transformation, algorithm adaptation and dimension reduction.

Problem transformation methods reformulate multi-label classification into single-label classification. For example, the binary relevance (BR) method trains binary classifiers for each label independently. By considering label dependency, classifier chain (CC) [33], as well as its ensemble and probabilistic variants [10], constructs a chain of binary classifiers, in which each classifier additionally use the previous labels as its input features. Another group of algorithms are built upon label power set or hierarchy information, which includes random k-label sets (RAKEL) [37], pruned problem transformation (PPT) [32], hierarchical binary relevance (HBR) [7] and hierarchy of multi-label classifiers (HOMER) [36].

Algorithm adaptation methods extend typical classifiers to multi-label situation. For example, multi-label K nearest neighbour (MLkNN) [44] adapts kNN to handle multi-label classification, which exploits the prior label distribution within the neighbourhood of an image instance and applies the maximum a posterior (MAP) prediction. Instance based logistic regression (IBLR) [9] adapts LR by utilizing label information from the neighbourhood of an image instance as features.

Dimension reduction methods target to handle high-dimensional features and labels. The reduction of feature space aims to reduce feature dimension either by feature selection or by feature extraction. For example, multi-label informed latent semantic indexing (MLSI) [41], multi-label least square (MLLS) [19], multi-label F-statistics (MLF) and multi-label ReliefF (MLRF) [21]. Label specific features (LIFT) [42] method represents an image instance as its distances to label-specific clustering centers of positive and negative training image instances, and use the features to train binary classifiers and make predictions. On the other hand, the reduction of label space utilizes a variety of strategies, such as compressed sensing [17], random projection [47], principal label space transformation (PLST) [34] and maximum margin output coding (MMOC) [46].

3. Model Representation

In this section, we first review the basic GL framework from a Bayesian perspective. Then we present the extension by considering conditional variables and exploiting a group sparse prior. To simplify discussion, we will consider a fully-connected and pairwise label graph, though the same methodology can be easily applied to a higher-order case.

3.1. Graphical Lasso

An GL framework considers the problem of estimating the graph structure associated with an MRF. Consider the \(\ell_1\)-regularized Ising MRF [31] over a label vector \(y \in \{-1, 1\}^m\), GL employs an \(\ell_1\) regularization over pairwise parameters and achieves conditional independence by increasing sparsity. An \(\ell_1\) regularization is equivalent to imposing a Laplacian prior. Thus, we can formulate the \(\ell_1\)-regularized Ising model into the Bayesian framework which is given by

\[
p(y, \nu, \omega) = p(y|\nu, \omega)p(\nu)p(\omega),
\]

\[
p(y|\nu, \omega) \propto \exp \left\{ \sum_{i=1}^{m} \nu_i y_i + \sum_{i<j} \omega_{ij} y_i y_j \right\},
\]

\[
p(\nu) \propto \lambda_1^{d/2} \exp(-\lambda_1 \|\nu\|_1^2),
\]

\[
p(\omega) \propto \lambda_2^{d/2} \exp(-\lambda_2 \|\omega\|_1),
\]

where \(\nu\) and \(\omega\) parameterize the unary and pairwise potentials over \(y\). \(\lambda_1\) and \(\lambda_2\) are hyperparameters which control the strength of regularization over \(\nu\) and \(\omega\), respectively. Though the label graph learned by GL can be applied to multi-label classification, both \(\nu\) and \(\omega\) have no explicit
connection to the image features. In the next subsection, we will make a conditional extension to GL by incorporating image features to the learning process of label graph which leads to our CGL framework.

3.2. Conditional Graphical Lasso

As an extension to the GL framework, we consider a more deliberate structure learning approach when conditional variables emerge. In particular, CGL framework aims to search adaptive structures among response variables (labels) conditioned on input variables (image features).

For the particular multi-label classification task, we study the problem of learning a joint prediction \( y = f_\Theta(x) : \mathcal{X} \mapsto \mathcal{Y} \), where the prediction function \( f \) is parameterized by \( \Theta \), the image feature space \( \mathcal{X} = \{x : ||x|| \leq 1, x \in \mathbb{R}^d\} \) and the label space \( \mathcal{Y} = \{-1, 1\}^m \). By considering appropriate priors on \( \Theta \), we arrive at the joint probability distribution over \( y \) and \( \Theta \) conditioned on \( x \),

\[
p(y, \Theta|x) = p(y|x, \Theta)p(\Theta). \tag{5}
\]

Note that the joint conditional distribution can be specified according to certain considerations, such as dealing with overfitting problems and inducing sparsity over label correlations.

Consider a label graph \( G = (V, E) \), \( V = \{1, 2, \ldots, m\} \) denotes the set of nodes corresponding to labels and \( E = \{(i, j) : i < j; i, j \in V\} \) represents the set of edges encoding pairwise label correlations. We can model the conditional distribution \( p(y|x, \Theta) \) with a set of unary and pairwise potentials over the label graph \( G \),

\[
p(y|x, \Theta) \propto \exp \left\{ \sum_{i=1}^{m} \nu_i(x)y_i + \sum_{i<j} \omega_{ij}(x)y_iy_j \right\}. \tag{6}
\]

The above unary and pairwise weights \( \{\nu_i(x)\}, \{\omega_{ij}(x)\} \) can be linear or nonlinear functions of \( x \). For simplicity, we restrict the weights to be linear functions of \( x \) which are defined as

\[
\begin{align*}
\nu_i(x) &= \beta_i^Tx, \quad \text{for } i \in V; \\
\omega_{ij}(x) &= \alpha_{ij}^T x, \quad \text{for } (i, j) \in E. \tag{7}
\end{align*}
\]

To this end, the model parameter \( \Theta = \{\beta, \alpha\} \) contains \( \beta = [\beta_1, \ldots, \beta_m] \) and \( \alpha = [\alpha_{12}, \ldots, \alpha_{(m-1)m}] \). Note that, conditioned on \( x \), (6) is exactly an Ising model for \( y \). It can also be treated as a special instantiation of CRF [23], by defining features \( \phi_i(x, y) = y_i x \) and \( \psi_{ij}(x, y) = y_i y_j x \).

As for the model prior \( p(\Theta) \), we employ multivariate \( d \)-dimensional Gaussian priors over each group of the node regression coefficients, which is equivalent to place an \( \ell_2 \)-norm regularizer on the nodewise parameters \( \beta \). Meanwhile, we use multivariate \( d \)-dimensional Multi-Laplacian priors [30] over each group of the edge regression coefficients, which can be regarded as imposing an \( \ell_2 \)-norm, i.e., group-Lasso regularizer on the edgewise parameters \( \alpha \). More specifically,

\[
p(\Theta) = p(\beta)p(\alpha) = \prod_{i=1}^{m} p(\beta_i) \prod_{i<j} p(\alpha_{ij}), \tag{8}
\]

\[
p(\beta_i) \propto \lambda_1^{d/2} \exp(-\lambda_1 ||\beta_i||_2^2), \tag{9}
\]

\[
p(\alpha_{ij}) \propto \lambda_2^{d/2} \exp(-\lambda_2 ||\alpha_{ij}||_2), \tag{10}
\]

where hyperparameters \( \lambda_1 \) and \( \lambda_2 \) control the strength of regularization over \( \beta \) and \( \alpha \), respectively. It is worth mentioning that one can also choose other kinds of priors over the model parameters provided the priors can induce certain sparsity over pairwise correlations.

4. Algorithms

In this section, we derive both inference and learning algorithms for CGL. Generally, the label space \( \mathcal{Y} = \{-1, 1\}^m \) in (6) maintains an exponentially large number of possible configurations. To normalize the conditional distribution in (6), one requires the log-partition function. For CGL with linear weight functions of \( x \) in (7), the log-partition function is defined as

\[
A(\Theta, x) = \log \sum_{y \in \mathcal{Y}} \exp \left\{ \sum_{i=1}^{m} y_i \beta_i^T x + \sum_{i<j} y_i y_j \alpha_{ij}^T x \right\}. \tag{11}
\]

which involves a summation over all the configurations. Hence, it is computationally intractable to exactly calculate the log-partition function. To make CGL inference and learning tractable, we resort to approximate inference and learning algorithms via the variational methodology.

4.1. Approximate Inference

Inference of CGL involves two main tasks: marginal inference and the most probable explanation (MPE) prediction. However, conducting inference from the exact distribution \( p(y|x) \) is intractable due to the log-partition function \( A(\Theta, x) \). Considering tractable approximation techniques, we choose the variational approach instead of sampling methods for its simplicity and efficiency. In particular, by applying the mean field assumption, the optimal variational approximation of \( p(y|x) \) is obtained by

\[
\hat{q}(y) = \arg \min_{q(y) = \Pi, q(y_i)} \text{KL}(q(y)||p(y|x, \Theta)). \tag{12}
\]

According to [3], the marginal \( q(y_i) \) that minimizes (12) is achieved by analytically minimizing a Lagrangian which consists of the Kullback-Leibler divergence and Lagrangian multipliers constraining the marginal \( q(y_i) \) to be a valid
probability distribution. For brevity of presentation, we simply give the update formula for each $q(y_i)$,

$$q(y_i) \leftarrow \frac{1}{Z_i} \exp \mathbb{E}_{q(y_{\backslash i})} [\ln p(y|x, \Theta)],$$

(13)

where $\mathbb{E}_{q}[g]$ calculates the expectation of function $g$ w.r.t. distribution $p$, $Z_i$ is the normalization term for distribution $q(y_i)$, and we defined $q(y_{\backslash i}) = \prod_{j \neq i} q(y_j)$.

To solve (12) for updating $q(y_i)$, we expand and reformulate the expectation w.r.t. $q(y_{\backslash i})$. By dissecting out all the terms that contain $y_i$, we obtain

$$\exp \mathbb{E}_{q(y_{\backslash i})} [\ln p(y|x, \Theta)] = y_i \beta_i^T x + y_i \mathbb{E}_{q(y_{\backslash i})} \sum_{j \neq i} y_j \alpha_j^T x + \text{const} \quad (14)$$

$$= y_i \beta_i^T x + y_i \sum_{j \neq i} \mathbb{E}_{q(y_j)} [y_j] \alpha_j^T x + \text{const}, \quad (15)$$

where we have applied the marginalization property of the joint distribution $q(y_{\backslash i})$ to obtain (15).

With a further consideration for the normalization constraint of a valid probability distribution, we arrive at a logistic regression for each $q(y_i)$ given by

$$q(y_i) = \sigma \left( 2y_i \left( \beta_i^T x + \sum_{j \neq i} \mathbb{E}_{q(y_j)} [y_j] \alpha_j^T x \right) \right), \quad (16)$$

where $\sigma(t) = \frac{1}{1 + \exp(-t)}$ is the sigmoid function. This formula requires the expectation of other variables connected to variable $y_i$. Thus, a cycling and iterative updating for each $q(y_i)$ is performed until convergence to a stationary point. Algorithm 1 presents the pseudo code for this procedure. It is worth mentioning that, we employed the most recent expected statistics $\xi_q(y_{\backslash i})$ instead of the terms from previous round when updating one particular factor distribution $q(y_i)$. This strategy can avoid undesired abrupt oscillations of the iterative procedure to some extent.

So far, it seems that our derivation only considers optimizing a factorized variational distribution $q(y)$ which approximates $p(y|x)$. However, the same methodology can be straightforwardly applied to other inference and learning tasks. Take MPE for example, suppose we are given a new image $x$. MPE aims to perform a joint prediction of its label vector $y$ with some learned model parameter $\hat{\Theta}$. Instead of conducting the max-product algorithm over $p(y|x, \hat{\Theta})$, we can achieve the prediction $\hat{y}$ directly from $q(y)$.

4.2. Structure and Parameter Learning

Given a set of i.i.d. training images $X = \{x^{(l)}\}_{l=1}^n$ and their label vectors $Y = \{y^{(l)}\}_{l=1}^n$, structure and parameter learning of CGL aims to find the optimal model parameter $\Theta$ which achieves the maximum a posterior (MAP) under certain values of hyperparameters $\{\lambda_1, \lambda_2\}$. It is worth emphasizing that the graphical structure is implicitly represented by the $\ell_2$-norm of $\alpha_{ij}$. In other words, a nonzero vector $\alpha_{ij}$ almost probably indicates an edge in the graph between node $i$ and $j$, while a zero vector $\alpha_{ij}$ implies no such edge. To utilize the MAP methodology for CGL learning, the Bayesian rule is applied to obtain

$$\hat{\Theta} = \arg \max_{\Theta} p(\Theta | Y, X) \quad (17)$$

$$= \arg \max_{\Theta} \frac{p(Y, \Theta | X)}{\int_{\Theta} p(Y, \Theta | X)} \quad (18)$$

$$= \arg \max_{\Theta} p(Y, \Theta | X) \quad (19)$$

$$= \arg \max_{\Theta} \prod_{l=1}^n p(y^{(l)} | x^{(l)}, \Theta) p(\Theta). \quad (20)$$

Note that we have exploited the fact that the evidence $\int_{\Theta} p(Y, \Theta | X)$ is independent of the model parameter $\Theta$. 2980
And the final optimization problem (20) is achieved by considering (5) and the i.i.d. assumption.

By taking negative logarithm of the posterior and substituting (6), (9) and (10) into (20), the original maximization problem can be reformulated into an equivalent minimization problem as below,

$$\hat{\Theta} = \arg \min_{\Theta} - \sum_{i=1}^{m} \beta_i^T \tilde{\phi}_i - \sum_{i<j} \alpha_{ij}^T \tilde{\psi}_{ij} + \frac{1}{n} \sum_{i=1}^{n} A(\Theta, x^{(l)})$$

$$+ \frac{\lambda_1}{n} \sum_{i=1}^{m} \|\beta_i\|_2^2 + \frac{\lambda_2}{n} \sum_{i<j} \|\alpha_{ij}\|_2,$$

where $\tilde{\phi}_i = \frac{1}{n} \sum_{l=1}^{n} y_i^{(l)} x_i^{(l)}$, $\tilde{\psi}_{ij} = \frac{1}{n} \sum_{l=1}^{n} y_i^{(l)} y_j^{(l)} x_i^{(l)}$. Note that we have included $A(\Theta, x)$ into (6) before the derivation, and thrown away all other terms that are independent of $\Theta$.

Denoting by $\mathcal{L}(\Theta)$ the objective function on the right-hand side of (21). To learn the parameters $\Theta$, a direct gradient-based optimizer is inapplicable due to the non-smooth $\ell_{2,1}$-norm regularizer. In addition, the intractable log-partition function $A(\Theta, x)$ makes the optimization even more complicated. As an alternative, we optimize $\mathcal{L}(\Theta)$ by first dividing the objective into smooth and nonsmooth parts, and then apply the soft thresholding technique. Meanwhile, the mean field approximation is employed to approximate the gradient of $A(\Theta, x)$.

More specifically, we first separate out the smooth part of $\mathcal{L}(\Theta)$ and denote it by $J_s(\Theta)$, i.e.,

$$J_s(\Theta) = - \sum_{i=1}^{m} \beta_i^T \tilde{\phi}_i - \sum_{i<j} \alpha_{ij}^T \tilde{\psi}_{ij} + \frac{1}{n} \sum_{i=1}^{n} A(\Theta, x^{(l)})$$

$$+ \frac{\lambda_1}{n} \sum_{i=1}^{m} \|\beta_i\|_2^2.$$

Further, according to the mean field approximation described in Section 4.1, the gradient of $A(\Theta, x)$ is estimated by replacing the true conditional distribution $p(y|x)$ with the variational distribution $\tilde{q}(y)$. Hence, we have

$$\nabla A_{\beta_i}(\Theta, x) = E_p(y|x) [y_i] \approx E_{\tilde{q}(y)} [y_i],$$

$$\nabla A_{\alpha_{ij}}(\Theta, x) = E_p(y|x) [y_i y_j] \approx E_{\tilde{q}(y)} [y_i y_j].$$

This results in a simple approximation of the gradient $\nabla J_s$ at the $k$-th iteration $\Theta^{(k)} = \{\beta^{(k)}, \alpha^{(k)}\}$ as below

$$\nabla J_{\beta_i}(\Theta^{(k)}) \approx -\tilde{\phi}_i + \frac{1}{n} \sum_{l=1}^{n} \tilde{\phi}_i y_i^{(l)} x_i^{(l)} + \frac{\lambda_1}{n} \beta_i^{(k)}$$

$$\nabla J_{\alpha_{ij}}(\Theta^{(k)}) \approx -\tilde{\psi}_{ij} + \frac{1}{n} \sum_{l=1}^{n} \tilde{\psi}_{ij} y_i^{(l)} y_j^{(l)} x_i^{(l)}.$$  (24)

Then, a surrogate $J(\Theta)$ of the objective function $\mathcal{L}(\Theta)$ can be obtained by using $\nabla J_s(\Theta^{(k)})$, i.e.,

$$J(\Theta; \Theta^{(k)}) = J_s(\Theta^{(k)})$$

$$+ \sum_{i=1}^{m} \langle \nabla J_{\beta_i}(\Theta^{(k)}), \beta_i - \beta_i^{(k)} \rangle + \frac{1}{2\eta} \|\beta_i - \beta_i^{(k)}\|^2$$

$$+ \sum_{i<j} \langle \nabla J_{\alpha_{ij}}(\Theta^{(k)}), \alpha_{ij} - \alpha_{ij}^{(k)} \rangle + \frac{1}{2\eta} \|\alpha_{ij} - \alpha_{ij}^{(k)}\|^2 + \frac{\lambda_2}{n} \|\alpha_{ij}\|_2.$$

(25)

The parameter $\eta$ in (25) serves as a similar role to the variable updating step size in gradient descent methods. It can be shown that $J(\Theta) \geq \mathcal{L}(\Theta)$ and $J(\Theta^{(k)}) = \mathcal{L}(\Theta^{(k)})$ if $\eta$ is larger than the Lipschitz constant of $\nabla J_s(\Theta^{(k)})$. Hence, $\Theta$ can be updated by minimizing (25), i.e.,

$$\Theta^{(k+1)} = \arg \min_{\Theta} J(\Theta; \Theta^{(k)}),$$

which is solved by

$$\{ \begin{align*}
\beta_i^{(k+1)} &= \beta_i^{(k)} - \eta \nabla J_{\beta_i}(\Theta^{(k)}) \\
\alpha_{ij}^{(k+1)} &= \alpha_{ij}^{(k)} - \eta \nabla J_{\alpha_{ij}}(\Theta^{(k)}) + \frac{\lambda_2}{n}.
\end{align*}$$

(27)

where the soft thresholding function is

$$S(u; \rho) = \begin{cases} 
1 - \frac{\rho}{\|u\|_2}, & \text{if } \|u\|_2 > \rho; \\
0, & \text{otherwise.}
\end{cases}$$

Iteratively applying (27) until convergence provides a first-order method for solving (21). The pseudo code for this procedure is summarized in Algorithm 2. Note that the gradient descent steps in Algorithm 2 can be speeded up with modern optimization procedures, such as the fast iterative shrinkage thresholding [1].

As a final remark, the conditional graph structure learned by CGL is largely related to the value of hyperparameter $\lambda_2$. In general, a larger $\lambda_2$, which represents a more peaked Multi-Laplacian prior over $\alpha$, can lead to a sparser conditional structure. As a consequence, it is important to find an appropriate level of sparsity, which can be achieved by resorting to domain knowledge or data-driven cross-validation techniques.

5. Experiments

In this section, we evaluate the performance of CGL on the task of multi-label image classification. In particular, all experiments are conducted on three benchmark multi-label image datasets, including MULAN scene (MULANscene)$^2$, PASCAL VOC 2007 (PASCAL07) [12] and PASCAL VOC 2012 (PASCAL12) [13]. MULAN scene dataset contains 2047 images with 6 labels, and each image is represented

$^2$http://mulan.sourceforge.net/
by a 294-dimensional feature. PASCAL VOC 2007 dataset consists of 9963 images with 20 labels. For PASCAL VOC 2012, we use public available train and validation subsets which contains 11540 images with 20 labels. As for image features of the latter two datasets, two kinds of feature extractors are employed, i.e., the PHOW (a variant of dense SIFT descriptors extracted at multiple scales) features [4] and the deep CNN (convolutional neural network) features [22, 8]. We extract PHOW features of 3600 dimensions by using the VLFeat implementation [38]. For deep CNN features, we use MatConvNet matlab toolbox [39] and the ‘imagenet-vgg-f’ model pretrained on ImageNet database [8] to represent each image as a 4096-dimensional feature. The basic information of the datasets is summarized in Table 1.

The basic information of the datasets is summarized in Table 1. #images stands for the number of all images, #features stands for the dimension of the features, and #labels stands for the number of labels.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#images</th>
<th>#features</th>
<th>#labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULANscene</td>
<td>2047</td>
<td>294</td>
<td>6</td>
</tr>
<tr>
<td>PASCAL07-PHOW</td>
<td>9963</td>
<td>3600</td>
<td>20</td>
</tr>
<tr>
<td>PASCAL07-CNN</td>
<td>9963</td>
<td>4096</td>
<td>20</td>
</tr>
<tr>
<td>PASCAL12-PHOW</td>
<td>11540</td>
<td>3600</td>
<td>20</td>
</tr>
<tr>
<td>PASCAL12-CNN</td>
<td>11540</td>
<td>4096</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1. Datasets summary. #images stands for the number of all images, #features stands for the dimension of the features, and #labels stands for the number of labels.

5.1. Label Graph Structure of CGL

To build up an intuition on structure learning of CGL, we employ PASCAL07 with CNN features to visualize the label correlations under different levels of sparsity regularization. In particular, we fix hyperparameter $\lambda_1 = 0.01$ and let $\lambda_2$ varies in the range $0.001 \sim 0.1$ to check the label graph evolvement. Since CGL models pairwise label correlations via a parametric linear function, i.e., $\omega_{ij}(x) = \alpha_{ij} x$, the label graph is actually dependent on features thus unique for each image. To simplify the visualization of so many label graphs, we use the average feature of training images, i.e., $\bar{x} = \frac{1}{n} \sum_i x^{(i)}$, and consider the average label graph.

Figure 2 presents the graph structure variations as $\lambda_2$ increases. From the four label graphs, the number of edges shrinks as $\lambda_2$ increases. In addition, the maintained edges are consistent with both semantic co-occurrence (e.g., chair and table) and repulsion (e.g., cat and dog) edges. For co-occurrence, “chair” and “table” often co-appear in the dataset and have large positive correlations, thus the edge weight in the label graph is a large positive value. In contrast, “cat” and “dog” share certain visual similarity, though they seldom co-appear in the dataset. These two terms can be easily treated as conditionally independent by considering label only. However, CGL can successfully capture the repulsion between these two terms, which is represented as a large negative edge weight in the label graph. It is not astonishing since CGL takes both feature and label into account when modeling label correlations.

5.2. Comparison Methods and Measures

We compare CGL with the binary relevance (BR) method and six state-of-the-art multi-label classification methods. In this paper, we use logistic regression to implement BR method which is also named as the independent logistic regressions (ILRs) method. Moreover, six state-of-the-art multi-label classification methods - instance-based learning by logistic regression (IBLR) [9], multi-label k-nearest neighbor (MLkNN) [44], classifier chains (CC) [33], maximum margin output coding (MMOC) [46], probabilistic label enhancement model (PLEM) [26] and clique generating machine (CGM) [35] were also employed for comparison study. Note that ILRs can be regarded as the basic baseline and other methods represent state-of-the-arts. In our experiments, LIBlinear [14] $\ell_2$-regularized logistic regression is employed to build binary classifiers for ILRs. Based on ILRs, we implement PLEM by ourselves. As for other methods, we use publicly available codes in MEKA [3] and the authors’ homepages [4, 5].

We use six widely accepted performance criteria to e-
valuate all the methods, including four example based measures (Hamming loss, zero-one loss, accuracy and F1-score) and two label based measures (Macro-F1 and Micro-F1). In general, example based measures encourage the importance of performing well on each example, the Macro-F1 score is more influenced by the performance on rare categories, and the Micro-F1 score tend to be dominated by the performance on common categories. More details of these evaluation measures can be found in [40, 27]. It is worth mentioning that, PLEM, CGM and our method solve MPE inference problem for label prediction (each predicted label is either 0 or 1 thus containing no ranking information). As a result, ranking based measures like mean average precision (mAP) are not suitable for these methods. In addition, all the methods are compared by 5-fold cross validation on each dataset. And the mean and standard deviation are reported for each criterion. For CGL hyperparameters, we fix $\lambda_1 = 0.01$, and set $\lambda_2$ as 0.0149 for MULANscene and 0.003 for PASCAL07 and PASCAL12.

### 5.3. Results and Discussion

Table 2 summarizes the experimental results on MULANscene, PASCAL07 and PASCAL12 of all eight algorithms evaluated by the six measures. Except for Hamming loss, CGL achieves better or comparable results on all datasets with different types of feature. This is because Hamming loss treats the prediction of each label individually. However, CGL performs significantly better than other methods on PASCAL07 and PASCAL12 in terms of the other five measures. Especially in terms of accuracy and F1-score, CGL performs the best on all datasets. It is interesting that these two measures encourage good performance on each example. CGL's outstanding performance on accuracy and F1-score confirms our motivation of exploiting conditional label correlations, which enables example based label graph. In the following, we present a more detailed comparison between CGL and the four different categories of multi-label classification methods.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Methods</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Hamming loss</td>
</tr>
<tr>
<td>MULANscene</td>
<td>ILLR</td>
<td>0.119 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>IMKLNN</td>
<td>0.086 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td>0.104 ± 0.005</td>
</tr>
<tr>
<td></td>
<td>MMOC</td>
<td>0.126 ± 0.017</td>
</tr>
<tr>
<td></td>
<td>PLEK</td>
<td>0.096 ± 0.005</td>
</tr>
<tr>
<td></td>
<td>CGM</td>
<td>0.096 ± 0.004</td>
</tr>
</tbody>
</table>

5.3. Results and Discussion

Table 2 summarizes the experimental results on MULANscene, PASCAL07 and PASCAL12 of all eight algorithms evaluated by the six measures. Except for Hamming loss, CGL achieves better or comparable results on all datasets with different types of feature. This is because Hamming loss treats the prediction of each label individually. However, CGL performs significantly better than other methods on PASCAL07 and PASCAL12 in terms of the other five measures. Especially in terms of accuracy and F1-score, CGL performs the best on all datasets. It is interesting that these two measures encourage good performance on each example. CGL’s outstanding performance on accuracy and F1-score confirms our motivation of exploiting conditional label correlations, which enables example based label graph. In the following, we present a more detailed comparison between CGL and the four different categories of multi-label classification methods.

We first compare CGL with problem transformation
methods (ILRs and CC). We observe that both CGL and C-C outperforms ILRs which validates the improvements obtained by exploiting label correlations for multi-label classification. However, CC has to incrementally conduct training and prediction thus is not scalable to large label space.

Secondly, CGL shows better performance than algorithm adaption methods (IBLR and MLkNN). Both IBLR and MLkNN adopt a local approach to adjust label prediction performance for each image instance. However, such lazy learners can be very inefficient when making predictions especially when the training database is large.

Thirdly, CGL outperforms the label space dimension reduction algorithm MMOC. Though MMOC obtained good performance on PASCAL07-CNN and PASCAL12-CNN, the training of output codes is time-consuming. In addition, MMOC is sensitive to the features at hand since its performance degrades more than other methods when PHOW feature is utilized instead of CNN.

Finally, we compare three structure learning based methods (PLEM, CGM and CGL). One can observe that both CGL and CGM performs better than PLEM on all datasets. This is because PLEM learns the label graph based on label statistics without using the features. On the other hand, CGM learns a shared label graph across all images which lacks flexibility. In contrast, CGL exploits conditional label correlations that are adaptive to different images.

To investigate how CGL exploits label correlations, we present the performance variation of CGL versus the hyperparameter $\lambda_2$ on MULANscene and PASCAL07-CNN. We use the same setting in Section 5.1 by letting $\lambda_1 = 0.01$ and $\lambda_2$ range from 0.001 to 0.1. The results are shown in Figures 3 and 4. To make the performance variation easier to understand, we also provide the curve of #Edges versus $\lambda_2$ in Figures 3(a) and 4(a). According to the two curves, larger $\lambda_2$ encourages graph sparsity which leads to fewer edges. As for the performance curves, we can draw several conclusions. First, the performance almost keeps stable when $\lambda$ is larger than some value since few label correlations have been utilized. Second, utilizing more relevant label correlations can improve the performance. However, adding too many label correlations (especially irrelevant ones) may impair the performance due to overfitting issues.

6. Conclusion

A conditional structure learning approach has been developed for multi-label image classification. Our proposed conditional graphical Lasso framework offers a principled way to model label correlations by jointly considering image features and labels. In addition, our proposed framework is provided with a graceful Bayesian interpretation. The multi-label prediction task is formulated into an inference problem which is handled via an efficient mean field approximate procedure. And the learning problem is efficiently solved by a tailored proximal gradient algorithm. Empirical evaluations confirmed the effectiveness of our method and showed its superiority over other state-of-the-art multi-label classification algorithms.
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