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Abstract

With the increase in wireless sensor networks’ (WSN) applications as the result of en-
hancements in sensors’ size, battery-life and mobility, sensor nodes have become one
of the most ubiquitous and relied-upon electrical appliances in recent years. In harsh
and hostile environments, in the absence of centralised supervision, the effects of faults,
damages and unbalanced node deployments should be taken into account as they may
disturb the operation and quality of service of networks. Coverage holes (CHs) due to the
correlated failures and unbalanced deployment of nodes should be considered seriously in
a timely manner; otherwise, cascaded failures on the rest of the proximate sensor nodes
can jeopardise networks’ integrity. Although different distributed topology control (TC)
schemes have been devised to address the challenges of node failures and their dynamic
behaviours, little work has been directed towards recovering CHs and/or alleviating their
undesirable effects especially in Large Scale CHs (LSCH). Thus, devising CH recovery
strategies for the swift detection, notification, repair and avoidance of damage events are
important to increase the lifetime and resiliency of WSNs and to improve the efficacy
and reliability of error-prone and energy-restricted nodes for many applications. In this
research, the concepts of resiliency, fault management, network holes, CHs, TC schemes
and stages of CH recovery are reviewed. By devising new TC techniques, CHs recovery
strategies that partially or wholly repair LSCHs and increase the coverage of WSNs are
presented such that a global pattern emerges as a result of nodes’ local interactions.
In this study, we propose (1) CH detection and boundary node (B-node) selection al-
gorithms, which B-nodes around the damaged area self-select solely based on available
1-hop information extracted from their simple geometrical and statistical features. (2)
A constraint node movement algorithm based on the idea of virtual chord (v-chords)
formed by B-nodes and their neighbours to partially repair CHs. By changing each B-
node’s v-chord, its movement and connectivity to the rest of network can be controlled
in a distributed manner. (3) Fuzzy node relocation models based on force-based move-
ment algorithms are suitable to consider the uncertainty governed by nodes’ distributed
and local interactions and the indefinite choices of movements. (4) A model of cooper-
ative CHs recovery in which nodes move towards damaged areas in the form of disjoint
spanned trees, which is inspired by nature. Based on nodes’ local interactions with their
neighbours and their distances to CHs, a set of disjoint trees around the CH spans.
(5) A hybrid CH recovery strategy that combines sensing power control and physical
node relocation using a game theoretic approach for mobile WSNs. (6) A sink-based
CH recovery via node relocation where moving nodes consider the status of sink nodes.
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The proposed node relocation algorithm aims to reduce the distances of moving nodes
to the deployed sink nodes while repairing the CHs. The results show that proposed
distributed algorithms (1)-(6) either outperform or match their counterparts within ac-
ceptable ranges.
The significances of proposed algorithms are as follow: Although they are mainly de-
signed base on the available 1-hop knowledge and local interactions of (autonomous)
nodes, they result in global behaviours. They can be implemented in harsh and hostile
environments in the absence of centralised operators. They are suitable for time-sensitive
applications and scenarios with the security concerns that limit the amount of informa-
tion exchange between nodes. The burden of decision making is spread among nodes.
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CHAPTER 1

Introduction

Wireless Sensor Networks (WSNs) have an unprecedented rate of growth in popu-

larity over the past decade, due to their diverse range of applications and miniatur-

isation of electronic circuitry in WSN devices [1–3]. For example, WSNs present

solutions for remote health monitoring [4], decentralised environmental monitor-

ing [5–7] for wildfire [8, 9], tsunamis [10], earthquakes [11], volcanoes [12] as well

as measuring global temperature and CO2 levels in air [13].

Therefore, presently there are considerable research activities in the field of wire-

less sensor networks [1, 2, 14] as they can be used to sense, measure, monitor and

track events and phenomena, especially in hostile and hazardous environments

where the use of a centralised controller is impractical or impossible. Numerous

technological advancements have resulted in compact, low cost devices with sig-

nificant communication and computation capabilities, transforming sensors from

simple measurement and detection devices to intelligent, autonomous systems that

are able to process data and make decisions flexibly in response to environmental

conditions.

Despite these enhancements, it is not possible to protect all sensor nodes from

1
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possible failures and damages due to the nature of their finite battery life, specific

applications and environments (e.g. detection/monitoring of forest fire [8]) with-

out greatly increasing network costs and complexity [15, 16]. Therefore, in order

to overcome the inherently unreliable complexion of sensors, they are typically re-

dundantly deployed in large numbers across the region of interest (ROI) either in a

regular geometric pattern or with a uniformly random distribution [17–21]. How-

ever, node failures can potentially cause a disturbance to the uniformity of such

random deployments or degrade the regularity of predetermined and structured

geometric node distributions.

As a result of gradual exhaustion of stored energy, software/hardware faults, phys-

ical damage to sensor nodes, suboptimal initial node deployments, physical obsta-

cles and/or uncontrolled node movement [22,23], wireless sensor networks may fail

to cover a given area, even though nodes are redundantly deployed to compensate

for their limited range and reliability. Therefore, inadequate coverage gives rise to

coverage holes (CHs) [24] with different sizes and scales. Coverage holes caused

by correlated node failures may not only disturb the performance and quality of

service (QoS) of network in the proximate areas to the en masse failures but may

also jeopardise the integrity of the entire network if not properly and promptly

addressed. This is because it is likely that CHs cause more domino effects and

cascaded failures especially in their immediate vicinity due to local-minima phe-

nomena and increased traffic caused by stateless greedy routing algorithms as data

packets travel along the boundaries of coverage holes [24–26].

One main reason to respond and react to dynamic network changes such as net-

work failures, damages, coverage holes, imbalanced deployment and data traffic in

a timely manner is to maximise the useful lifetime of the network and make it re-

silient to unpredictable factors by either preserving energy or maintaining network
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service to an acceptable level until proper additional repair and reinforcement is

supplied from the outside by operators.

Even if they are not primarily designed to deal with coverage holes, there are

many different topology control (TC) strategies that can be utilised, either alone

or in combination to repair or alleviate holes’ direct and indirect effects on WSNs

[27–34]. Among these solutions, active node relocation and mobility seems to be the

most promising and has been shown to be able to help maintain the coverage and

connectivity of networks if applied properly. However, it is also possible for these

strategies to instead lead to newly-formed coverage holes and topological instability

[21, 22, 35–40]. Therefore, node mobility is a double-edged sword in that it may

either enhance or degrade network performance and quality of service, especially

in terms of coverage and connectivity. Mobility may be classified as one of two

types: uncontrollable mobility (U-mobility) and controllable mobility (C-mobility)

[22, 23, 41]. In the U-mobility, node movements are affected by the environments

(such as flow or waves for sensors on the sea) and are not controllable, while in

C-mobility, the movement of nodes are controlled to compensate for gradual drift

or holes caused by the nodes’ U-mobility.

Recent literature has focused on distributed (as opposed to centralised) node move-

ment schemes in order to cope with the widest possible variety of environmental

conditions and to support the requirements of emerging applications despite lim-

ited battery life and sensor range. Fully autonomous node movement decision-

making based on the node’s surroundings (environment and node neighbourhood)

appear to be the most popular approach to the distributed automatic repair of cov-

erage holes in wireless sensor networks. However, due to the significant amount of

energy required for node mobility and the fact that node mobility is solely for the

purpose of improving sensing and communications (the primary functions of each
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node), design of relocation and movement strategies must give careful considera-

tion to the balance between minimising energy consumption resulting from node

movement, while maximising the benefit of that movement in terms of coverage

and connectivity [39,42–44].

Although it is not a complete solution to the problem of repairing coverage holes es,

the idea of cooperation among nodes [28,45–48] should be considered as an effective

and stable mean to achieve desirable large scale topology control goals in the net-

work while complying with constraints and limitations resulting from autonomous

node movement, guided by distributed energy-aware relocation algorithms.

Therefore, the idea of cooperative recovery in general, and cooperative movement

of mobile nodes in particular, can be defined as evenly sharing the task of move-

ment and relocation among the nodes in which each node contributes its share to

the recovery process of networks, with less or no additional information exchange

among its neighbours. Based on this idea, nodes collaborate with each other within

defined ranges by contributing their local movements to improve the global situ-

ation [49, 50]. The load of this task should either be evenly divided between the

nodes or nodes may autonomously self-select to participate in prospective move-

ments. Subsequently, the available energy and hence the functional lifetime of

networks can be increased by such cooperation in the case of cooperative recov-

ery, with limited and controlled mobility of nodes. The challenge and beauty of

cooperation becomes most obvious in the case of emergent cooperation [49, 50],

in which accumulation of blind behaviour and autonomous decision-making of

nodes eventually results in global network behaviours, which enable the network

to react to topology changes swiftly and flexibly. Design and implementation of

the aforementioned cooperative network behaviours in real-time and time-sensitive

scenarios and applications is challenging and an open research problem.
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The idea of using models that account for the natural uncertainties in informa-

tion possessed by autonomous nodes and their in-range neighbours, is important.

If such models can accurately capture and predict node behaviours given these

uncertainties, distributed algorithms can be applied and implemented more effi-

ciently, robustly and with higher performance. For example, devising a model that

reduces the amount of movements while increasing coverage in the deployed area

by properly considering the uncertainty of virtual forces exerted by autonomous

nodes, has shown to enhance the lifetime of the network [51]. Such model also

allows the proposed distributed node relocation algorithms to be feasible in real

scenarios with available resources of communication and computation [42,51–54].

1.1 Objectives of the Thesis

The objective of this thesis is to propose and evaluate new models and strategies

for making networks resilient to physical damage and node failures, especially cov-

erage holes defined as en masse correlated failures of nodes [55, 56]. Firstly the

concept of autonomous node self-selection around damaged areas is introduced to

limit the number of nodes involved in cooperative hole recovery. Next, a model of

cooperative recovery for coverage holes is proposed using local geometric chords

formed between each boundary node and its selected in-range neighbours. Coop-

erative recovery based on collection of disjoint spanned trees is also introduced

in this thesis, in which coverage holes are repaired by the movement of disjoint

trees spanned based on the nodes’ distance to the damage area through the trees

spanned up to their parents. As one solution to improve network resilience, node

relocation models based on fuzzy systems are proposed in this thesis. This allows

network recovery and node relocation to be performed with a smaller amount of

information exchanged between autonomous nodes. Finally, cooperative emergent
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recovery strategies for coverage holes are proposed, suitable for those applications

and scenarios in which neither safe and secure communication among nodes nor

unlimited energy for movement is available.

At present, an objective comparison of alternative techniques for active node re-

location is challenging due to a number of factors. Firstly, although the concept

of resiliency exists in general, not only in wireless networks but also in wired net-

works, clear and unambiguous definitions of network-wide resiliency are not yet

established in the literature [56–63]. Secondly, as yet there are no widely accepted

standard performance metrics for hole detection and recovery. Many of the reloca-

tion algorithms are geared towards balancing deployment and repairing small-scale

coverage holes. Since many of these algorithms are primarily designed to apply

to all nodes in the network, their efficacy and respective advantages and disad-

vantages when restricted to only a subset of nodes have not yet been examined.

Therefore, adapting and refining suitable performance metrics to properly com-

pare proposed approaches for detection and recovery of large scale coverage holes

via selected node movement, is a key challenge.

1.2 Thesis Organisation

The thesis is organised as follows:

• Chapter 2 presents a literature review that related work mainly in wireless

sensor networks (WSNs), including network resiliency, event and faults, fault

management, and various types of network failures such as coverage hole

are discussed. Phases of the fault management and the stages of networks’

failure recovery are presented. Different topology control schemes such as

relocation of nodes are introduced. The concepts of cooperation, emergence
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and autonomy in the complex and multi-agent systems that can be applied

to WSNs’ are introduced.

• Chapter 3 introduces the concept of boundary node selection, in which nodes

at the proximity of coverage holes (boundary nodes) are self-selected for use

in prospective recovery processes. Boundary selection is of great importance

because not all boundary nodes in the immediate proximity of the damage

event/phenomenon (i.e. the coverage hole) are necessarily required to be

considered for possible participation in the prospective recovery processes.

Therefore, node selection (similar to node retransmission scheduling) based

on different criteria and parameters aims to reduce unnecessary redundancy,

while conserving the network resources. Nodes should be carefully selected to

be active around coverage holes in order to ensure that the overall lifetime of

the network is maximised, and to avoid the inadvertent expansion of damaged

regions through cascaded failures.

• Chapter 4 presents an autonomous movement strategy for boundary nodes

towards the coverage hole to repair the damaged area. The movement of

nodes is fully autonomous and solely based on the knowledge of each node’s

neighbours. As each node forms a chord with its selected neighbour, called

an α-chord, each node moves towards the coverage hole, and at the same

time tries to maintain connectivity with its immediate neighbours. These

movements result in emergent behaviours which contribute to the repair of

the damaged area. By appropriately setting α-chord parameters for each

node, the emergent behaviour of the recovery process can be modified into

coverage hole avoidance, depending on the specific application.

• Chapter 5 introduces a simple, fuzzy logic node relocation model in which

each node exerts radial and angular forces on its neighbours as a function
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of their distance. Since in distributed node relocation models, nodes only

have local visibility, decisions on the amount of movement for each node

would be taken with a degree of uncertainty. Therefore, nodes may oscil-

late before reaching their final locations, which may unnecessarily exhaust

their batteries. Hence, fuzzy movement models should be able to accurately

predict future behaviour of neighbours and account for the uncertainties of

neighbouring node movements in each iteration. This chapter is divided into

three parts: in the first part, fuzzy parameter and membership functions are

defined based on the expert knowledge of the scenario; in the second part,

the required parameters are obtained by applying particle swarm optimisa-

tion (PSO) in different zone ranges around nodes in the first iteration; and

in the third part, the fuzzy parameters obtained by PSO are modified and

tuned with regards to nodes and the status of their in-range neighbours,

not only for the first iteration but also for every movement iteration. These

parameters are tuned based on the required performance metrics, such as

percentage of coverage, uniformity, and average movement, such that these

metrics, or a weighted combination of them, reach an optimal point within

the assigned area.

• Chapter 6 proposes a cooperative movement algorithm based on the disjoint

spanned trees, such that each disjoint tree moves toward the coverage hole as

the nodes in each tree follow their nearest immediate parents. By the sequen-

tial movement of the nodes in each tree, the deployment and connectivity

of nodes is kept balanced, and at the same time the amount of exchanged

information is limited. In this model, nodes are concerned only with their

closest parents as they move towards the coverage hole.
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• Chapter 7 proposes a game-theoretic approach to recover the CHs in a

distributed manner where sensors have little or no knowledge about other

sensors’ actions. The key idea is that a potential game between the sensors

is formulated, where each mobile sensor in the network only requires local

knowledge from its neighbouring nodes and takes CH recovery actions re-

cursively with global convergence. Two actions of physical relocation and

sensing range adjustment can be taken at each sensor in the proposed po-

tential game. Appropriate actions can be taken to reduce the CHs in an

energy efficient way. Simulation results show that the proposed potential

game-theoretic approach is able to significantly increase network lifetime

and maintain network coverage in the presence of random damage events

when compared to the prior counterpart.

• Chapter 8 explores how, unlike sporadic node failures, coverage holes emerg-

ing from multiple, temporally-correlated node failures can severely affect

quality of service in a network and put the integrity of entire wireless sensor

networks at risk. Conventional topology control schemes addressing such

undesirable topological changes have usually overlooked the status of par-

ticipating nodes in the recovery process with respect to the deployed sink

node(s) in the network. In this chapter, a cooperative coverage hole recovery

model is proposed which utilises the simple geometrical procedure of circle

inversion. In this model, autonomous nodes consider their distances to the

deployed sink node(s) in addition to their local status, while relocating to-

wards the coverage holes. By defining suitable metrics, the performance of

our proposed model performance is compared with a force-based approach.

• Chapter 9 presents a general conclusion and discusses potential future re-

search directions.
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1.3 Summary of Contributions and Publications

The principal contributions discussed in this thesis are as follows (with relevant

publications):

• Survey on coverage hole recovery

– A. Rafiei, M. Abolhasan, D. R. Franklin, W. Ni, and F. Safaei, “A

survey on coverage hole recovery in wsns,” To be submitted to IEEE

Communications Surveys & Tutorials, 2017.

• Boundary selection algorithms in which nodes autonomously self-select using

simple geometrical properties deduced from their local visibility, which allow

them to decide whether to participate in the prospective network recovery.

Papers relevant to this idea include:

– A. Rafiei, “Boundary node selection algorithms by simple geometrical

properties in wsns,” in Fifth Asia Modelling Symposium (AMS), 2011,

May 2011, pp. 221–226.

– A. Rafiei, M. Abolhasan, D. Franklin, and F. Safaei, “Boundary node

selection algorithms in wsns,” in The 36th IEEE Conference on Local

Computer Networks (LCN), 2011, October 2011, pp. 255–258.

• Node deployment using uncertain model of fuzzy logic:

– Y. Maali, A. Rafiei, M. Abolhasan, D. R. Franklin, and F. Safaei, “A

fuzzy logic node relocation model in wsns,” in 6th International Con-

ference on Signal Processing and Communication Systems 12 - 14 De-

cember 2012, Gold Coast, Australia, 2012, pp. 1–6.
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– A. Rafiei, Y. Maali, M. Abolhasan, D. R. Franklin, F. Safaei, and

S. Smith, “A tuned fuzzy logic relocation model in wsn using particle

swarm optimization,” in 2013 IEEE 78th Vehicular Technology Confer-

ence: VTC2013-Fall 2-5 September 2013, Las Vegas, USA, September

2013.

– A. Rafiei, Y. Maali, M. Abolhasan, D. Franklin, and S. Smith, “An iter-

atively tuned fuzzy logic movement model in wsn using particle swarm

optimization,”in 2013 7th International Conference on Signal Process-

ing and Communication Systems (ICSPCS), Dec 2013, pp. 1–7.

• Coverage hole recovery using α−chords:

– A. Rafiei, M. Abolhasan, D. Franklin, and F. Safaei, “Wsns coverage

hole partial recovery by nodes’ constrained and autonomous movements

using virtual alpha-chords,” in 2012 The Eighth International Confer-

ence on Wireless and Mobile Communications (ICWMC), 2012, pp.

74–80.

• Recovery of coverage holes using disjoint spanned trees:

– A. Rafiei, M. Abolhasan, D. R. Franklin, and S. Smith, “A case study

for choosing proper relocation algorithms to recover large scale cover-

age hole(s) in wireless sensor networks,” in 1st Workshop on Advances

in Real-time Information Networks, 7-10 August, Sydney, Australia.

epress UTS publishing, August 2013.

– A. Rafiei, M. Abolhasan, D. R. Franklin, F. Safaei, S. Smith, and W. Ni,

“Effect of the Number of Participating Nodes on Recovery of WSN

Coverage Holes,” To Appear in 27th International Telecommunication
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– A. Rafiei, M. Abolhasan, D. R. Franklin, F. Safaei, S. Smith, and W. Ni,

“Cooperative Recovery of Coverage Holes in WSNs via Disjoint Span-

ning Trees,” To Appear in 11th International Conference on Signal Pro-

cessing and Communication Systems, December 2017.

• Recovery of Coverage hole using Hybrid Topology control Schemes:

– M. Abolhasan, Y. Maali, A. Rafiei, and W. Ni, “Distributed hybrid

coverage hole recovery in wireless sensor networks,” in IEEE Sensors

Journal, vol. 16, no. 23, pp. 8640–8648, Dec 2016.

• Recovery of Coverage hole in addition to considering the sink node:

– A. Rafiei, Y. Maali, M. Abolhasan, and D. Franklin, “A geometrical

sink-based cooperative coverage hole recovery strategy for wsns,” in

2015 9th International Conference on Signal Processing and Communi-

cation Systems (ICSPCS), Dec 2015, pp. 1–8.

1.3.1 Contributions not covered in thesis

The following contribution is covered in this thesis, however, it has related material:

• A. A. S. Ali Rafiei, “A network recovery strategy scheme based on network

failure scenarios and topologies,” in International Conference on Communi-

cation and Vehicular Technology (ICCVT),Hanoi, Vietnam, 2010.



CHAPTER 2

Related Work

It cannot be overlooked that different applications of wireless sensor networks

(WSNs) to different areas of daily life are emerging. In order to have continuous

and reliable services and resilient WSNs, different types of fault management mech-

anisms many of which mainly stem from those of the wired counterparts, should

be properly taken into account. Fault recovery and/or avoidance, as part of fault

management mechanisms, can benefit from an arsenal of devised topology control

schemes to sustain networks operational to acceptable levels. The migration from

centralised to distributed topology control schemes has enabled networks to use

a set of fragile, limited resources, and error-prone sensor nodes to be given more

autonomy in decision making, less reaction time and lower traffic among nodes.

As the result of such migration, global behaviour and cooperation in WSNs fault

management emerge. In this chapter, a review of network fault management and

recovery of networks under fault mainly due to physical node failure is provided.

The concepts of autonomy and cooperation as in WSNs is also presented.

In this chapter, different concepts of network resiliency, resiliency in WSNs, topol-

ogy control schemes, network faults and events, fault management techniques, and

13
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different types of network failures, are comprehensively presented. The definition

of network recovery and its stages in both wired and wireless networks are also

presented.

In order to avoid the unnecessary redundancy of providing a wide spectrum of

previous surveys, the focus is more on presenting an overall picture along with

required concepts. Finally, possible challenges and future directions are explored.

A stack diagram of the chapter’s sections is shown in the Figure 2.1.

2.1 Wireless Sensor Networks

Recently, WSNs have attracted the attention of industry and academia as they

have become a suitable candidate in sensing, measuring, monitoring and tracking

events and different phenomena, especially in the harsh and hostile environments
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in the absence of central supervision [1,2,14,64–67]. A wide range of improvements

in size, battery life, manufacturing costs, communication/computation power in

addition to the introduction of new features such as mobility and autonomy into

the sensor nodes of different sensing models (i.e. binary, probabilistic, omni-

directional, and directional [65,68,69]) has enabled WSNs to be used effectively and

flexibly in applications with no infrastructures. Yet far from being fault-free and

reliable, sensor nodes are becoming ubiquitous in appliances and devices in the di-

verse environments [9,10,22,45,65,70–86]. Therefore, in order to efficiently harness

the potentials of WSNs, different challenges and constraints with respect to nodes’

limitations (e.g. energy consumption, limited bandwidth, heterogeneity and fault

tolerance), their environments of deployment, their types (if equipped with differ-

ent types of sensors) in addition to WSNs’ topology changes, scalability, reliability

and targeted applications should be addressed [2, 10,45, 65,66,70,72,87–91].

Forster et al. [67, 92, 93] considered WSNs’ challenges mainly as topology changes

and mobility, harsh environments, wireless ad hoc medium, resource limitation.

Madarasz et al. [94] presented a definition of environment as a collection of ob-

jects from the group considered as indirect elements that do not belong to the WSN

infrastructure, but play an essential role in the behaviour of network. Forster et

al. [67] divided sensor nodes into ’passive’ and ’active’ where the former passively

sense and measure their environments without affecting it, while the latter are

required to actively influence their environments in order to measure them; for

example, by emitting light or sound waves. Thus, active sensors’ energy consump-

tions are expected to be much higher than passive sensors. The authors [67] also

considered the special case of human as a sensor which used in crowd-sourcing

and participatory sensing applications such as a person taking pictures of events

or writing a review of a restaurant. Similarly, the authors [67] considered actua-

tors, which, instead of sensing or measuring a phenomenon, they manipulate their
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environment. The concepts of distributed and mobile sensor networks are briefly

introduced here.

2.1.1 Distributed WSNs

Distributed systems are defined by Yera Gomez [95] as ’a set of nodes, connected

by a network, which appear to its users as a single coherent system’.

Iyengar et al. [64] defined a distributed sensor network (DSN) as

’A set of spatially scattered intelligent sensors designed to obtain mea-

surements from the environment, to abstract relevant information from

data gathered, and to derive appropriate inferences from the informa-

tion gained’.

One of the characteristics of DSN is that they operate over the large areas for

long periods of time and with minimal human supervision via stationary and/or

mobile sensor nodes, such that their sensors may communicate, yet their topology

is unlikely to be fixed or known, and communication bandwidth will be limited

(Nicholson et al. [96]).

2.1.2 Mobile WSNs

By adding mobility to sensor nodes and reducing costs, WSNs are able to address

some of challenges and be applied in many emerging applications. A survey by

Rezazadeh [97] gives an overviews of mobile wireless sensor networks (MWSNs)

for emerging applications, summarises the challenges of bringing mobility into

WSNs and suggests solutions to address problems such as energy consumption

and adapting to different environments (for example hostile and dynamic environ-

ments). Rezazadeh [97] considered the challenges of static sensor nodes in harsh

and dynamic environments, of which some are lack of complete sensing fields cov-
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erage after the initial deployment, increased the possibility of the network being

partitioned into several isolated subnets (islands); dynamic changes in the face of

different obstacles; and node failures due to damage and/or exhaustion of error-

prone and battery limited nodes. This is because the nodes’ capabilities and flex-

ibilities can be increased by embedding mobility in them to address the aforesaid

challenges and enable nodes to perform multiple missions under various circum-

stances. It should be noted however that, MWSNs lead to emerging issues and

problems [97]. The author [97] distinguishes between the mobile ad hoc networks

(MANETs) and MWSNs in the sense of arbitration and intention of mobilities

in the former and the latter networks respectively in which the movements are

applied in the controlled manner in MWSNs. Rezazadeh [97] classified different

mobile nodes based on their roles in networks, as Mobile Embedded Sensor which

has no control over its own movements; rather, its motion is directed by some

external force; Mobile Actuated Sensor which has locomotion abilities to move in

the sensing region and can be used to increase the coverage; Data Mule which is

able to collect data and deliver it to base stations are assumed to recharge auto-

matically; and Access Point which positions itself to conserve connectivity as a

network access point. Paper [97] also considered mobile base stations as a solution

to the problem of surrounding nodes’ energy consumptions and failures that are

able to increase the channel capacities and reduce the length of paths (i.e. number

of hops) to the destinations.

Paper [97] enumerated mobile WSNs challenges as: localisation, as it is not easy to

keep a record of continuously relocating nodes in deployment area, requiring addi-

tional energy and the availability of localisation services; Routing, as the routing

information should be dynamically updated throughout the path to destination;

and power consumption as the actual physical movements should be added to the

consumed energy in network.
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By acknowledging the increase in energy consumption in mobile wireless sensor

networks (MWSNs), Selmic et al. [86] listed advantages of of mobility in such

networks as 1) ability of network to wholly/partly reconnect connectivity gaps if

some parts of network are disconnected as the result of nodes’ battery depletion;

2) preventing unbalanced battery node depletion and failure as the results of un-

even traffic flow toward sink nodes and base stations; 3) providing multiple paths

with presence of the mobile nodes in different parts of network in order to have

an increase in channel capacity and integrity of transported data throughout the

network. The authors consider MWSNs in three different forms of planar, 2-tier

and 3-tier architectures. In planar, both mobile and stationary nodes communi-

cate with one another. In 2-tier architecture mobile nodes form overlay network

responsible for moving data. In 3-tier architecture, data handed from station-

ary to mobile nodes and then from mobile nodes to access points. Despite the

benefits of MWSNs, continuous localisation of mobile nodes is challenging com-

pared to static nodes such as latency and movement-related signal variations (e.g.

Doppler effect). This is because, locations of mobile nodes are reliable if as soon

as they are measured and should be estimated and error may be propagated due

to node movement; otherwise, should be repetitively evaluated with additional

computational and communicational resources. According to the authors, there

is a trade-off between the localisation latency and its accuracy which distributed

localisation algorithms are proposed to reduce latency and address such trade-off.

2.1.3 Coverage and Connectivity

Selmic et al. [86] defined WSNs coverage as the ’ratio of the space covered by the

sensor nodes, to the total space of interest ’. Similar to art gallery problem [98]

coverage, as important measure of Quality of Service (QoS), represents the quality

of sensor nodes on performance of monitoring their designated area in WSNs. Thus



Related Work
19

coverage should properly managed [86,99].

Monitoring region of interest via optimal deployment of sensor nodes can address

the coverage problem. Selmic et al. [86] considered coverage as,

• Coverage via Subset Selection. This coverage assumes that there is redun-

dancy in the deployment of nodes and areas require to be monitored by more

than one sensor node. So based on level of desired coverage, minimal subset

of sensors is selected and remaining sensor nodes are kept off in order to

reduce the nodes power consumptions.

• Coverage via Homology. The absence of sensing coverage can be found by

using homology via nodes connectivity.

Selmic et al. [86] considered the importance of connectivity in a sense that informa-

tion can not be transmitted to the designated base stations or gateways. Coverage

and connectivity are two of the criteria for the performance of algorithms, and im-

portant factors in wireless quality of service [44, 100–102], Wang et al. [38], Miao

et al. [102]. Therefore, different algorithms and schemes have been devised to in-

crease coverage and connectivity, reduce consumed energy by taking many of the

challenges and natural limitations of WSNs into account [38, 65, 69, 97, 102–111].

Miao et al. [102] present a different coverage categories via a sensor deployment

algorithm which improves the coverage of the area/object of interest (AOI/OOI).

According to Kott [112], higher connectivity gives a better view of systems’ com-

plexity and influences on the systems’ robustness and resiliency. Connectivity can

be used for deducing the relative locations of nodes (localisation) as in Shang et

al. [113]. Younis et al. [110] consider the reachability and connectivity of sensor

nodes in the deployed area and role of nodes’ connectivity in measurement and

forwarding the traffic to sink nodes. Paper especially emphasises on sensor to base

stations (BS) connectivity as nodes can be kept reachable to each other in many
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applications such as disaster management and recovery. With regard the effects of

node failure due to external physical damage or hardware malfunction on network,

the authors considered proactive and reactive fault-tolerant techniques as solutions

to connect and restore the inter-segments connectivity.

Zhu et al. [69] brought survey on networks’ static and dynamic coverage preser-

vation, maintenance of connectivity as well as different deployment strategies in

WSNs. The authors considered the relationship between coverage and connec-

tivity such that sufficient condition for 1-coverage to imply connectivity is when

RC ≥ 2ṘS. In Amitabha et al. [44] the concept of coverage and connectivity, the

effects of mobility and node deployment on network coverage are introduced. It

should be noted that connectivity and coverage ought to be considered at the same

time. However, by existence of coverage, existence of the connectivity with high

probability can not be inferred and vice versa.

Bai et al. [114] propose optimal deployment patterns of nodes as defined as pat-

tern mutation in which nodes have small relations of communication to the sensing

ranges (rc/rs) for given k-connectivity and the complete coverage. This approach

seems to be beneficial in cases where ranges should be changed with respect to the

environment, the relative power of the nodes and the sensor nodes’ density.

Selmic et al. [86] defined the concept of 1-coverage and k-coverage with regard the

number of nodes covering every point of interest and the absence of 1-coverage as

hole in the coverage of network. The authors consider hole as 1-hole, as lack of at

least one sensor node to cover the point of interest in the given area.

2.1.3.1 Coverage Categories

Among more early works, Gage [115] divided coverage (by robots) into three

classes; Blanket Coverage (attempt to maximise coverage of the area of the in-

terest), Barrier Coverage (attempt to minimise the chance of intruder penetrating



Related Work
21

Coverage
Categories

Point (of inter-
est) Coverage

Spatial,Temporal
Coverage K-Coverage Barrier Coverage Directed Coverage

Instantaneous,
Cumulative

Figure 2.2: Coverage Categories

the barrier), and Sweep Coverage(equivalent of a barrier moving across the area

of interest). Different types of coverages are briefly listed here, which may overlap

with respect to their concepts and applications (Figure 2.2).

• Point (of Interest) Coverage (Yange et al. [116], Li et al. [117–119], Mia

et al. [102] , Li et al. [66]). In such coverage, specific points, called points of

interest (POI) rather than regions of interest (ROI) are covered by sensors.

The objective of point coverage is different from conventional coverage in

which the aim is to maximise the sensing coverage of a deployment area.

Mia and Yun-Qian [102], defined point coverage as covering a set of critical

locations or positions which can be monitored more accurately, instead of

whole area. In [119], circular-focused coverage in which focused areas (areas

of interest) have more priority for coverage, and such priorities decrease as

we move further from the given areas of coverage.

• Barrier Coverage (Tian et al. [120], Tao et al. [121], Mia et al. [102], Liu

et al. [122], Kumar et al. [123], Li et al. [66]). The barrier coverage model,

formed by lines of sensors throughout the entire monitored area, provides

the ability to detect intruders. To have guaranteed detection, proper overlap

of outdoor deployed sensors is required. In randomly distributed nodes, dis-

patching mobile nodes (such as robust nodes with additional environmental

protections and moving motors) to the locations of failed nodes to address
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the vulnerability and increase the survivability of sensors (regular nodes lack-

ing protection) in harsh environments exposed to snow and rain seems to be

more economically justifiable and applicable than using the nodes with addi-

tional protections. In sustaining the barrier coverage of improperly deployed

nodes, minimising the overlap sensing ranges and consumed energy, node

relocation algorithms are applied.

• k-Coverage (Xu and Zhu [124], Zhu et al. [69]). K-coverage is the measure

of the quality of observation of the physical space and the environment by

sensors. In k-coverage, each location is within the range of at least k sensors.

• Directed Coverage (Bai et al. [125], Guvensan and Yavuz [65]). In directed

coverage an intruder penetrating directionally into area enclosed between

two boundaries of source and destination are detected. These boundaries

are where the penetrators enter and exit into a network. According to the

authors, for the areas of an arbitrary shape, directed coverage is considered to

be a general case of barrier coverage. Directed coverage and the intention of

an intruder would affect network deployment, network design, and repair and

configuration runtime. Limitations of sensors, their costs, the environment

and scale of the area of deployment are taken into account to increase the

penetration detection in such areas.

• Spatial vs Temporal Coverage (Liu et al. [126], Miao et al. [102], Ammari

et al. [127], Chang et al. [128,129], Leonard et al. [45]). Spatial coverage is the

area of coverage represented as the fraction of AOI covered by sensors [102].

Points of interest have temporal coverage if is monitored and covered for a

specific duration of time. Such temporal coverage applies where the number

of mobile nodes either is not enough for full coverage, or the coverage of

an area of interest for the entire time is not required. Balatin et al. [130]

defined frequency of coverage as the frequency of each position of interest

being covered for a duration of the time by sensor nodes.
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• Instantaneous vs Cumulative Coverage (Miao et al. [102], Zhu et al.

[69]). Unlike instantaneous coverage, according to the paper by Miao et

al. [102], in cumulative coverage, the mobile sensors in WSNs where dynamic

and distributed nodes have the ability to (autonomously) move and cover

different uncovered areas in a timely manner and for the required period.

• Target Coverage (Miao et al. [102], Guvensan and Yavuz [65]). In target

coverage, a group of sensors track and inspect targets with higher visibility

and greater accuracy. Sensor nodes relocate such that the coverage of targets

is enhanced. Miao et al. [102], consider the surveillance of objects as object

detection (determining the presence or absence of objects or their related

information in the AOI by sensing nodes), object tracking (determining their

place and following the movement of objects), and object recognition (in order

to conclude the characteristics of objects).

Li et al. [66]) classified coverage into high, medium and low granularity coverage

with regard to the quality of sensed/covered areas. In high granularity cover-

age, each point of target should be sensed in order to ensure swift response and

detection of events, which usually done via and considered as, blanket coverage,

which increases deployment costs. Medium granularity tries to covers every path

crossing, as in barrier coverage, to detect possible intruders. Medium granularity

has a delay, and intruders must pass movement path to be reliably detected. In

Low granularity coverage, sparse network tolerate delay in detection of event and

areas are covered by usually mobile nodes in order to lower cost of deployment

and maintenance.
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2.2 Effect of Mobility

Random, improper initial node deployment and obstacles lead to inefficient re-

sources utilisation which results in network holes. The aim of different schemes

such as node deployment [18], relocation and movements [21,131,132] are to simply

compensates all or parts of coverage holes [133].

Integrating mobility into sensor nodes and applying it in controlled manner have

provided much flexibility and the ability to address the challenges and issues in

WSNs. Yet, at the same time it has introduced new problems and open questions

such as topological instability [41, 134, 135]. Playing as the double edge sword

[65,97], the mobility of nodes can affect networks’ performance, such as networks’

lifetime [51], (MANets) routing [136], the coverage and connectivity of network

[137,138], detection effectiveness [102,135], etc.

2.2.1 Mobility Classification

Mobility models and patterns can be divided into many aspects within the context

of WSNs. By considering a wide spectrum of mobility models and patterns in

wireless networks geared for different applications and solutions in the literature

[41, 45, 102, 134, 137, 139, 140], some conventional classifications of mobility are as

follows (Figure 2.3):

• Coordinated, Emergent, and Random Mobility Models (Miao et

al. [102], Leonard et al. [45]). Fully coordinated mobility models have high

efficiency and good controllability, but they are non-scalable and lack ro-

bustness. Coordinators can be assigned before or be elected as is done in

cluster head nodes, and this process of election can be performed centrally

or be distributed. Coordinators also have their own form of hierarchy as in
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hierarchical cluster heads. Fully random mobility models are easy to imple-

ment and are environmentally adaptable, although they have low efficiency

and unpredictable performance. Emergent mobility models have high scal-

ability, flexibility and robustness while having difficult global controllability

and unpredicted system status. If nodes move in as a group cooperatively

such that nodes reaches/emerge to a common goal or fulfilled a shared task

as the result of such movements. A cooperative movement can be but not

necessarily group movement. Node can autonomously and independently

move in different part of the network and yet realise some operational goals.

• Passive and Active Mobility Models (Santi [139]). In passive mobil-

ity models, node movements are triggered by external forces (such as wind,
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animal movement, ocean currents, etc.) and nodes are not able to have

autonomous movements. The author divided further the passive mobility

models into sensor nodes, which are embedded in mobile entities, for exam-

ple people, animals, moving vehicles and so on that move the sensor nodes

and deployed nodes which are not fixed and are free to move, such that their

movements in the environment are affected by external forces, such as wind

and ocean waves. In active mobility models, self-propelled motion capabil-

ities contribute to the movements of nodes. Nodes (including sink nodes)

can choose the direction, speed and timing of movements. Active mobility

models are suited to situations in which coverage or collection of data for

initial random deployment of nodes are either maintained or increased by

such movements. Better data collection, network lifetime and efficiency of

sensor nodes can be achieved by using mobile sink nodes.

• Controllable and Uncontrollable Mobility Models (Luo et al. [141]).

In uncontrollable mobility (U-mobility), node movements and locations are

affected by the environments such as flow or waves (for sensors on the sea),

which are neither easily predictable nor controllable. Such U-mobility would

cause (coverage) holes or disconnections between nodes. In controllable mo-

bility (C-mobility), the movement and relocation of nodes are controlled to

compensate for gradual drift, or to repair failures and holes caused by the

nodes’ U-mobility.

• Unconstrained and Constrained Mobility Models (Chellappan et al.

[43]). In the constrained mobility model, the maximum movement distances

of sensors are limited. Such limitations are considered to due nodes’ physical

characteristics and energy. Limited movements also keep the integrity of

network and possible collision as nodes are not relocated large distances.

However unlike in the unconstrained mobility model, nodes take longer to
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reach their objectives, targets or follow their planned paths. The limited

movements of nodes can be known either in the centralised or distributed

style.

• Entity and Group Mobility Models (Book by Roy [134], Rezazadeh et

al. [97], Hong et al. [142], Miao et al. [102], Olfati Saber [143], Leonard [45],

Suzuki et al. [144]). In entity movement model, nodes individually move

either randomly or deterministically to their targets, or wander around in

their given fields. In group movement model, nodes move in groups as they

are divided into different sets of nodes moving in their fields. Although,

nodes move in their groups; they have their own deterministic or random

movements. Nodes in the group mobility model configure their mobility be-

haviours, such as velocity, direction and amount of displacement (in the given

iterations), within groups to reach common goals of orientation, velocity and

so on. The idea of collective motion in [45] was used to increase the sensing

precision in harsh environments such as the ocean. Some of the collective

motions are based on flocking theory [143], [145].

• Application-Based Mobility Models (Aschenbruck et al. [146], Tang et

al. [147]). Some mobility models are geared to address specific applications.

In [147], group mobility of nodes is applied in military application to max-

imise the mobility and transmission path privacy by moving the nodes in

groups and the cluster in a triangular path shape by accepting and min-

imising the increase in overheads and distances among nodes using diamond

group mobility (DGM) for the battlefields and movement of soldiers around

the commander.
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2.3 Effect of Localisation

Localisation accuracy can affect the performance of large scale sensor network.

In order to react and make decision upon the sensed data, the location of sensor

nodes becoming more important such as in routing and topology control [86].

Many mobility models implicitly or explicitly assume the presence of GPS or

other methods of localisation in their implementation and analyses [101]. In many

scenarios the location of nodes should be deduced relatively to their neighbours

(Wang et al. [100], [148]). The partition or merging of groups of nodes in each

mobility model can have effect over the performance of routing, relocation and

recovery algorithms when nodes are relocated to address other issues in networks.

Wang et al. [100] provide brief but comprehensive classes of sensor localisation as;

proximity-based, where the precision of estimation depends on the number of ref-

erence neighbourhoods of a node; range-based where localisation is performed with

distance information in sparse networks; and angle-based which adds the cost of

angular measurement to the distance. Franceschini et al. [149] presented three lo-

calisation approaches as time of arrival (TOA), received signal strength (RSS), and

angle of arrival (AOA). These localisations can be combined together to reduce

complexity and increase precision of localisation (Wang et al. [100]).

2.4 Network Resiliency

Resilience as ’rebound’ and ’action of springing back’, Laprie [150] presented the

definition of resilience within different contexts such as ecology, business and in-

dustry safety with respect to notations of persistence, stability and diversity. The

author considered common definition of resilience as ’the ability of successfully ac-

commodate unforeseen environmental perturbations and disturbances ’ and differen-
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tiated the fault-tolerant from resilient systems in the sense that the former neglects

the unpredicted phenomena system may undergo. With the booming growth of

ubiquitous systems in terms of small mobile computers, huge servers and super

computers, as author’s definition of resilience, he called attention to importance

of keeping the ability of such systems in the sense of delivering justifiably-trusted

services in the face of continuous changes. Different definition of resilience is as

’The persistence of the avoidance of failures that are unacceptably frequent or se-

vere, when facing changes ’. The author considered the changes to systems with

respect to their nature, prospect and timing. Changes with regard to their nature

can be functional, environmental or technical (both in hardware and software).

Prospect of changes can be foreseen, foreseeable or drastic. Timing of changes can

be short, medium, or long terms.

Encompassing a large spectrum of definitions, the concept of network resiliency is

different with respect to its applications, objectives, addressed challenges, types of

networks, and in distributed and complex systems. Due to its importance in net-

work analysis and design, the concept of network resiliency, especially in wireless

networks, is briefly introduced.

In one early attempt to provide clear definition, the concept of network resiliency

and its probabilistic measure was presented in Najjar and Gaudiot [60]. With re-

spect to the number of nodes and their degrees, the authors considered the problem

of network fault tolerance with respect to probability of disconnection for regular

graph network topologies. In their work, they suggested the probabilistic measure

of network fault tolerance as the indicator of network resilience, NR(p) and defined

as the number of failures a network can sustain while remaining connected with a

probability (1 − p) Resiliency of network was presented as the tolerance level of

a network facing failures. Analysis was done only for specific regular graphs, the

authors, defined degradable level, or graceful degradation as maximum number
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node failures which a network can tolerate with a given probability.

A survey by Gupta et al. [151] investigated the concept of reliability of a sys-

tem and suggested that wireless sensor network as virtual entities composed of

distributed physical sub-entities of sensor nodes which such sub-systems would

collaboratively operate with one another. The authors categorised the reliability

of WSNs as reliability of coverage (sensing), reliable packet delivery, reliable secure

data exchange, availability of network, and network latency.

• Reliability of coverage (sensing). Gupta et al. [151] took into account

the effect of (regular basis) failure of nodes within networks in their ability to

acquire and collect information and to address such problem with the solution

of redundancy in deployments, which results in overlap/multiple coverage of

areas of interest, as this solution in contract to minimal coverage, provides

the required coverage.

• Reliable of packet delivery. The nature of unreliable and shared medi-

ums of communication is a significant factor in the ability and quality of

node communications, such as flow of aggregated information toward the

sink node, which is worsened by failure of nodes.

• Reliable secure data exchange. Due to the wireless feature of the

medium, the interception of the exchange information may increase lead-

ing to compromised networks by either injecting false information or taking

control of the network.

• Availability of network. Considered as operational availability which is

implication of system reliability and probability of the system to perform its

task in a given time. System availability can be considered as the provided

services, such as sensing/detecting events and propagating information to

the sink node. Therefore, failures reduce the availability and in sequel the

lifetime of network.
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• Network latency. Receiving information in an integrated and timely man-

ner (with possibly required constraints) may significantly affect decision mak-

ing in WSNs.

As well as ’end-to-end’ or ’hop-by-hop’ communication, authors in [151] also clas-

sified techniques with regard to re-transmission of packets and redundancy for

reliability in packet delivery and events detection of the WSNs.

Network resiliency can be defined with respect to network recovery, survivability

and reliability in wired networks (Grover [152], Vasseur et al. [153]).

Considering the broad applications of WSNs in the infrastructure-less environ-

ments, Al-Kofahi et al. [154], have taken into account limited resources, interfer-

ences, device impairments and harsh environments for nodes and link damages

and defined survivability as the capability of a network to deliver data successfully

in a timely manner even in the presence of failures.

Presenting the concept of resiliency in the context of complex networks, Deffuant

et al. [155] tries to model patterns of resilience and viability in complex systems

viability in different fields of ecology, sociology and psychology.

Huang et al. [156] distinguished between resilience, robustness, and survivability.

Resilience is considered as the ability to recover to original status with the goal of

making network fault-tolerant. Robustness is defined as the ability of network to

resist attacks, but not necessarily with the implication of restoring from failures

such that the robustness of a system makes network difficult to degrade under

attack. Survivability makes network very hard to collapse or impair completely.

Work by Kott and Abdelzaher [112] defined the concept of complex systems and

their robustness and resiliency. The authors listed different types of failures and

presented approaches to render networks robust/resilient to such failures. In order

to devise suitable recovery strategies, the authors suggested that proper under-
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standing, prediction and evaluation of complex systems, as well as consideration

of complex networks’ vulnerabilities are important for systems which are governed

by connected and distributed paradigms. Such networks have to interact in envi-

ronments with limited resources and high degrees of uncertainty and failure. The

authors distinguished between robustness and resiliency with the definitions below.

• Robustness is the degree of ability of systems to tolerate an unexpected in-

ternal and external event or change without degradation of their performance.

(Kott et al. [112] deduced from IEEE standard 610.12.1990)

• Resiliency is a system’s ability to recover or regenerate its performance

after an unexpected impact causing of the systems’ performance. (Kott et

al. [112])

Huang et al. [156] defined the resiliency of networks as the ability of network to

provide and maintain an acceptable level of service when facing various faults and

challenges to its normal operation. Huang et al. [156] and the references therein

have defined resiliency as the probability of at least having another path within the

time interval T, given at least one node on the primary path has failed.

Westmark [157], and Whitson et al. [158] tried to define the concept of resiliency

as the sensitivity of network service and network service restoration at the time of

presence of abnormal/external influences. Dressler [159] introduced the concept

of self-healing which is related to network resilience, as the mechanism allows to

detect, localize, and repair failure automatically, primarily distinguished by the

cause of failure, i.e. break down, overload, malfunction. Cholda et al. [57] have

given the definition of quality of resilience with respect to frequency and length

of service interruption. In [57] recovery methods and mechanisms were classified

based on scenario and scale of recovery, which were to some extent mentioned
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in [152,153].

Miranda et al. [160] and Huang et al. [156] defined the resiliency as

The ability to provide and maintain acceptable level of service in the face of faults

and challenges to normal operation. Hence, the network must provide and maintain

essential service under adverse conditions as well as allow for rapid and full service

recovery.

Kott and Abdelzaher [112] placed the dependency of recovery on the extent of the

damage and before the point where recovery was impossible. The authors attribute

some catastrophic system failures emerging from the nature of high complexity

of links or unpredictable interactions which cannot be taken into account in the

design of systems’ safety precautions. [112] argue that approaches which increase

the resiliency and robustness have their own trade-offs, such as dependency. Thus,

a proper limit of trade-offs should be reached where some of these trade-offs may

co-exist with one another. Some of such the trade-offs are as follows.

• Resource vs Resiliency. Additional resources enhance resiliency.

• Performance vs Resiliency. Network gears for higher performances suf-

fer more from the impacts and are more difficult and time-consuming to be

restored to given operation points.

• Resiliency to Multiple Types of Disruption. Reaching proper network

resiliency against multiple types of disruption may be more challenging than

for one type of impact, such as random failure versus targeted attack.

• Resiliency vs Complexity. More sophisticated mechanisms in a network

improves the resiliency with higher cost, but is harder to grasp for the restora-

tion of network’s capability and would result in degraded performance in the

case of failures of specially the unpredicted types.

Deffuant et al. [155] considers the resiliency of enabling systems to recovery from
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(strong) perturbations. From different views and definitions, present different sta-

bility properties as constancy (staying essentially unchanged), resilience (returning

to the reference state (or dynamics) after a temporary disturbance), persistence

(through time of an ecological system), resistance (staying essentially unchanged

despite the presence of disturbances), elasticity (speed of return to the reference

state (or dynamics)), and domain of attraction (the whole of states from which

the reference state (or dynamics) can be reached after a temporary disturbance).

Some of definitions of resilience and network resiliency in the literature, that can

be considered in WSNs, are presented in Table 2.1.

Some examples of resiliencies inspired by the natures and graphs are provided in

the following section.

2.4.1 Resiliency in Graphs and Nature

Similar to other networks and systems, such as biological systems, resiliency is one

of the important features in wireless sensor networks (Huang et al. [156]). The

authors consider the time it takes for a system to return to equilibrium after per-

turbation as the measure of resilience in ecology.

Many graphs, due to their structural features, show good resilient behaviour to

possible deletion and failures of their nodes and edges, such as random regu-

lar graphs [58]. Regular random graphs have given d-degree and d-connectivity

with high probability. Although random regular graphs seem to be a good can-

didate for initial deployment of nodes as a resilient cluster, they don’t seem to

fit random network models coping with dynamic and random mobility patterns

of ad hoc and sensor node networks. Pappas et al. [162, 163] introduced a fairly

resilient network model which is inspired by the mammalian (blood) circulation

system. Though interesting, the given model based on blood circulation systems
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Author(s) Yrs.
Nijjar et al. [60] 1990 Network

Resiliency
& Fault
Tolerance

”The number of failures a network can sustain while re-
maining connected with a probability (1− p).”
Resiliency of network was presented as the tolerance

level of a network facing failures.
Grover [152], Vasseur et al. [153] 2003 Network

Resiliency
It can be defined with respect to network recovery, sur-
vivability and reliability in wired networks.

Westmark [157] and Whitson et al. [158] 2004
2009

Resiliency The sensitivity of network service and network service
restoration at the time of presence of abnormal/external
influences

Dressler [159,161] 2006
2008

Self-healing The mechanism allows to detect, localise, and repair fail-
ure automatically, primarily distinguished by the cause
of failure, i.e. break down, overload, malfunction.

Laprie [150] 2008 Resilience,
Network
Resiliency

’Rebound’ and ’action of springing back.’
”The ability of successfully accommodate unforeseen en-
vironmental perturbations and disturbances.”.
”The persistence of the avoidance of failures that are
unacceptably frequent or severe, when facing changes.”

Cholda et al. [57] 2009 Resilience The definition is with respect to ”A general ability to
improve network fault tolerance and, as a result, its re-
liability.”

Al-Kofahi et al. [154] 2010 Survivability The capability of a network to deliver data successfully
in a timely manner even in the presence of failures.

Deffuant et al. [155] 2011 Resiliency The resiliency of enabling systems to recovery from
(strong) perturbations.

Kott and Abdelzaher [112] 2014 Robustness
Resiliency

Robustness is the degree of ability of systems to toler-
ate an unexpected internal and external event or change
without degradation of their performance.
Resiliency is a system’s ability to recover or regener-

ate its performance after an unexpected impact causing
of the systems’ performance.

Huang et al. [156] 2015 Resilience
Robust-
ness Sur-
vivability

Resiliency is considered as the ability to recover to
original status with the goal of making network fault-
tolerant. the ability of network to provide and maintain
an acceptable level of service when facing various faults
and challenges to its normal operation.
Robustness is defined as the ability of network to

resist attacks, but not necessarily with the implication
of restoring from failures such that the robustness of a
system makes network difficult to degrade under attack.
Survivability makes network very hard to collapse or

impair completely.
Miranda et al. [160] and Huang et al. [156] 2015

2016
Resiliency The ability to provide and maintain acceptable level of

service in the face of faults and challenges to normal
operation. The network must provide and maintain es-
sential service under adverse conditions as well as allow
for rapid and full service recovery.

Table 2.1. Some definitions of Resilience and Network Resiliency in the literature.
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in mammals is not always applicable. Each different component (artery, capil-

lary or vein) based on location of failure and damage shows a different level of

resiliency and vulnerability. Another example of a resilient pattern in nature, in-

troduced by Jones [164–166], is a biological damage repair mechanism based on

chemo-attraction (chemo-repulsion) of (bio) particle-like agent population which

collaboratively heals random failures or external damage occurred to them. The

extensive work by authors on the subject can be found in [166]. Either analyti-

cally [59,62,167,168], or probabilistically [169,170], most of the analysis of network

resiliency are geared for cases of random failure of nodes and the cascade failure

model, and they would not address holes.

2.4.2 Resiliency in WSNs

Resiliency schemes have been practised in different areas of WSNs such as in

(multi-path) routing (Dulman et al. [171]), resilient clustering (Han et al. [172]),

encryption and authentications in hierarchical WSNs against faults and malicious

attacks (Zhan et al. [173]), proper mobility model for compromised unattended

mobile nodes to restore after the attack (Pietro et al. [174,175]), secure communi-

cations among nodes against attacks (Miyaji and Omote [176]), resiliency of WSNs

within the context of security of geographic forwarding (Abu-Ghazaleh et al. [177]),

and redistribution of data and information among the nodes while relaying toward

the sink nodes (Valero et al. [178]).

• Multipath routing can be one method of recovering and resisting failures

[156]. Considering network failures in the form of either link or node failures,

Lee et al. [179] proposed a proactive recovery scheme by constructing disjoint

paths resulting in fast recovery when sufficient resources and infrastructure

are available. The author also defined disjointness and stretch of backup path
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with respect to primary path. Stretch of backup is a fraction of backup path

length to primary path length. Disjointness is the measure of how disjoint the

primary path is from the backup path by excluding the common links/nodes

from both paths. Regarding the nature of node redundancy in WSNs, it is

reasonable to consider multiple path routing using partially/totally disjoint

backup paths to increase the resiliency of networks [156].

Similar to the classification by Huang et al. [156], Dulman et al. [171] pro-

posed the idea of multi-path routing, by sending packets through multiple

(disjoint) paths from the given source to destination nodes. They intro-

duced two multi-path routing protocol designs, as disjoint multi-path and

braided multipath routing. Disjoint multi-path consists of primary and al-

ternate paths where the alternate paths are less efficient in terms of delay

and energy consumption. Alternate paths are disjoint in the sense that

they are not affected by the primary path’s failures. The braided multi-

path scheme relaxes on the constraints of nodes being disjoint in alternate

paths. A braided multi-path can be transformed into disjoint primary and

an alternative path scheme (probably consisting of many partial alternative

paths). The proposed schemes are applicable to delivering data in environ-

ments with high uncertainty and unreliability, and the delays in transmission

are decreased with respect to the degree of multi-path. Benefitting from the

redundancy of sensor nodes and extra resources such as bandwidth and en-

ergy, k multi-paths from source to destination are discovered based on the

reputation coefficient of nodes from their previous status of routing traffic.

Sent traffic packets are divided into several parts as sub-packets and glued

together on the assumption that the mobility of nodes and the topological

changes are much slower than the rate of discovery and data package trans-

mission, so that the packets can be correctly sent to the proper paths with
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higher reputations via on-demand routing and without static routing table.

• Han et al. [172] propose a secure dynamic clustering scheme to improve

network lifetime and resiliency against node attacks especially cluster-head

captures, by providing secure clustering and resilient cluster-head election, as

well as providing by data privacy through concealed data aggregation. The

proposed scheme, limited memory and information exchange, provide secu-

rity to prevent wormhole attacks inside (i.e. malicious insider) and outside

attacks.

• Work by Pietro et al. [174, 175] presents a cooperative, low overhead and

distributed protocol for intrusion resiliency in unattended mobile sensors by

leveraging sensor mobility, enabling the compromised sensors to recover a

secure state after compromise in WSNs.

• Listing security-based attacks, such as localisation broadcast manipulation,

multiple unicast packet attacks, mobility attacks and subversion of local-

isation nodes as well as their possible solutions for WSNs, Abu-Ghazaleh

et al. [177], considered the resiliency of WSNs within the context of the

security of geographic forwarding (where nodes send their packets to the

most suitable neighbour closest to the destination) against the attacks of

misbehaving nodes of having misleading locations, by introducing address

verification algorithms, route authentication, and trust-based route selection

as the solution to such attacks.

• Valero et al. [178] propose a scheme of redistribution among nodes with

energy-constraints while the information is collected and relayed toward sink

node through one or more hops, as information should be stored for possible

retrieval.

• Karlof and Wagner [180], by listing security attacks and their countermea-

sures and solutions, considered secure routing in WSNs.

• Selmic et al. [86] consider the load balancing as a solution to fast depletion
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of nodes’ energies of the certain parts in network (i.e. nodes proximate

to sink node) due to unbalance flow of data in those areas. The authors

presented some load balancing schemes through clustering in which less-

energy-constrained gateway nodes are considered as the cluster head (CE). In

Selmic et al. [86], multi-sink multi-path architecture is considered as solution

in the form of spatially diverse sinks where data an be sent through multiple

disjoint paths toward sink. The authors noted that in this scheme the cost

of physical deployment of additional sinks should be taken into account.

According to Selmic et al. [86] the routing has effect on the delay, reliability,

resource utilisation of WSNs. Fault tolerant routing protocols of multiple

non-overlapping paths make network resistant to route failure.

2.5 Topology Control Schemes

Devised topology control (TC) schemes [31,181–183] affect network life time [110,

184,185] (Network lifetime can be defined as ’the time between the network deploy-

ment and the failures as if the effective coverage is less than predefined/threshold

value’ [185]) and are expected to have the impact on the resiliency of network

(Kott and Abdelzaher [112]). Based on the classification by Labrador et al. [182],

two phases in topology control, topology construction and topology maintenance,

are important for power consumption and nodes’ lifetime, and would have a defini-

tive effect on the resiliency and health of the network. Kott and Abdelzaher [112]

consider the topology modifications as one of the first conditions of the resiliency

of networks in order to survive (local) damages. Resiliency has bounds and limited

ranges in which the given recovery mechanisms cannot reach their objectives. For

example, biological beings are able to recover from localised injuries which are not

beyond a threshold. Such limitation may be known and/or estimated from the
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properties of systems (i.e. possible vulnerabilities and their topologies) and nature

of the possible failures.

Different centralised and distributed TC schemes addressing wireless networks’ be-

haviours in harsh and volatile environment have been devised in the literature (For

these see surveys by Santi [31] Labrador [182], Sahoo et al. [30], Li and Yang [181],

Jian et al. [29], and You et al. [34]) Emerging schemes are also presented for vari-

ous upcoming scenarios and application as WSNs mature in their different aspects

(Younis et al. [110], Aziz et al. [27]). The survey by Li et al. [66] considered topol-

ogy control techniques mainly for maintaining coverage and connectivity of WSNs.

Younis et al. [110], categorises current techniques as reactive and proactive and

classified TC schemes as following (See also Figure 2.4)

TC Schemes

Node Clustering

Node Scheduling

Power Adjustment

Node Relocation

Flip-based

Force-based

Voronoi-based

(Re)deployment

Static Nodes

Mobile Nodes

Hybrid

Hybrid Schemes

Figure 2.4: Topology Control Scheme Categories

• Node discovery. Detecting nodes, their locations, and sharing this infor-
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Failure Categories

Single Node Failures

Multiple Node Failures

Collocated k-node Failures

Non-collocated k-nodes Failures

Figure 2.5: Node Failure Categories in WSNs

mation to other parts of networks.

• Sleep cycle management. Scheduled turning on/off of (redundant) nodes

to conserve energy and extend network lifetime.

• Clustering. Grouping of nodes with cluster-head nodes to reach higher

scalability and energy efficiency as their inter-cluster communications are

handled by the primary and/or backup cluster-heads, in the case of primary

failure, to reduce traffic and energy consumptions.

• Power control. Due to the relation of longer ranges with higher power

consumptions, link-layer techniques can be used in order to tune transmission

power and reduce excessive energy and interference as the result of limited

and controlled connectivity.

• Movement control. By benefiting from node mobility, it is possible to

achieve different performance objectives such as lifetime, delivery latency,

higher relay, coverage, etc.

Since different failures of single node failure, non-collocated k-node failures, and

collocated k-node failures may create holes in the coverage area and disconnect

networks into multiple partitions, recovery from failures should be chosen based on

their nature (Figure 2.5). The authors in [110] considered fault-tolerant techniques,

such as reactive/provisioned node placement, placement of stationary and mobile

network entities (e.g. relay nodes), and coordinate multi-node relocations. Younis

et al. [110] considered reaching/maintaining targeted coverage and connectivity
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as well as conserving the energy of nodes as the primary objective of topology

management techniques.

In this thesis, similar to the classifications in [110], topology control techniques are

classified as below.

2.5.1 Deployment and Redeployment

Initial deployment and/or deployment of new nodes to compensate for node fail-

ures in a network would significantly affect quality of service. (e.g. coverage and

connectivity in Hou et al. [186], Gosh and Amitabha et al. [44], Robinson and

Knightly [187], Chen et al. [18], and Khoufi et al. [188]), fault-tolerance and oper-

ational lifetime of networks, (see Mnasasri et al. [189], Younis and Akkaya [190],

Tsai et al. [191] and Hou et al. [186]). Each of these deployments’ performance

and costs depend on different parameters (Mnasri et al. [189]), such as sensor mod-

els (heterogeneous and homogeneous) (Wu et al. [192]), and irregular and more

realistic shapes of deployment areas and in the presence of obstacles (Khoufi et

al. [188]). According to [44] and [18], different types of node deployments may be

suitable and more efficient, depending on the scenario and environment. Lee et

al. [193] considered the placement of relay nodes between isolated network par-

titions as the result of multiple collocated failure, such that these segments can

be connected together via 2-vertex-disjoint paths. Different classifications of node

deployment are briefly given here:

• Mobility of Deployments (Chang et al. [194], Younis and Akkaya, [190],

Htun et al. [195], Han et al. [89], Leonard et al. [45], Li et al. [66]). Three

types of sensor deployments under water are classified in [89] as static deploy-

ment (either random or regular), self-adjusted deployment, and movement-

assisted deployment. In static deployments, sensors’ positions are static af-
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ter their initial deployment as they are fixed to surface buoys or anchors at

the bottom of the ocean. In self-adjusted deployment, nodes adjust their

positions to the targeted locations/ requirements. In movement-assisted de-

ployment, under-water mobile sensor nodes move cooperatively with other

sensors to boost patrolling and monitoring tasks in the area of interest. Some

of the self-adjusted and movement-assisted deployment algorithms may taken

into the account waves and currents, and other external factors [45].

A survey by Miranda et al. [160] presented rapidly deployable networks (RDNs)

that maintain connectivity in unstable environments in the case of fail-

ure or disaster. Miranda et al. [160] and the references therein considered

breadcrumb-based and mobile robotic backbone approaches for deployment

strategies. In the breadcrumb-based deployment approach, small and inex-

pensive devices as relays are dropped at regular intervals to maintain con-

nectivity and forward packets. In the mobile robotic backbone approach,

autonomous nodes are capable of mobility and self-deployment to adjust

their location based on the conditions. The authors considered a deploy-

ment scheme as proposed by Pezeshkian et al. [196] in which mobile nodes

can be converted to static nodes when some criteria are meet.

To achieve different network design objectives, Chang et al. [194] and Younis

and Akkaya [190] classified node deployments as static and dynamic, in the

latter of which, nodes relocated based on the status of networks in the course

of being functional.

Htun et al. [195] introduce a hybrid model using static and mobile sensor

nodes to repair coverage holes. Mobile nodes play an important role and the

authors limited the number of mobile nodes to eight in the healing process

of coverage holes. The paper’s method mainly divided into initial hybrid

sensor node deployments and the covering of hole by using mobile nodes of
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suitable movement distances.

Li et al. [66], defined three types of networks as static, mobile, and hybrid.

The static networks have energy hole problem and reduced lifetime but are

easier to deploy as their nodes don’t move after being deployed. In mobile

networks, sensor nodes can easily relocate to increase network lifetime, but

at higher cost and requiring more complex protocol design. Hybrid networks

try to harness the benefits of both static and mobile nodes.

Niati et al. [197] considered deployment as one-time and continuous node de-

ployments during the life of a network wherein continuous deployment nodes

are replaced when they fail or their energy levels make them inoperable in a

network. Using one-time node deployment, the authors benefitted from spare

sensor nodes in addition to deployed nodes, which are not activated and are

reserved for future use in their network. Such spare nodes can be used as

replacements for failed nodes or play a role as mirror nodes for gateways in

cluster-based or high load nodes in flat networks.

• Deployment Phases (Mnasri et al. [189]). The authors classified de-

ployment into three main phases of pre-deployment, deployment phase (ei-

ther manual node placement or dropping from a plane or drone) and post-

deployment to address node failures, displacement, and fluctuation in radio

propagation.

• Deployment Control (Mnasri et al. [189], Shen et al. [198]). [198] and [189]

classify node deployments as centralised, distributed and hybrid approaches

(using two or more deployment schemes simultaneously to solve the problem).

Based on the way embedded mobility in sensor nodes are controlled and

used to reach or maintain targeted performance and planned objectives in

the network for various scenarios and applications, [194] classified dynamic

deployment of nodes into centralized (locations of sensor nodes are decided by
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a small number of nodes such as base station or cluster heads), and distributed

deployment methods (decisions made locally and sometimes autonomously

with incomplete information). Hence the decisions on the positions of nodes

can be made in a centrally or distributed manner.

• Distribution of Deployment (Chang et al. [194], Amitabha et al. [44],

Chen [18], Robinson and Knightly [187], Senouci et al. [199–201]). The au-

thors in [194], categorised the static deployment further into deterministic

and random with respect to the location of deployed nodes in the network.

The authors of [18, 44], considered different types of node deployments such

as random, incremental and movement-assisted deployment. In [194] de-

terministic deployment of nodes (such as grid-based deployment) is based

on application and parameters in order to increase performance. In hostile

environments, in the absence of a centralised supervisor, and in situations

with unpredictable energy consumptions, such static node deployments to

fixed locations may not address principal networks’ design objectives (e.g.

connectivity, coverage, etc.). By accepting a degree of redundancy, random

deployment of nodes with given probability distributions or models (e.g.

perturbed grid, uniform, Poisson, Gaussian, etc.) can be considered as a

solution to cope with challenges more realistically and flexibly for the issues

of deterministic deployment of static sensing devices. According to [187],

different node deployment schemes such as grid, perturbed grids (nodes

displaced with random distances/angles), hexagonal, triangular, square or

random (with uniform or poisson distribution) affect network performance

such as area coverage. Senouci et al. [199–201] presented different categories

and distributions for random node deployments, based on probability density

function (PDF) into simple and compound strategies, where simple strategies

are based on variants of simple diffusion strategy and compound strategies
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are formed from the repetition of simple diffusion (either continuous or dis-

crete). The authors then compared the performance of the aforesaid different

types of node deployments in terms of coverage, connectivity, network fault

tolerance and lifespan.

• Targeted Deployment (Wang et al. [202], Liu et al. [203]). Deployment of

new nodes can be more intelligent and targeted than simple uniform deploy-

ment. The proposed node deployment model by Wang et al. [202], outper-

forms random uniform deployment in terms of network lifetime. [202] pro-

posed a model for node deployment in which nodes are added to the areas

around sink nodes. This is because nodes close to the sink node should not

only send their originating traffic but also relay others’ traffic to sinks. There-

fore, if nodes are not properly deployed around sinks, their power and energy

are exhausted faster, which affects the lifetime of the network. The paper

defined network lifetime as the cumulative active time of the network until

the first sensor is out of the power. Therefore, unlike traditional movement-

assisted deployments in order to extend network lifetime, Liu et al. [203]

proposed non-uniform node deployment throughout the network aimed at

moving nodes closer to areas such as sink nodes, which consume more power.

2.5.2 Node Clustering

Node clustering has been used in WSNs to control network dynamics, hierarchical

routing, and reduction of consumed energy in nodes by decreasing the amount of

exchanged node traffic. A cluster is defined as a subset of vertices whose induced

graph is connected (Banergee and Khuller [204]). The clustering model is harnessed

for forming hierarchies to apply certain constraints, to control and to compensate

for degraded coverage over time (Jiang et al. [205]), as well as for hierarchical

routing in WSNs (Banergee and Khuller [204]). To bypass the burden of centralised
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control, Charalambous et al. [206] presented the clustering approach as one of

hierarchical and scalable solutions in which sets of nodes are grouped/selected

based on different criteria, such as density, distance, energy or network identifier.

In this way, inter-cluster information exchange is limited to these cluster heads,

and intra-cluster information exchange is also confined within each cluster instead

of flooding and broadcasting throughout the network.

2.5.3 Routing and Node Discovery

Routing protocols in ad hoc [207], sensor networks [208], and VANETs [209],

although they may not be directly considered as one of topology control schemes

in many works, may be classified under the umbrella of TC schemes. This is

because, if they are correctly geared for WSNs, they are able preserve nodes’

energy and preserve overall network lifetime. Regarding nodes’ energy constraints,

as an example, Vidhyapriya and Vanathi [210] presented a reactive routing, called

energy aware routing for more reliable and lower energy operation where suitable

routes to destinations are determined based on energy and link status quo of nodes

in the network. A survey of WSNs routing techniques and protocols by Al-Karaki

et al. [211] presents routing protocol challenges and classifies them mainly as flat,

hierarchical, and location-based routing protocols. The lack of node power, physical

damage, and environmental interferences is the cause of node failures and blockages

in network, according to [211], who consider MAC and routing protocols as the one

of solutions for having a fault-tolerant behaviour and forming new links and paths

to sink nodes. This consists of transmission power adjustment and/or re-routing

traffic along alternative paths of higher energy nodes by accepting proper level of

redundancy in the network.

Node discovery also can be considered as a TC scheme in WSNs as the effect of
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the proper detection of nodes and the perception of each node from its neighbouring

nodes (after initial deployment, node relocation, and newly added nodes in the

course of network lifetime) cannot be neglected. In large networks, some trade-offs

based on application and topology of network should also be taken into account

[110]. For example, a trade-off between performance of node discovery and the

amount of shared topological information among nodes can be considered in order

to preserve resources in terms of energy and bandwidth.

2.5.4 Redundancy and Node Power Adjustment

Redundancy is defined in Burgess et al. [212,213] as the duplication of resources

to which there are no common dependencies between duplicates, such that they are

not affected by the failure of one another. Such redundancy increases the chance

of availability of agents (as possible backups) and promise of the agents for their

roles. Having additional economical burden and complexity, redundancy (high

availability) is used to guarantee reliable communication and address the nature

of random spreading of error-prone sensor nodes in harsh environments (Mnasri et

al. [189], Silva, [214]). Regarding nodes’ distances from one-another as criteria for

redundancy, one of two nodes is considered to be the redundant node if the nodes

are very close to one-another and within a given threshold (Sekhar et al. [215],

Ma et al. [216]). According to Antil and Malik [91], depending on the density of

nodes in a network, for higher densities, static nodes are preferable, while in more

sparse densities, mobile and hybrid deployments in network can cope better with

topological changes. Bettstetter [217] mentioned the effect of excessive numbers of

nodes causing a interference, making critical nodes with higher number of degrees

more vulnerable to damage or failure.

With respect to redundant resources, similar to [152, 153], among survivability
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mechanisms by Al-Kofahi et al. [154], protection, restoration and hybrid mecha-

nisms are presented below,

• Protection Mechanism. Depending on the resource allocations, the pro-

tection mechanisms can be further classified into reactive and proactive pro-

tection mechanisms. In reactive protection mechanisms, due to redundancy,

some of resources are shared among groups of nodes (or paths) in the case

of faults and failures. For example, multiple paths as the backup (alterna-

tive) paths are shared and not used until a failure is detected on the primary

paths. In proactive protection mechanisms, some of resources are dedicated

to a specific set of nodes (or a path) forming a backup (alternative) path. For

example a backup path is dedicated for a given (primary) path in network.

• Restoration Mechanism. In these mechanisms, backup resources are nei-

ther shared nor dedicated in advance for recovery. Thus, restoration mecha-

nisms use less resources and are slower at time of recovery. This is because

after detection of faults, unlike protection mechanisms in general, resources

should firstly be discovered and then, if available, be set aside for recovery

processes, as the (fault-detecting) nodes have less or no a priori knowledge

or assumptions about the available resources.

• Hybrid Mechanisms. Combination of protection and restoration mecha-

nisms are used to benefit from the advantage and flexibility of both.

Power adjustment may be another topology scheme that preserves the nodes’

energy and achieves the required connectivity (Costa et al. [28], Labrador et al.

[182], Santi et al. [31, 218] Sahoo et al. [30]). Power in nodes is consumed in

different modes such as moving, transmission and sleep modes (Liu et al. [203]).

Younis et al. [110] classified the different power modes of sensor node as idle, sleep,

transmit, and receive. In order to address connectivity constraints, Costa et al. [28]
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proposed a cooperative model of topology control in which transmission power

levels are tuned to which of the nodes’ neighbours reach a certain given degree

of connectivity relative to one another. Santi et al. [218] proposed a probabilistic

analysis for the range assignments problem in ad hoc networks. Sahoo et al. [30]

proposed a distributed algorithm for multi-hop wireless sensor networks which

controls the transmission power of nodes. Zhu et al. [69] mentioned the sleep

scheduling mechanism and introduced the ’adjustable coverage radius’ and the

’radius adaptive mechanism’.

Mahfoudh et al. [219] and Li et al. [66], suggested that power management and

control of sensors reduces energy consumption, decreases interference and enhances

spacial reuse while ameliorating contention in the MAC-layer medium. Li et al.

[66] considered the power control to provide suitable connections among nodes to

decrease energy consumption and improve the capacity of WSNs. They argue that

most of power control problem has been applied to stationary networks rather than

mobile nodes, which can be considered open research. Whether nodes are allowed

to have the same or different transmission ranges, the authors listed power control

mechanisms respectively as homogeneous or heterogeneous.

2.5.5 Node Scheduling Sleep Cycle Management

Selmic et al. [86] presented topology Management as techniques that seek to con-

trol the sleep schedules of nodes in a WSN. Scheduling are based on the redundant

nature of densely deployed nodes with the high correlation of sensed data espe-

cially as nodes are within their close ranges. Scheduling reduces the consumed

energy and increases the lifetime of network. However, node scheduling increases

the latency of message exchanges and transfers (by the possibility of putting some

of shortest-paths to sleep which results in an increase in lengths of average short-

est paths between given sources and destinations) and heavily relies on proper
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synchronisation of which requires a minimum usage of memory and computing

power. Non-trivial problem synchronisation plays an important role in scheduling

and decision making of sensor in their processes [86].

Node scheduling and sleep/awaking cycle management, in tandem with other

topology control schemes, can be applied to WSNs to extend network lifetime

(Jiang et al. [205], Cerpa and Estrin [220], Younis et al. [110]). Node scheduling

schemes, either centrally or distributedly, aim to manage and configure the re-

dundancy of highly dense networks under energy constraints such that (full area)

coverage and (strong) connectivity can be sustained among nodes in network. As a

result of sleep cycle management, some redundant nodes can be turned off leading

to less transmitted messages and signal interferences, requiring less failed trans-

mission attempts.

The authors in [66] referred to literature to suggest that the largest amount of

hardware energy consumption was due to radio communications in regard to the

rest of hardware’s energy consumption. The survey also liked to emphasise the

importance of nodes scheduling sleep cycle management by the significant energy

consumption difference between active and sleep state nodes. The authors referred

by node scheduling as a power management mechanism to increase network life-

time and maintain the network performance at an acceptable level, within the

context of network topology.

2.5.6 Node Relocation

By integrating mobility into sensor nodes, different node movement strategies with

respect to the nodes’ limitations, characteristics and environmental conditions have

been devised to address dynamic topological behaviours and challenges such as the

coverage problem in WSNs (Wang et al. [38], Sekhar et al. [215], Wu et al. [221],
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Jiang et al. [29], Bartolini [222], and Akkaya et al. [223]). Assuming nodes’ connec-

tivity, the selection of a proper relocation of currently deployed nodes, outweigh

of randomly deploying large number of node in network (Wang [38]).

Regarding the effects of nodes relocation/reposition algorithms, Guvensan and

Yavuz [65] divided node repositioning into physical movement (i.e. movement of

nodes after each step) and virtual movement (i.e. movement of nodes to their final

destination after the iteration process ends). Virtual movement may save energy

if the consumed energy of nodes’ actual physical movements exceeds the energy

added by increased computations and message exchanges in a network. This is

usually the case as traffic message exchanges and communication processes con-

sume less power than that of the actual physical movements of nodes. Selmic et

al. [86] classified coverage control into static (off-line), dynamic (on-line) where

in the former, node deployed in the pre-assigned locations to address a required

coverage, while in the latter, mobile nodes relocate according to some specified cri-

teria to reach required coverage in network. Nodes relocations can be controlled by

centralised or distributed paradigms respectively by central operator such as base

station or the local and autonomous decision-making nodes. The Authors consider

one applications of dynamic coverage control in weather monitoring and hurricane

tracking/prediction by using close-range sensor nodes, in order to improve preci-

sion of measured parameters (i.e. wind speed, precipitation and pressure) of the

storm-affected areas which are tracked by satellites.

Defined as dynamic coverage maintenance (DCM), Sekhar et al. [215] proposed a

constraint movement of mobile sensors to increase coverage and preserve energy

in which nodes utilise the 1-hop topology knowledge of their neighbours. The

process of node movements is considered as migration, where nodes move from

their current positions (migration home points) to new positions (migration end

points) as their amount of movement distances (migration distances) is limited by
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some particular points (migration constraint points). If the energy of a migrat-

ing nodes is exhausted and reduced to a small amount, node’s movement to the

new position is defined as ’migration to death’ and results to a quick death of the

energy-exhausted migrating node.

Wu et al. [221] present a centralised style recovery algorithm by moving (sleeping)

sensor nodes toward assigned points called empty points such that it can cover

the most number of connected orifices (uncovered arc of enclosing circle of node’s

sensing disk by other nodes). The power saving mechanism is applied by first

sending the information and coordinates of the empty point to a centralised (base

station) by the pilot sensor in order to move sleeping sensors towards the opti-

mised (minimal) number of empty points in the coverage hole recovery process.

The boundary is deduced from the listed orifices and the information about the

boundary is broadcast to its neighbours by pilot sensor on the boundaries of cov-

erage holes. Considering the problem as the global optimisation, authors try to

minimise the empty points in which nodes should move to cover the hole. Based

on the given idea the empty points are assigned for the moving nodes in the way

that most number of connected orifices are covered.

Lin et al. [224] present a route recovery approach via controllable movement of

a node performed with the help of other nodes. The controllable movement is

used to protect active nodes located on the routes, with their neighbouring nodes.

As a node moves in its route, its neighbours try to compensate and recover the

broken linkage by relocating to the original coordinates of the moving active node.

The idea is to obviate the need for pre-establishing or dynamically finding backup

routes. The idea may contain fewer recovery overheads but adds a fraction of en-

ergy required for controllable movement and may not be suitable for WSNs with

constrained batteries and power.

Jiang et al. [29] proposed a topology control mechanism in two methods of active
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and passive models where, in the passive model, a path of communications to al-

low the traffic flow passing is already formed. In such conditions, if the forwarded

message can not reach its successor nodes, the grid is considered as the hole, which

would be cause by one or more node failures. In the active model, each grid area

is monitored by the head of grid, ’trusted node which is elected as the grid head

where coverage of the grid relies on its presence’. Movement in the passive and

active model depends respectively on whether nodes are aware of vacant places

(holes) either after or before the moment of path construction (by exchanging

the message via grid head and grid head neighbours in the active mode). Using

grid head and cluster-based node movement may add complexity to hole recovery

mechanisms.

Considering the wide spectrum of relocation algorithms, they can be classified into

Force-based Relocation (Senouci et al. [225], Joshi and Younis [226], and Heo and

Varshney [227]),Voronoi-Based Relocation (Bartolini et al. [222], Aziz et al. [228],

Yang et al. [229], Wang et al. [21]), and Flip-based Relocation Algorithms (Chel-

lappan et al. [132]).

• Voronoi-Based Relocation Algorithms. Voronoi diagrams are one of

useful structures in computational geometry [86, 98, 230–233]. To recover

coverage holes caused by the absence or displacement of nodes and/or un-

balanced deployment, Aziz et al. [228], developed relocation algorithms by

using PSO and Voronoi diagrams. The model is aimed at minimising the cov-

erage holes previously resulted from the Voronoi diagrams of sensors whose

location information encoded in the particles. A number of Voronoi diagram

vertices, as a set of interest points, are evenly distributed on the boundaries

of the area of deployment to prevent sensors excessively gathering around

specific points or relocating freely out side the boundaries of the region of

the interest by using pulling forces. Whether the computation of Voronoi
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diagrams was performed centrally or in a distributed style was not made ex-

plicitly. Wang et al. [39] and Antil and Malik [91] presented three movement-

assisted deployment protocols of Vector-based (VEC), Voronoi-based (VOR)

and MinMax based on the assumption of movement of nodes from their lo-

cations with higher to lower densities using the Voronoi diagrams. Wang

et al. [39] controlled oscillation for these movement-assisted deployments,

especially for VOR deployments. The node relocation algorithm akin to

Voronoi-based algorithm, VorLag, suitable for heterogeneous mobile sensor

presented by Bartolini et al. [222]. In proposed Vector-based algorithm by

Wang et al. [39], nodes relocated from areas of higher to lower densities. By

exerted virtual repulsive forces from neighbours, nodes relocate to reach aver-

age distances among one another. By such movements nodes are to increase

the coverage of their Voronoi cells; otherwise, they move to the midpoint of

their target positions. Therefore if nodes’ Voronoi cells are known in their

movement iterations Voronoi-based node relocation algorithm can increase

the coverage. In Voronoi-farthest vertex relocation algorithm, node moves

toward its Voronoi cell’s vertex as much as to keep its furthest Voronoi cell’s

vertex within its sensing range if the node detects lack of coverage in its

Voronoi Cell.

• Flip-Based Relocation Algorithms. The flip-based relocation algorithm

by Chellappan et al. [132] represents a decremented movement of sensor

nodes with the limited mobility in order to increase coverage and minimise

node movement. The movement unit of sensors to their neighbors is called

flip and there is limitation of the number of flips. The idea of these flips is

to fill the cells of smaller node density. The flips are performed in a cascaded

style. In the case that neighbour cells lack enough nodes for flip movements,

these flips are performed sequentially to reach a uniform distribution of nodes
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and cover the holes and voids in the network where the determination of

such flips (from the cell to their given neighbour cells) is made by the head

nodes elected in each cell. Flips of nodes to their adjacent cells depend

on cell resolution, node density and decision of cells’ elected head nodes

[132,234,235].

• Force-Based Relocation Algorithms. Many interesting results are de-

duced from nature as presented in the survey by [53] for wireless networks.

For example, electric field lines used as optimal paths between source(s)

and destination(s) when sources (sinks) can be imagined as positive (neg-

ative) charges. Many solutions to WSN challenges, such as relocation al-

gorithms, are inspired by nature and physical phenomena, such as Newto-

nian law of gravity and motion (Rashedi et al. [236]), and electromagnetic

relations (Toumpis [53]). These can be used to model sensors and their

interactions, as each node would exert some pulling/pushing forces on the

others (Guo et al. [237], Work by Kelemen et al. [238]). Guo et al. [237] pro-

posed a relocation algorithm for coverage optimisation using three forces of

F(disturb), F(border), and F(inner) with respect to random nodes’ failure,

in which nodes contracted (moved) toward a coverage hole for the repair

process. The relocation algorithm is applied to all nodes in which, for a

sporadic number of abnormalities or multiple coverage holes, movement and

redeployment all nodes seems not to be feasible with respect to the number

of oscillations and consumed energy. Thus the relocation algorithm may be

more efficient if is applied only to boundary nodes or the proximate nodes

of areas of interest. Kelemen et al. [238] present distributed control and

self-organisation inspired by the amoeboid cell applied to robots. It uses a

potential function very similar to a hormone-inspired model, with repulsion

and attraction dependent on the distances of cells to one another. In this
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model the effect of the environment on cells is transformed into oscillation.

The authors present another model of group mobility of individual cells in

order to lead to movement of a group of cells by local interaction. Boufares et

al. [239], for 3-D deployment scenario in WSNs requiring a given coverage,

proposed a distributed deployment harnessing force-based node relocation

algorithm to compensate for lost coverage and connectivity as result of ran-

dom deployments. Mobile and autonomous sensor nodes can use the virtual

forces for their relocations. In the force-based, potential field and forces are

virtually considered such that pairs of nodes exerted repulsive and/or at-

tractive forces which are proportional to distances of one another in order to

take into account networks’ coverage and connectivity [227,240]. The nodes

pulls and/or push one another based on their distances and the required con-

straints such as connectivity or expected density. In Selmic et al. [17,86,241]

and its references there in presented centralised approaches whose virtual

forces classified as repulsive forces from the obstacles, attractive forces from

the sensing areas of high interest and nodes pair-wise forces. Nodes pair-

wise forces are dependent on both pair-wise nodes distance and other design

parameters or criteria to keep connectivity of network. Virtual inter-nodal

forces of repulsion and attraction via angular/radial pseudo-forces are defined

in [35, 227,241,242].

2.5.6.1 Sink Effects and their Mobility

The effect of sink nodes and their mobility on networks’ quality and health, are

considered in this section. Tong and Tavanapong [185] assume a sensor node has

no contribution to coverage if its sensing data cannot be delivered to a sink, even

if is active and covers some area. Huang et al. [156], considered two neighbour

nodes as each other’s upstream and downstream nodes respectively if they were
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either closer or farther from the the sink node. According to authors, nodes being

upstream or downstream should be taken into account for possible topology con-

trol such nodes scheduling.

Vlajic et al. [243] presents sink mobility as a solution for balancing traffic loads,

reducing node failures and increasing lifetime in WSNs. The author in [243] intro-

duced sink nodes with the superior capabilities than ordinary sensor nodes as the

gateway point to multiple sending/receiving systems.

The challenges of many-to-one systems such as funnelling effect and hot-spot phe-

nomena and their key differences are introduced. In the funnelling effect, nodes

at the 1-hop vicinity of sink nodes relay (funnel) the farthest nodes’ data and

traffic in addition to their own, causing bottleneck of (1-hop) nodes around sink

nodes, which results in degraded network performance (i.e. lifetime, total energy

consumption, packet delay) due to higher packets dropping and/or retransmission.

This effect is due to a noticeable increase in transit traffic, collision and congestion

as movement toward the sink node (Chen et al. [244]).

Akin to the funnelling effect, in hot-spot problems, as the result of high node traf-

fic surrounding a sink nodes, nodes’ energy is exhausted faster rates, which causes

the nodes to die sooner, especially at those sinks’ 1-hop neighbours, known as

hot-spot nodes in network [243]. Such problems germane to the multi-hop routing

(especially in many-to-one transmission) lead to isolation of sink nodes and would

render the whole network non-operational. The authors in [243] suggest that bot-

tlenecks and undesirable funnelling effects occur as result of high traffic loads while

excessive exhaustion of nodes surrounding sink nodes is irrelevant to traffic inten-

sity (as in hot-spots) and the solutions to these funnelling effects and hot-spots

are different, such as using MAC-level scheduling and/or data-compression for the

former, and using proper topology control mechanisms (e.g. deployment strategies

possibly including mobility) for the latter.



Related Work
59

Among the literature, Wang et al. [245] and Santi [139] have considered active

mobility of sink nodes and mobile sink nodes as a solution to increase or maintain

coverage affected by failures and unbalanced initial random node deployment in

WSNs. [243] consider different aspects of applying a mobile sink node and limited

its movement to several possible paths of regular geometric form from outer pe-

riphery, mid-periphery, diagonal cross, and mid-cross. By having longer network

lifetimes due to the presence of mobile sink node in various shapes of trajectory, the

authors suggest that sink node mobility may not always be more efficacious than

sink node in the real applications (e.g. Zigbee-based WSNs), unless the amount

of traffic overhead generated by sink mobility throughout the network is properly

controlled.

Response implosion, as one of the important problems in WSNs, is leading bottle-

neck in the areas of sink nodes when they are inundated by large numbers of nodes

responding simultaneously to monitoring requests (Paradis et al. [16]). The au-

thors suggested sampling of densely populated sensor networks, self-orchestrated

operation, and diffused computation toward sinks as possible solutions.

Shih et al. and the references therein [246], have introduced failure compensation

and recovery mechanisms to maintain the connectivity of nodes and paths to sink

nodes when some nodes surrounding the sink nodes fail due to excessive energy

consumption. Shih et al. [246] applied a grade diffusion algorithm and genetic al-

gorithms to improve the health of networks aimed at replacing fewer failed sensor

nodes and reusing as many routing paths towards sink nodes as possible. The

author introduced directed diffusion (DD) and grade diffusion (GD) algorithms.

The former algorithm, as a query-driven transmission protocol, aims to reduce

the data relay transmission counts for power management where collected data

is transmitted if it matches the query from the sink node (the the sink’s queries

being in the form of attribute-value pairs to be broadcast by other sensor nodes).
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The latter algorithm, in addition to creating the sensors’ routing, also identifies a

set of neighbours for decreasing traffic loads as nodes are able to select neighbours

with lighter and/or higher energy for the role of extra operation.

Nakayama et al. [61] proposed mobility models for mobile sink nodes as they tra-

verse through clustered sensor nodes and collect data from the visited clusters with

optimised and energy-efficient routes and trajectories which make network more

fault-resilient with respect to failed and malfunctioning sensor nodes as the result

of attacks.

2.5.7 Hybrid Schemes

In recent years, some topology control schemes have been combined together and

considered as hybrid schemes to better address the emerging challenges in WSNs

(Hua et al. [247], Labrador [182], Santi et al. [183], Ren and Meng [248]).

Node relocation and transmission power control (power-based TC schemes) are

amongst the most popular strategies employed to address node failures and CHs

[31,182,190,215]. Power adjustment can improve connectivity/bi-directionality of

current and/or newly deployed nodes based on locally collected information and

decision making procedures [160, 182]. Power-based topology control schemes are

generally suitable for small-scale CHs and random node failures [31, 182, 183] and

can react faster and more accurately to local and dynamic inter-nodal modifications

than physical movements and thus prevents any unnecessary nodes oscillations.

However, for large-scale CHs, such topology control scheme is not suitable as the

nodes would rapidly drain their batteries if they continuously transmit at a higher

power over large distances which results in enlarging the CHs. Physical node

relocation can react more flexibly by balancing and/or modifying node distribution

and inter-nodal distances especially in the vicinity of damaged areas. However,
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relocation algorithms can suffer from forming new small CHs due to autonomous

and distributed node movement. Improper node movements can exhaust battery

supplies and reduce their ability to reach the coverage goal [38,227,231,234]. The

node relocation algorithm known as Distributed Self Spreading Algorithm (DSSA)

[227] addresses coverage problem and uniformity, requires a fairly large number of

iterations and a long convergence time. The relocation of mobile sensor nodes also

is required to be customised for different terrain conditions (e.g. using hopping

sensor nodes instead of wheeled nodes for rugged terrains [249]).

Therefore, applying both node relocation and power adjustment in harmony al-

lows a network recovery process to be faster, more energy efficient and more stable.

Recently, hybrid topology control schemes, such as [182, 250, 251] have been de-

veloped to enable mobile WSNs to adjust both their location and transmission

power to modify or maintain optimal network coverage. The joint adjustments are

important to reduce the energy requirement for recovering the CHs. As a result,

the network lifetime and resilience can be improved.

In general, hybrid topology control requires centralised coordination to keep track

of topology changes. However, accurate temporal and geographical knowledge of

the CHs are not always available due to the nature of CHs’ random occurrences.

Repeatedly adjusting the topology and measuring the coverage would be neces-

sary, even in centralised approaches [182]. Obtaining the optimal solution by any

centralised algorithm would increase computational complexity and delay due to

large numbers of interactive nodes.

Exploiting the concept of hybrid topology control, Zhu et al. [250] formulated an

(constrained) exact potential game for sensors nodes with a sensing model of the

directional footprints and finite angle of views. Each sensor can take actions of

moving or adjusting its angle of view/range based on local information (i.e. its own
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energy level and neighbouring nodes’ actions). However, this model has a limited

sensing scope due to its angle of view. Therefore, an omni-directional sensor model

is considered so that a wider sensing scope can be provided, and the network can

be considered for wide range of applications and scenarios.

In practice, a distributed hybrid topology control is of value [27, 182, 250] where

nodes can have limited information about non-neighbouring nodes. In the event

that the network is compromised with CHs, each surviving node can autonomously

and spontaneously react. Each node measures uncovered areas around itself, inter-

acts with its neighbours, and takes distributed energy-efficient actions to extend

the coverage of the remaining surviving network to cover the CHs. The poten-

tial benefit of this approach is that nodes can optimise their own energy usages,

meanwhile contributing to the overall lifetime of the network. To guarantee the

convergence of such a distributed approach is not straightforward, due to the un-

availability of the global view on the entire network at each individual sensor node.

2.6 Network Events and Faults

In this section the concept of events in WSNs is briefly defined. In the following

sections, among many types of events, they are considered within the context of

node failures/faults and different types of holes in network.

2.6.1 Events and Faults

Events are defined in King and Nittel [252] as ’the drift from the predictive model

which is characterised by discrete spatio-temporal dimensions.’, which can be de-

tected by monitoring, sensing the deployed network area, as well as comparing

the measured/sensed quantities with predefined thresholds. The event thresholds
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are considered as landmarks to make prospective decisions [253] on status quo of

networks. [253] defined the boundary of event as a separator of event-space from

non-event-space. The boundary of an event contains the location, shape, and size

of an event. As in Ammari [254], events can be classified according to the nature

and factor of their occurrences, in which nodes either detect or receive notification

of given classes of events in a network.

By considering the limitations and constraints of error-prone sensors, WSNs survey

of fault management by Paradis and Han [16] suggests monitoring and reacting

to physical events. The authors [16] classified the source of faults as: sensor node

failure due to battery depletion and destruction by external events; capturing,

sensing, and communicating incorrect data due to the nature of ad-hoc network;

temporary and permanent links failure due to external objects, environmental con-

ditions, or nodes moving and reaching out of their ranges; and congestion, which

causes packet loss.

Mahapatro et al. [255] considered calibration errors, malfunctioning hardware, hos-

tile environments, law battery, and link failure as sources of failure. Mahapatro et

al. [255] used definitions of fault and failure of nodes from the literature, which are

referred to as deviation of nodes from their expected behaviour and sudden expected

behaviour in the system.

Yuvaraja et al. [256] divided faults into node failures and network failures, where

node failures are detected by neighbouring nodes monitoring one another as group

detection. In network failure, topology of network dynamically changes which

nodes may not be aware of that due to their local and limited vision.

Selmic et al. [86] consider different levels of abstraction for networks failures. The

authors coined fault management in WSNs as fault-aware WSNs which can de-

tect, isolate and mitigate faults at different system levels of sensors (components),

nodes, network and system levels when faults occurs in those levels. According to
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the authors such fault management and awareness would increase robustness and

reduce the required redundancy of networks but affect the trade-off for higher costs

for networks. For example, embedding fault identification algorithms in nodes re-

quires more storage and computing resources.

Regarding the frequency, Selmic et al. [86] classified faults as high variance and low

variance. The authors considered offset fault where sensed data values offset by

constant value from true measured phenomenon. The authors modelled constant

and time-varing (drift fault, shifting from real values with the time) offsets faults,

which have slow and fast varying reading differences between sensor node and its

neighbouring nodes. A constant offset is modelled as a slow-varying difference

between a sensor’s measurements and the true value being measured.

Roy et al. [257] and reference therein presented dumb nodes which, despite sensing

within their ranges, are not capable of exchanging information and communicat-

ing with their neighbouring nodes. Such problem is caused by reduction of dumb

nodes’ transmission ranges due to the environmental circumstances (e.g. temper-

ature variation, rainfall and fog). In the following sub-section, traditional fault-

tolerance techniques and fault management strategies in the literature are briefly

reviewed.

2.6.2 Fault Management Techniques

Regarding different network events, especially network failures, fault-tolerance

techniques in networks are considered by [15, 16, 110, 152, 153, 255] are mainly

classified into pre-event strategies and post-event strategies in which the former

are those strategies devised to predict possible failures and pinpoint vulnerable or

critical parts of a network along with the possible countermeasures before occur-

rences of events by using parameters or schemes such as redundancy. The latter
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are strategies geared for and triggered after occurrences of (unpredicted) events.

Pre-event strategies would usually be effective for those events which can be ac-

counted for in the design stage and have designated resources. However, they may

not be able to guarantee suitable responses for unpredicted events. Post-event

strategies would react more swiftly and interactively to events with the available

resources in the network, but they may not guarantee optimal actions or fully

address them (e.g. failures).

Due to the catastrophic consequences of having unreliable and faulty sensor nodes,

Mahapatro et al. [255] brought attention to the importance of fault diagnosis in

WSNs. The authors Mahapatro et al. listed the importance of fault diagno-

sis and the effects of faults in real applications, such as military (for example,

battlefield surveillance and attack), environmental (for example, tsunami, forest

fires), medical (for example, Body sensor networks), habitat, industrial, agricul-

tural monitoring and target tracking, as fault diagnosis may be critical to warning

systems and may help prevent loss of life from dangerous events if network faults

exceed defined tolerable levels.

Paradis and Han [16], classified faults-tolerant techniques as fault prevention, fault

detection, fault isolation, fault identification, and fault recovery.

• Fault prevention. In the design stage this is considered to prevent faults

by ensuring desired coverage and connectivity using (constant) monitoring

techniques (passive and active monitoring), and enforcing the data delivery

paths at different (OSI) layers.

• Fault detection. Depending on types of failure and applications, different

symptoms are used to detect and discover the occurrence of faults. Usually,

destination nodes are responsible for detecting failure (packet loss).

• Fault isolation, Fault identification. Different types of fault indica-

tions and hypotheses can be used. As the nodes ’piggyback’ the ID of their
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neighbours along with their own information towards sinks, sink nodes are

able to have a clue about the topology. In addition to constantly updated

fault identification, faults may be isolated and prevented from the further

progressing.

• Fault recovery. In this stage, network recover from (reverse) or allevi-

ate effects of faults via different recovery techniques and topology control

schemes.

Yuvaraja et al. [256] tabulated different fault management mechanisms such as

fault detection, fault recovery and repair. Laprie [150] listed and fault management

techniques as fault forecasting, fault tolerance, fault removal, and fault prevention.

Yu et al. [15] classified fault management architecture as centralised, distributed,

and hierarchical approaches. In centralised fault management, the decision mak-

ing processes of nodes rely on either logically or geographically central nodes such

as base stations, central controllers, and sink nodes, as the central nodes are as-

sumed to have unlimited energy and/or resources. Centralised approaches have

higher accuracy and efficiency, but may not be applicable or scalable for resource-

constrained and/or time-sensitive networks due to the high volume of messages

to and from centralised nodes, which quickly deplete sensor nodes’ energy proxi-

mate to central nodes. In distributed approaches, local-decision making processes

and fault management are based on the nodes having a certain level of decision

discretion before they communicate with central nodes; such approaches are scal-

able but may not reach globally optimal solutions. In hierarchical approaches,

the burdens of decision making processes and fault management are distributed

to different parts of networks as intra and intera-clusters, which are suitable for

energy balanced and scalable applications.

Yu et al. [15] divide WSNs’ fault management processes into, fault detection, di-

agnosis and recovery. In the fault detection process, by central or self-detection
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mechanisms, the fault causes are detected. In the diagnosis process, detected faults

not only can be identified but also are differentiated from irrelevant false alarms.

In the recovery process, structure of network is modified towards preventing faulty

nodes to impact further its performance.

Lee et al. [258] proposed detection and isolation of faulty sensor nodes in WSNs.

The authors use node sensed data between the neighbours and dissemination of the

test result in order to improve the accuracy of detection. Malfunctioning sensor

nodes would still be permitted to play the role of relaying nodes for communication

in network (if they are fault-free and able to communicate), however they are log-

ically isolated with respect to their sensing operations from network. The authors

considered the probability of failure in network and addressed transient faults in

communication and sensing via time redundancy and acceptance of performance

degradation.

Fault detection can be considered as passive or active. In the former, nodes use

available and received data without request, enquiry or triggering any information

exchange for detection purposes. For example, such detection can be performed

by comparing the statuses of node’s neighbours within a given time period or

threshold. Such detection may be considered in cases where the power of signal of

node’s neighbours suddenly drops or the number of a node’s neighbours decreases

as the result of failure. In active detection, nodes explicitly send some packets

and enquiries to their neighbours asking for confirmation of their presences and

receive their responses (e.g. ’hello’ or ’ack’, ’nack’ messages). Passive detection

saves network resources and is performed with much less overhead, while active

detection have more accurate and up-to-date information at the cost of imposing

more load and energy on a network.

Selmic et al. [86] presented different fault detection methods as,
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• Statistical methods. In these methods (mathematical) models of healthy

data are defined. If behaviours do not match the defined models, they are

flagged as faults. Statistical methods though efficient are not able to robustly

classify those events and phenomena which are not within their define mod-

els.

• Fault classification methods. Unlike the statistical methods, these meth-

ods apply mathematical models for the faulty data. Therefore, by examining

WSNs’ incoming data, behaviours can be mapped to different class of mod-

elled faults. These methods are able only identify faults previously modelled

and can not detect faults which do not fit within previously modelled faults.

• Nearest neighbour methods. These methods use the comparison of nodes

and their neighbours’ data to model faults. Faults are detected If set of nodes

with similar features (i.e., the spatially nearest sensors) have significant dif-

ferences in their readings. In order to benefit from these method, appropriate

neighbourhood should be defined.

• Clustering-based methods. These methods consider the clusters of nodes

rather sensor in their comparison. The faults are detected if the compared

measurements of cluster with its related clusters are not similar. By ac-

knowledging the difficulty of properly forming the clusters, clustering-based

reduce amount of computations for fault detection in network.

Similar to [152,153], in Figure 2.6 depicts recovery stages and fault management.

We classified fault management mainly as Pre-Fault, Detection Reconnaissance,

Maintenance/Repair and Post-Fault phases.

• Pre-Fault Phase. In this phase, the focus is on designing and predicting

different types of faults which may occur within the life time and operation

of network with respect to various parameters such as environments, de-
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vices, type of scenarios and applications, required performance and quality

of service.

• Detection Phase. In this phase, Faults are detected by adjacent nodes and

information are forwarded toward nodes’ upper layers and other neighbouring

nodes. In the dampening technique, depending on number of failures within

a certain period of time, a hold-off time is considered for stabilisation of

flapping resources whose state change frequently between being ’operational’

or ’faulty’ [153].

• Reconnaissance Phase. In this phase, fault-detecting nodes notifies their

neighbouring nodes by forwarding in order to diagnosed and identify type of

failure based on the correlated information.

• Maintenance and Repair Phase. In this phase, depending on many

factors such as type of faults (i.e. faults’ scales and locations, progres-

sive/passive), type and distribution of deployed sensor nodes (i.e. static,

mobile and hybrid nodes) and their available resources, WSNs’ applications

(i.e. real-time, security-sensitive) and environments. Fault can be repaired,

avoided, or isolated in order to either restore or maintain network’ operations

and services to the acceptable levels.

• Post-Fault Phase. In this phase, there would be an assessment on the

available resources and recovery of the faults (i.e. no, partial or full recovery)

to check the possibility of switching back to original resources. The reason

is that the original resources such as primary paths may be more ideal than

backup paths with respect to length. Such recovery is considered as revertible

and nodes detect and be notified of repaired faults with a given time to ensure

their stable recovery. Although the WSNs’ disconnected partitions may be

repaired by deploying mobile nodes that act as the relay node [259], revertible

recovery in WSNs may not be easily applicable till all the failed nodes are

replaced.
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Figure 2.6: Network Failure Management and Recovery Stages

For different types of faults also refer to Selmic et al. [86].

2.6.3 Network Failures

It is generally considered that network failures happen mainly due to node and

link failure [153], [152]. Al-Karaki et al. [211] also mention failure and blockage

of sensor node as the result of lack of power, physical damage, or environmental

interference. Younis et al. [110] consider node failure as fail-stop scenarios in which

nodes cease to operate as they fails.

Node fault can occur in different OSI layers and levels in WSNs, which should be
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considered in order to reduce failure and inability of nodes to properly perform

their roles and tasks in networks [260,261]. To prevent networks from partitioning,

Younis et al. [110] classified fault-tolerance techniques as precautionary (fault-

tolerance is provisioned and considered at deployment), and reactive (through

real-time restoration of lost connectivity and/or coverage) at initialisation and

during normal operation. The authors in [110] classified node failures as single

node failure, non-collocated k-nodes failures, and collocated k-node failures, and

considered node relocation, providing provisioned tolerance (e.g. by designating

k-spares for each critical node or form a k-connected topology), placement of sta-

tionary relays, and using mobile entities (such as relays, data collectors, etc.) as

the suggested strategies to address different types of node failures. Precaution-

ary schemes cannot always address collocated node failures. Depending on the

choice of either centralised or distributed recovery procedures, the reactive tech-

nique considers schemes of relocating mobile nodes to repair damage, static, and

mobile deployment of relay nodes to reducing the relay counts and to increase the

connectivity. By providing a comparison of the reactive schemes in the paper,

authors considered the following factors in these schemes:

• Node Selection Criteria. Nodes are chosen and selected depending on

certain factors, i.e., distance to the failed node, node degree, and criticality,

before or after the occurrence of failures.

• Network and Node State. These states are required for movement de-

termination, which may or may not be updated and forwarded to proximate

nodes. The range of knowledge of node states may vary from 1-hop neigh-

bours to the entire network.

• Centralised and Distributed Operation. Movement of nodes is locally

and autonomously determined or centrally supervised by base-stations.

• Movement Type. Node movement may be independent or in accordance
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with other nodes such as in cascade mode. Movements may also be con-

strained due to environmental conditions or a node’s limited power and con-

nectivity to the rest of network.

• Performance Metrics. In addition to certain primary objectives such

as connectivity/coverage, energy preservation or network lifetime, other sec-

ondary objectives may be considered in designing topology control and fault-

management techniques.

Younis et al. [110] consider multiple-failures resulted from simultaneous and spatially-

independent single failures which have spread over network. Each of these failures

can be addressed individually. Other types of multiple-failure are caused by simul-

taneous and spatially-dependent single failures (correlated failures) as in (coverage)

holes or cascaded failures.

Mahapatro et al. [255] brought their own classifications of faults based on the

duration, underlying cause and behaviour of failed components. Based on the

behaviour of sensor nodes, the authors divided faults into hard and soft. Nodes

with soft faults are still able to function and communicate with networks with

the modified behaviour, unlike with hard faults. Nodes’ soft faults which result

from events within sensor’s environment, are expected not to be hard to trace or

detect. This is because, the soft faults’ indications, effects and causes may rapidly

disappear.

Regarding duration, according to [255], faults are considered to be permanent

or temporary, where the latter is further classified into transient and intermit-

tent, which is usually caused by faulty hardware and software of node. Unlike

transient faults, intermittent faults occur frequency and may ultimately lead to

permanent faults if the problem persists. Presenting classification in the litera-

ture, [255] viewed the faults as either crash (battery depletion, faulty transceiver,

complete damage or natural phenomena), omission (failure or delay in sending
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messages, relay, due to malicious, natural or due to human), timing (natural or

due to human causing sensors to respond too soon or too late), incorrect com-

putation (nodes unable to send correct measurements even if they have received

or sensed correct/genuine data), fail-stop (where a node fails due to battery de-

pletion and may alert its 1-hop neighbours of this natural or human-made fault),

authenticated Byzantine (information may maliciously be modified which affects

messages’ authenticity), and Byzantine (sensor nodes send some messages which

compromise security and attack the network).

Mahapatro et al. [255] listed factors influencing fault diagnosis design for WSNs

as resource constraints (of processor, memory, bandwidth, energy, etc.), random

deployment (dropped or deployed sequentially), dynamic network topology, atten-

uation and signal loss. The authors also classified the fault diagnosis techniques as

centralised and distributed approaches where, for the former a central supervisor

(e.g. a sink node, base station) is present to collect data and propagate decisions

throughout the network. In the distributed approach, which entails less overhead

and communication, each sensor has local vision of fault states from its immediate

neighbours.

Lee et al. [193] divided node failures into ’single node’ (due to battery deple-

tion, malfunction, external hazards) and ’simultaneous failure of collocated nodes’,

where the former are addressed by providing proper bi-connectivity, and the latter

would be fixed by redeployment of relay nodes to connect the segments partitioned

by failures. The authors suggested that redeployment of relays ameliorates the ef-

fect of multiple collocated nodes and connects resource-demanding inter-partitions.

The authors propose a 2-vertex-disjoint path by placing relay nodes between au-

tonomous segments (partitions). Mannan et al. [262] considered network faults

as node fault, link fault, or sink fault. Link fault may be the result of instability

of links between nodes such as interferences or even mobile obstacles, and so on,
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requiring more appropriate design than replacing failed nodes and sinks.

2.6.3.1 Cascaded Failures

Increasing the complexity of connections between the elements of systems (e.g.

number of paths) and increasing the redundancy of system functions may increase

resiliency. However, increasing the complexity and redundancy of systems may re-

duce their robustness if components fail one after another (Kott et al. [112]). Thus,

as the elements of systems are not independent and are triggered by one another,

robustness against cascaded resource failures should be taken into account as pos-

sible precondition of network resiliency. Otherwise, the smallest disturbances or

failures may lead to cascaded failures, known as domino effects. Hence, suscepti-

bility of networks to cascaded failures and the propagation of failures should be

considered in network design [263–265].

2.6.3.2 Network Holes

Robinson and Knightly [187] defined coverage dead spots where there are little

or no probability of connection from the given location. According to Zhang et

al. [266] network holes result from the variable and limited sensor nodes’ lifetime.

Authors of [266], classified holes into, energy holes which result from unexpected

wear off nodes’ energy leading to breaking the process of data forwarding and cov-

erage holes, blank surveillance areas, which result from disabled nodes due to

failure or environmental influences. Antil and Malik [91] and Gosh et al. [267]

considered holes as one challenge which degrades and interrupts the operations

of a network. Holes were caused by nodes dying of limited battery, random and

improper deployment of nodes, presence of obstacles. Selmic et al. [86] mentioned

that detecting coverage hole is major research area which has major impact on

the QoS of networks. Proper detection of coverage holes helps to ameliorate their
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effects such as the minimum phenomena [24,268] caused by greedy routing. Other-

wise, nodes’ energy exhaustion around holes expanded them further and worsened

the network performance. Gosh et al. [267] classified holes as coverage hole, rout-

ing, sink and jamming holes.

Ahmad et al. [24] explained the network holes in terms of (1) coverage hole and

routing are usually due to physical factors (i.e. inability of hole area nodes to

communicate or route traffic), and (2) jamming, sink/black and worm holes are

due to security issues and deliberate attacks . Huang and Wu [269] consider nodes’

energy constraint/exhaustion, natural disaster, and initial uneven distribution of

sensors as the causes of coverage sensing holes. The authors defined a hole as :

’Given a set of sensors and a target area, no coverage hole exists in the target area,

if every point in that target area is covered by at least k sensors, where k is the

required degree of coverage for a particular application’ [269].

Antil and Malik [91], Jabeur et al. [270] and Selmic et al. [86] has provide taxon-

omy of sensor node failures as physical/logical/malicious/semantic (PLMS) holes:

Semantic holes are relevant to the processing of data.

Logical holes are caused by the cluster-based approach when sensor nodes do

not receive support from neighbours in the same clusters.

Physical holes are caused by limited processing, computation capacities, or sens-

ing ranges, defined as processing holes (energy exhaustion of nodes resulting in

energy holes), and coverage and routing holes. Coverage holes are due to random

and imbalanced node deployments. Topological and dynamic behavior of networks

also causes such holes. Routing holes are due to insufficient ability of sensor nodes

to route traffic data through given paths.

Malicious holes are caused by malicious nodes. Such holes may be further cat-

egorised as jamming, sink and trust holes. Jamming holes result from preventing

communication among sensors by using powerful signals in their assigned frequency
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of sensors nodes. Sink/black holes may be due to denial of service (DoS) attacks,

in which an attacker introduces fake and ’more interesting’ paths and routes to

sinks to be used as the next hop for relaying information. Trust Holes result from

improper or untrue sensor assigned, application dependent weighted values known

as trust values. Trust values are obtained from different parameters to their neigh-

bours.

Although malicious holes should not be neglected, coverage holes are the most

prevalent types of holes in networks. Coverage holes can be considered as a crite-

ria on status of network with respect to degree of coverage and general indicator

of network health (Antil and Malik [91]). Selmic et al. [86] noted that clear defi-

nition of coverage hole should be brought. Some other classifications of coverage

holes are as follow (see also Figure 2.7), Temporal coverage of a region may be

suitable where a constant spatial coverage is not required or cannot be guaranteed

by nodes for the given area - and where the energy consumed by node mobility

is not a major limitation over the duration of coverage. Mobile CHs can also be

created by mobile obstructions in a particular area [271, 272]. CHs can be alter-

natively considered as either permanent or transient; in the former case, CHs and

their effects persist in time, while in the latter, CHs would fade away with time.

• Convex/Non-Convex CHs (LaValle [273], Gazelle and David [274]) The

overall shape of coverage holes due to correlated nodes may be convex/non-

convex. It may be difficult to address non-convex CHs. However, a solution,

non-convex coverage holes are considered as union and overlap of convex

shapes.

• Stationary (Static)/Mobile CHs (Chang et al. [128, 129], Antil and

Malik [91]) Coverage holes can be mobile due to group replacement of sensor

nodes in a network as these nodes relocate to new positions in uncovered

areas, leaving their current positions uncovered. [128, 129] considered the
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Figure 2.7: Categories of Coverage Holes

movement of mobile nodes equal to the movement of holes in the opposite

direction in turn lead to the virtual movement of CHs. [91] defined holes

formed in static sensor networks as static holes. Therefore, as the result of

node mobility connection are formed or vanished which resulted in mobile

holes. On the hand, group node mobility introduces the concept of temporal

coverage, as nodes have to periodically sweep a given area but do not cover

the entire area at once.

• Passive/Progressive CHs (Antil and Malik [91], Ahmed et al. [24]) If

holes expand as the result of nodes’ energy exhaustion,it can be considered

as progressive, especially in proximity to coverage holes due to the effect

of greedy forward routing known as local minimum phenomenon [24, 268].

Otherwise, they can be defined as passive coverage holes as their size is

unchanged.

• Open and Closed CHs (Tong and Tavanapong [185]) Regarding the

boundaries of coverage holes in general, they can be considered as bound



Related Work
78

(closed) and unbound (open) respectively, whether the area of coverage holes

is surrounded by boundary nodes or not.

• Temporary and Persistent CHs (Antil and Malik [91]) regard holes

caused by external events (e.g. wildfire, heavy rain) as persistent holes if

they destroy and permanently damage nodes with the high probability.The

paper attributed temporary holes to the insufficient wake-up scheduling of

sensor nodes in target regions. Static obstacles can also be considered as

persistent coverage holes, while moving obstacles that block and disturb

proper communications among nodes can be considered as temporary CHs.

• Intentional and Unintentional CHs (Antil and Malik [91]) in Unin-

tentional holes, nodes accidentally lose some of their capabilities while in-

tentional holes are formed by intentional scheduling of parts of target fields

and collections of nodes to be turned off or put to sleep mode in order to

preserve the energy.

• Random or Targeted CHs feature and occurrences of random coverage

holes can not be predicted in advance. However, targeted CHs are those

coverage holes which have formed in particular places due to the presence of

specific nodes such as sink nodes or by specific attacks to the area.

Coverage holes are modelled by a variety of geometrical shapes. Virtual moving

hole (virtual movement of hole in the opposite direction of concerted movements

of a set of nodes [128, 129]), different geometrical modelling of coverage holes (in

the form of ellipsis [26], gap in rectangular tube of deployed nodes [275], as a grid

of small square cells [29], hexagonal shapes of coverage and hole cell [129], in the

form single and/or sequential multiple circles with a determined/random radius

and locations from used in this work and combinations of convex-shape to form

non-convex shaped hole [273,274]) are among some of interesting efforts in addition

to the conventional modelling of single and/or random failures in networks. The
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authors in [128, 129] used hexagonal shapes to model coverage and hole cells. It

should be noted that the size, width and height of the holes are important factors

on power consumption behaviour and type of hole movement. In [129] hexagonal

shapes is used to model the coverage and hole cells. Each cell has 6 directions

towards its 6 hexagonal neighbours with which has common edge.

Coverage holes are not always the result of correlated node failures, and may

instead be due to voids (e.g. by improper or incomplete node deployments or

movement) [24,276,277], or static/mobile obstacles [272,278,279] in the network.

Regions of nodes’ Voronoi cells outside of nodes’ sensing range are defined as blind

spots in [84], while an ellipse surrounded with a margin of B-nodes [277], a gap in

a rectangular region of deployed nodes [84], a set of small cellular squares lacking

elected and active node [29] , hexagonal cell shapes [129] are among many proposed

model for coverage hole in the literature.

Similar considerations should be taken into account for the different types of ob-

stacles in the network. A fire-spreading model [280, 281] can be considered as an

example to model similar aggressive/cascaded mass failure of sensor node due to

fire. Dilating circles can be also considered as a model of symmetrical collocated

failure due to explosion or gas/chemical expansions. It is also assumed that resid-

ual energy of nodes located out of damaged area, would affected by D-event in real

scenarios such as explosion and hole expansion.

2.7 Network Recovery

Vasseur et al. [153] defined progression of recovery phases as the recovery cycle in

networks.
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In the following section, different stages of network recovery are briefly reviewed.

2.7.1 Recovery Stages

Network recovery cycles can be performed based on sequential actions/stages

where, despite possible overlaps, they can be classified into detection, identifica-

tion, notification, recovery and repair (Vasseur [153], Grover [152]). The recovery

stages and principles for WSNs [84] could more or less can be emanated from

those of wired networks [153], [152], [282]. They may require some modifications.

It should be noted that these stages may indistinguishably span across one an-

other. Alternatively parts of stages either are absent or added depending on the

nature of the implemented networks, the scenarios, and their applications. For ex-

ample, this may vary in optical networks, WSNs and even smart grids and power

distributions (including hybrid wireless and wired network architecture) (Figure

2.6).

Among the many factors compromising networks’ lifetime and health, here the

focus is narrowed to recovery of networks from coverage holes caused by physi-

cal failures and damages, rather than security and attack (e.g. black holes). For

more detail of various types of attacks on different layers and the classification

of methods of defences against these kinds of attacks, refer to survey by Lima et

al. [283].

2.7.1.1 Detection, Notification and Identification

One of the main reasons for using WSNs is primarily to detect and report devi-

ations from normal patterns of sensed and measured data from deployed sensors

in given area. Zhang et al. [284] classified detected deviations as noise and er-

ror, actual events and malicious attacks. Deviations as anomaly of measurements

in WSN, are considered as outliers. In addition to detecting such anomalies via
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adjacent nodes, their status, sizes and scales should be identified. Nodes either

independently detect anomalies or are notified by intermediate nodes if they are

further from the events. In both cases, exchange of information is performed by

mechanism of receive, update and send (forward) of data among nodes. There-

fore, nodes have a better perception of the behaviour and dynamics of events. The

identification of event/anomalies allows the nodes to make more candid decisions

on quality and quantity of prospective recovery processes if deemed necessary.

In Lee et al. [193], the presence and occurrence of collocated failure nodes is de-

tected by failed nodes’ 1-hop neighbours in the case of major and sudden degrada-

tions in communication traffic. The authors consider these 1-hop neighbour nodes

as border nodes which forward/notify all of their reachable nodes about failures.

At the notification stage, nodes, especially at the margin of events, propagate

their perceived information about an event to other nodes via their neighbours.

Events notification allows node to make proper decisions to address events in an

appropriate and timely manner.

2.7.1.2 Recovery

In the recovery stage, depending on the nature of a network, different strategies

may be applied to alleviate the effects of events in the network. Some of these

strategies can be considered under the umbrella of topology control (TC) schemes

such as range change (power adjustment), node relocation, node redeployment (i.e.

appending new nodes to the deployed area). Each strategy would be devised

to meet the given objectives, in which, by combining strategies, it is possible to

achieve trade-offs and multiple objectives. Such hybrid recovery strategies have

yet to mature. The ability of a network to heal itself is important in many human

inaccessible or unfriendly, or disastrous environments, such as bush fire, earth-

quakes, and remote areas. A swift network recovery can avoid the interruption of
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network services (i.e., surveillance and monitoring), and guarantee fast responses

in case of emergency events [160,182,250,251].

2.7.2 Coverage Hole Recovery

The process of fighting the (wireless) network holes can be divided into hole detec-

tion, hole and boundary localisation, and hole repair. By finding boundary nodes,

holes can be located and bypassed. Ordinarily traditional ways of fighting holes

would be either by detouring (avoiding holes) and/or using auxiliary mobile nodes

which can be sent inside holes to compensate for cases where boundary nodes’

ranges are not sufficient to cover them. Each of these methods has benefits and

drawbacks [285]. There is a possible alternative way of hole recovery by benefit

of hybrid use of both detouring techniques and mobile nodes. Using homoge-

neous and synchronized sensor nodes, Huang and Wu [269] divided the recovery

mechanism into two stages, a network initiation phase and a network maintenance

phase.

• The Initiation Phase of random (static) node deployments is considered

into three steps of gridding (partitioning networks into uniform grids of the

same length by the assumption of nodes having similar energy, selecting

grid head node, and later replacing head node with nodes of the highest

residual energy in the grid); hole detection (spotting the location and size of

holes by sink nodes using the status of each grid, sending the hole repairing

request (HRR) from the grid head node if the residual energy plummets

under a certain threshold); and hole recovery (designating mobile nodes by

sink node to recover coverage hole with respect to the virtual force of each

pair of mobile nodes and the grid hole).

• The Maintenance Phase is a period during which network connectivity
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for recovery of event (hole grid as the grid whose coverage is lost) is being

monitored. In the recovery model, mobile nodes (if available) between sink

node and holes are considered for possible movement to repair a hole. The

sink node checks if a node’s residual energy exceeds the threshold and chooses

node with higher virtual forces. Such processes are terminated if the coverage

ratio (the ratio of areas being covered in two consecutive iterations) becomes

lower than a given threshold. The problem of sink node failure, centralised

operation, decision latency, and large coverage holes are still challenging in

the grid-based recovery model.

Coordinating between mobile agents themselves and also with boundary nodes is

a challenging issue. Coverage hole recovery stages and phases are presented in the

following section.

2.7.2.1 CH Detection

Antil and Malik [91] consider the first stage of coverage holes is to detect their

boundaries and the immediate nodes around them. The authors mention that hole

boundaries can be found by considering the areas of interest such as fire, floods and

earthquakes. If repairable, such aforementioned areas usually require a higher den-

sity of sensor nodes in order to be recovered. The authors also categorised coverage

hole detection algorithms based on the type of used information, computational

model and network dynamics. They, along with Fayed et al. [286], classified CH

detection as topological, statistical, and geometrical approaches. In [287], statisti-

cal, topological, graph theory and geometrical approaches for boundary detection

and estimation are presented.

• Geographical, Graph, Geometrical approaches consider the position

of sensor networks in advance by localisation such as via GPS or other meth-
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ods. Antil and Malik [91] reviewed different algorithms used to detect holes

and avoid the local minimum problem around coverage holes by notifying

nodes in proximity to coverage holes and further from boundary nodes to

flexibly decide and forward traffic around these areas. Graph and geometri-

cal boundary estimation methods are used in both centralised and distributed

strategies.

• Topological approaches use available connectivity information such as

degree of nodes as the criteria for detecting holes. By using the concept

of Rips complex where holes are classified as non-triangular or triangular

and Cech complex, in order to discover the coverage holes, locations and

distribution of nodes are not required (Antil and Malik [91], Feng et al.

[288], Kanno et al. [289], Selmic et al. [86] and Hanaf et al. [290]). Due

to algorithmic complexity, centralised implementation and limited network

resources, most topological boundary estimation methods are impractical

and remain in the theoretical domain.

• Statistical approaches apply statistical operations on the collected in-

formation from nodes’ neighbours, and the final decision of being boundary

nodes are made based on Boolean functions. Therefore, some statistical char-

acteristics are due to coverage hole and damage. The locations or density

of sensor nodes among the information which is usually required in these

approaches. For example, average density is used to detect of holes by com-

paring actual node degrees with a predefined threshold value [91], and a cen-

trality index [291], in which inner nodes have higher centrality indices than

outer nodes. Statistical methods usually work well in dense networks [287].

Geometrical approaches usually require nodes’ locations using GPS or other lo-

calisation methods, while statistical approaches provide proper performances with

the possibly higher cost of computational complexity. Topological approaches
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add more overhead and complexity to current approaches despite providing more

realistic models [91]. Antil and Malik [91] divided algorithms based on the com-

putational model into centralised, and distributed in which the former algorithms

run on one or more nodes in the given locations and holes detected are mostly

based on connectivity information. In distributed algorithms hole detection is

distributed among nodes, especially boundary nodes around coverage holes. For

example, the idea of using attractive and repulsive virtual forces among nodes to

keep the computational complexity limited to the neighbours of each nodes by a

accepting degree of oscillation among the participating and decision making nodes

with local vision [225]. Antil and Malik [91] consider the case of hole detections

algorithms triggered by nodes to be either directly or indirectly affected by cover-

age holes. Corke et al. [292] considered a convex hull around the collocated failed

nodes, wherein the local detection by those nodes directly affected by the hole,

triggers the detection algorithm. For local detection, initially nodes send pings to

get information from their neighbours as the initial connectivity state is required

in order to be used later in the nodes neighbours’ periodical message transmission

and updates. By counting the number of no replies and comparing it with a given

threshold, nodes can deduce failures within their ranges. Failed nodes would then

be added to the recently computed convex hull of the failed nodes. The author

in [292] used path density as a tool to detect coverage holes. As packets travel and

are updated via nodes from source to destination, with respect to the concept of

geometric spanners [293], path density is defined as the ratio of straight line dis-

tance of source-to-destination to actual distance travelled. The presence of holes

in the network can be inferred from the low ratio of path density.

Tong and Tavanapong [185] introduced the geometrical scheme of boundary recog-

nition based on the overlap of nodes’ sensing ranges. Regarding the relation of

transmission and sensing ranges, it is assumed that boundary nodes are joined
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together which may not always be the case. The authors used the concept of an

orifice in unit disk graph (UDG) sensor nodes to classify different types of nodes.

Orifice is defined as arc of enclosing circle of node’s sensing disk, which is not cov-

ered by any other sensors. With the union of all network orifices, it is possible to

define a contour for holes both inside and outside the boundaries of the network.

So, the paper defined the outer and inner boundary of nodes as the union and con-

nected orifices, which are either subject to the outer area or to the coverage hole.

Outer and inner coverage hole boundaries can be distinguished by aggregation

and union of the list formed from uncovered arcs (orifices of the sensors). Orifice-

based boundary determination schemes rely on determining the regions where node

communication ranges intersect and overlap. However, the implicit assumption of

connectivity amongst all remaining nodes is not always valid in practice. A survey

by Chintalapudi and Govindan [294] divided the networks’ zones into exterior, in-

terior and edge sensors with some thickness. The detection approaches are based

on the concept of pattern recognition theory. In the statistical scheme approach,

by using the concept of detection theory, edges are detected with respect to a given

threshold. The performance of approach is evaluated in terms of false alarm and

miss detection. In the digital image processing approach sensors are considered as

pixels. Similar to image’s pixels, irregularities of sensor nodes are amended with

the introduction of weighted average of nodes’ neighbours values. With the idea of

applying the method of pattern recognition theory to pictures’ pixels, via the clas-

sifier approach, nodes are partitioned into different zones. Using partition lines,

the exterior, interior and edge nodes are detected relevant to the partitioned zones.

Benefiting from local information, communication graphs and connectivity of nodes,

Dinh [295] proposed a topological scheme of detecting boundary nodes. The au-

thor used 2 and 1-neighbour knowledge so that nodes are able to decide if they are

on the boundary. With such knowledge a neighbour ring can be formed around
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nodes. If a neighbour ring is connected around a node, the node is considered not

to be a boundary node. The author divided nodes’ neighbour boundaries into two

subclasses, SB and MB, in which the former are nodes near to one boundary and

the latter nodes are near to least two boundaries. The authors has not compared

this approach quantitatively but has discussed it verbally and qualitatively with

other similar boundary detection and edge recognition approaches.

Kanno et al. [289] introduced solution for determining the number of holes and

their locations, which is applied in non-planar communication graphs. The paper

mentioned that the existence of hole can also be due to the features of environment

(e.g. lakes) or certain occurred phenomena (e.g. fire). The paper tries to pinpoint

nodes around holes as hole boundary nodes by using non-planar embedded infor-

mation. The hole-equivalent planar keeps a record of hole by number, position in

a network. This topological method using the concept of simplicial complexes is

claimed to be applicable to both coordinate-available and coordinate-free schemes.

The authors [289] consider maximal simplicial complexes for reducing the complex-

ity of divide-and-conquer algorithms applied to plane graphs and for decreasing

computation time in finding the number of coverage holes and identifying these

holes by their corresponding faces in the underlying planar graph.

Using the barycentre and nodes’ local information, Khedr et al. [296] presented

the distributed and localised algorithms to verify whether the homogeneous nodes

are interior or located at the perimeter of given network. From barycentric coor-

dinates, nodes can judge if they are inside or outside of formed triangles from the

set of points.

In Fletcher et al. [297] active nodes know about their neighbours by periodic ’hello’

messages and locally get the number of arcs within their sensing range perime-

ters which are not covered by other active nodes. The geometrical approach by

McLurkin and Domaine [298] uses a cycle algorithm to detect the boundary of
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network distributedly based on the number of nodes and their positions, angles

formed with respect to their neighbours. The algorithm checks if nodes are exterior

or interior boundaries of a network. It uses the cycle algorithm to show whether

the node is within the cycle of its neighbours or not. If the node is not within this

cycle, then it is either an exterior or interior boundary according to the convexity

and concavity of cycles formed by its neighbours, as well as the angle of the node

with its neighbours. If the network is dynamic and nodes are mobile the algorithm

should be applied frequently by accepting some overhead.

Fayed et al. [286] presented a heuristic-based method for finding boundary/edge

nodes (i.e., the edges of network or interior holes) locally by using a local convex

view (LCV) computed around the given nodes. The algorithms are applied to

each of the nodes by computing the convex hull around given node. If the nodes is

inside the cycle (the computed 1-hop convex hull convex hull), it is considered not

to be a boundary. Zhang et al. [299] used the idea of node clustering boundary

estimation rather than using individual distance, angle, and location information

of WSNs. The authors defined boundary estimation as finding nodes proximate

to boundaries of sensor fields and hole boundaries, which would be generated by

improper initial node deployment. The authors classified nodes with respect to

their relocations to the cluster head as cluster interior nodes and cluster boundary

nodes, where, in the former nodes resided within the radii of at least two clusters,

while in the latter node located within neighbourhood of only one cluster head.

Based on the number of nodes and their density, the method’s accuracy may vary.

Deogun et al. [300] presents a boundary discovery algorithm in networks of hetero-

geneous nodes that have global unique coordination which nodes are aware of the

geometric distance to each of their neighbours. In the authors’ model, The authors

defined a network as being sufficiently dense that a network’s density should be

such that each node has at least 3 neighbours. It is also assumed that no commu-
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nication holes exist inside network among nodes of bidirectional connections. The

authors consider a node as interior, if it is located inside triangle formed from its

neighbours; otherwise, node is boundary node. If the node has at least three neigh-

bours, such triangles are formed by using the choose good neighbours algorithm

(CGN) by finding the three best neighbours (i.e. closest to the given node). The

perimeter of the entire network, network boundary is an imaginary line resulting

from connection of all boundary nodes in the network. Considering the absence

of (communication) holes in networks in the paper, the boundary in this case is

the perimeter of the entire network which is not realistic. If any holes existed in a

network, it is expected that they severely affect the performance of algorithm.

2.7.2.2 CH and Failure Repair

In this stage, sensor nodes are triggered to act such that networks either partially

or entirely recover and repair coverage holes and ameliorate the undesirable effect

of node failures. For networks of static and mobile nodes, Lee and Younis [301]

proposed an algorithm using the minimum Steiner tree to reconnect segments of

networks partitioned by failure or physical damage or attack. It tries to move

mobile and boundary nodes as to lead the relay nodes of each segment to join

the segments together. As the proposed algorithm tries to optimise the number

of relays needed to be deployed to join segments and to maintain connectivity in

segments, it may move relay nodes in the cascaded style. The paper argues that

the optimal count and position of relay nodes for restoring connectivity among

the segments of networks is NP-hard and should be addressed heuristically. De-

tecting failures by perceiving the sudden drops in communication or traffic, or

through the un-reachability of certain remote nodes, the authors define boundary

nodes. Dini et al. [275] present a scenario in which mobile nodes are dispatched

to connect the gap between two partitioned sensor networks. The mobile nodes



Related Work
90

try to connect two parts by keeping connectivity with the rest of network, which

is done by using information from the boundary static nodes. It is assumed that

the locations of nodes are known to the base station. Mobile sensor nodes are sent

by the base station, which centrally detect gap, to form a bridge in the deployed

sensors in a tunnel shaped area. The authors propose a partition detection system

(PDS) on the base station which can detect the network’s partitions and their

positions. With respect to the place of base station, nodes are considered in safe

partition (partition of undamaged nodes which entails the base station); gap (par-

tition of damaged nodes); and isolated partition (partition of undamaged nodes

whose nodes are disconnected from the safe partition). Dini et al. [275] assume the

centralised method of gap detection and the scenario occurs in the tunnel shape

of sensor networks. Despite the presence of proximate static nodes to gap, most

of the operations and decision making are done by base station and mobile nodes.

If the base station and/or mobile nodes are not at appropriate locations for the

location of gap, the required time for the relocation and repair process of mobile

nodes are expected to be longer.

Tong and Tavanapong [185] present a movement-assisted deployment called mov-

ing algorithm for non-uniform density (MAND) geared for a non-uniform node

deployment. MAND implementation is based on the idea of Voronoi diagrams.

Extended MAND (EMAND) is also proposed to reduce and/or smooth nodes

movement towards the desired point efficiently to avoid node blocking the desired

area as they move toward.

Shen et al. [198] used a hybrid deployment of homogeneous sensor nodes (mobile

nodes either in sleep or working modes) and presented a coverage hole recovery

model in which the closest mobile node moves to the (non-overlapped) coverage

hole in order to repair and/or maintain the connectivity of the network. In such

recovery, newly formed holes in current locations of moving nodes would be filled
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by other mobile nodes closest to them in the case of enough redundancy. The

authors presented an algorithm to help the holes to heal and to maintain network

connectivity. The paper’s approach seems to be effective for smaller scales of holes,

with the assumptions of mobile nodes availability to maintain k-coverage and/or

to retain connectivity of network. The algorithm would not be effective for larger

scale coverage holes, where such holes have to be decomposed into smaller ones.

The authors provided k-coverage in the damaged area by dispatching and adding

K ′ required remaining number of mobile nodes to the damaged area, which may

already have had k′′ mobile nodes (k′ + k′′ = K where k′′ ≥ 0) if holes’ proximate

mobile nodes are available.

An adaptive self-configuration of a swarm of robots in which robots configure them-

selves into triangular lattices is presented by Lee and Chong [302]. The triangular

lattice method is implemented by nodes’ local interactions of pair of dynamically

selected mobile nodes whose 1-hop information such as their local positions are

exchanged with one another. Such local interactions decrease mobile robots’ com-

putation and is expected to be flexible to environment conditions. Having the

positions, numbers and distances of robots from one another, each robot detects

the position of other robots within its sensor boundary, and the triangular con-

figuration is defined by three distinct positions and equilateral configuration. As

robots move they select their new neighbours according to the minimum perimeter

condition formed with them.

Zhang et al. [303] presented a dynamic proxy tree-based framework to address com-

munication path disconnections from source to destination. Path disconnection is

caused by many factors such as nodes’ movements and failures. The authors pre-

sented the tree-based framework which nodes join, are added to, and move to form

a minimum Steiner tree on Euclidean plane from source to destination. Updating

the spanned tree from the source to destination was done via two distributed on-
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line algorithms (shortest path-based and spanning range-based) and one on-line

centralised algorithm.

Fletcher et al. [297] attributes the coverage hole and impaired coverages to stochas-

tic node droppings, unpredictable node failures despite the locally redundant node

deployments in WSNs. Bestowing mobility to sensor nodes, enables nodes to repair

such coverage holes at the same time adding more complexity, hardware design and

cost due to local nodes’ interactions. In order to design a small group of mobile

robots to repair coverage holes so as to avoid cost and complexity increases, the

authors under the name proposed algorithms,Randomised Robot-assisted Reloca-

tion of Static Sensors(R3S2) in which the aforesaid mobile robots move randomly

and gather redundant sensors (which are in either passive or active states) and

deploy them to coverage holes’ locations in a network. In order to gather most

of the redundant sensors in field, random movement of mobile nodes is confined

within virtual grids where are from the current grid to the least recently visited

grids. Two algorithms R3S2 and G-R3S2 are proposed: in R3S2, robots move to

region of interest randomly in order to address sensing holes, while in G-R3S2,

robot movements are limited in order to reduce randomness, expected traversal

times, and coverage repair delays.

Deng et al. [304] consider failures of exhausted energy or destroyed nodes in phys-

ical environments, the causes of coverage holes in WSNs. The authors proposed

a best fit node policy (BFNP) for coverage hole repair in which coverage hole de-

tected by a base station and the closest inactive nodes are dispatched to the centre

of the minimal coverage circles of polygons that surround holes as replacements

for failed node(s). In terms of quality of coverage, energy consumption and life

time of replacing single failed node in network, the proposed policy outperforms

the coverage hole patching algorithm (CHPA), that selects points on perpendicu-

lar bisectors of hole-boundary edges whose distances to two boundary nodes are
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equal to the communication radii, and deploys nodes to those points. However,

the BFNP requires base station to centrally detect coverage holes which may be

far from it. The paper’s approach is similar to the idea of Voronoi-based relocation

algorithms in repairing the areas of not being covered (using Voronoi-diagrams).

The authors benefitted from the redundancy of inactive nodes to repair emerging

coverage holes. Although the authors attributed coverage holes to node failure,

they did not properly model correlated failures and larger scale coverage holes

which, would normally be bigger than a failed node.

Huang and Wu [269] address the hole problem and propose the relocation using

the concept of virtual force to prevent further excessive power consumption and

elongate network lifetime. Though node deployment can address sensing coverage

problems to some extent, it may not always be an appropriate remedy to emerging

CHs. Therefore, the authors proposed controlled mobility of mobile nodes (MNs)

for the repair and recovery of coverage holes for hybrid node deployments. The

authors proposed a grid-based hole recovery mechanism by choosing appropriate

nodes in the repair process based on their residual energies.

Ma et al. [137] accounted obstacles, environmental conditions, types of random

and/or improper deployment (i.e. dropping from aeroplanes), node failures, and

malicious attacks affecting quality of coverage for holes in the network. Using the

potential field in the relocation of nodes, such holes can be autonomously repaired.

To address the oscillation problem of node relocation, based on Newton’s law of

motion, the concept of network dynamics is where artificial potential functions are

presented for capturing the objectives and the environmental conditions/limits of

mobile sensor nodes. The authors consider the deployment problem by applying

the concept of potential energy among nodes. The potential energy of mobile

sensor nodes is minimised by their movements; these movements should be termi-

nated as they reach their minimum energies. The paper proposed a parallel and
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distributed algorithm (parallel and distributed network dynamics (PDND)) where

nodes relocate with respect to the applied virtual forces obtained from the infor-

mation they periodically propagate. The authors applied their model for target

tracking as sensor nodes were dragged to the target by the attraction force. In

the proposed extended version of PDND the deployment time is reduced with a

compromise on overall coverage.

Using mobile and static nodes along with idea of Voronoi diagram, Wang et al.

[305,306] proposed relocation algorithm in which static nodes obtain coverage over

their Voronoi cells and trigger a bidding process to their neighbouring mobile nodes

to patch the coverage holes of Voronoi cells. Mobile nodes based on their prices

choose the best bid related to distances from the farthest Voronoi vertices and

update their prices if they accept the bids from neighbouring static nodes. Bidding

process can reduces the possibility of forming newly coverage holes and patching

one hole with multiple mobile nodes as the result of inappropriate movements of

mobile nodes.

2.7.2.3 Avoidance and Detour Stage

In addition to hole recovery, avoidance and detouring, reinforcement of the overall

energy of nodes proximate to coverage holes or damaged areas may be consid-

ered as the objectives of increasing networks’ resiliency. Avoidance and detour

can be performed in the form of either by moving nodes away from the CH, or

constructing detours and bypassing traffic around the CH [24, 26, 276, 277, 307].

Needless to say, better hole detection would provide more reliable and clearer

views of boundary and communications paths around such regions of interest

(ROIs), which results in less performance degradation after the occurrence of

events (holes) [137, 277, 307–312] such as the chance of minimum phenomena and

cascaded failures around damaged area(s) [24]. Otherwise, incomplete routing and
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data forwarding strategies may affect whole networks’ operational ability. In addi-

tion to WSNs, some examples in other fields are provided in this section to support

this type of resiliency for WSNs. Shin et al. [311] define problem of hole expansion

in WSNs as hole diffusion caused by excessive energy consumption and failure of

hole boundary nodes. The authors account existing hole’s perimeter routing and

improper hole’s detouring schemes for such boundary node failures.

The idea of coverage hole avoidance by boundary nodes can be similar to the work

of Scott et al. [313] and Lee et al. [314–316], in which herds of prey animals try to

evade predators; as the ’boundary nodes’ (the prey) relocate around (move away

from) a ’coverage hole’ (a predator). The idea is to alleviate and/or avoid unde-

sirable and detrimental effects of damaged area (fault region) such as minimum

phenomena and cascaded failures [24,268,309] (as in aggressive coverage holes such

as fire, gas, or steam explosions) on the boundary nodes and rest of network [137].

Lee et al. [314–316] introduce the deformations of prey flock due to predator at-

tack. With a single predator and a single prey flock, predator attacks towards the

centre of flock are modelled based on the bias random walk. The authors intro-

duced the stage–wise response and reaction of the prey to the predator based on

the size of the flock. Flock responses were classified as compression, expansion and

relaxation in this sequential manner. The authors presented a flock’s motion and

escaping behaviours in a predator’s attack in terms of prey-prey and prey-predator

interactions with reference to repulsion and/or attraction forces. A predator moves

to the centre of a prey-flock with a given angle of attack with respect to the flock’s

and the predator’s directions of movement. The shape of scape of the prey-flock

may be different based on many parameters such as predation risk radii, distance

of predator to centre of flock, angle of attack, velocity of predator towards prey

flock, amount of repulsion/attraction forces among prey-prey and prey-predator

and flock size. The authors used three Reynolds laws [145] to model the prey-flock
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predator behaviours. Having many applications, similar mobile nodes behaviour

model can be applied to maintain the integrity and tolerance of WSNs termed

evasion strategy to (progressive) coverage holes caused by physical attacks and

cascaded failures.

Jia et al. [310] presented a hole avoidance in advance routing protocol (HAIR) aim-

ing at avoiding holes rather than bypassing them (i.e. Hole Avoiding Re-Routing

Protocols). The idea is similar to the marching process of a queue of people passing

by a barrier en route when they have not, or when they have limited information

about the existence and location of barrier. Thus, if the information is exchanged

by the person closest to the barrier toward its successor in the queue, the barrier

can be avoided in advance instead of bypassed by long detour. This idea entails

that if a given node is marked as a hole node or a hole detecting node, it broadcasts

the message to its one-hop nodes, such that each node’s neighbours mark it as a

hole node. In this way, each node’s neighbours may have a list of hole nodes which

are within their one-hop distances. In the case that a node is not a hole node or

has not detected the hole, it tries to find a neighbour nearest distance to a sink.

Change et al. [308]) proposed a scheme to avoid holes. Sensors bordering holes in

their approach actively establish a forbidden region to enable packets to be guided

around holes and move along a short path from hole to sink node, thus incurring

less energy consumption.

Benefitting from controlled mobility in nodes, Ma et al. [137], inspired by Newto-

nian Mechanics, applied the potential functions to introduce a dynamic movement

algorithm for autonomous sensor nodes. The proposed algorithm is applied to

address malicious attacks of jamming node passing through the sensing field by

avoiding the jamming hole, then repairing, and filling the area of moving jammer.

The algorithm implemented into two phases of escape and reconstruction. In the

escape phase, nodes move to a safe region away from moving jammer and connect
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Figure 2.8: Network Resilience Factors and Indicators

to the rest of the network. Then, in the reconstruction phase, nodes relocate and

uniformly cover the hole caused by the moving jammer.

2.7.3 Resilience Factors in WSNs

Figure 2.8 depicts different network resilience factors some of which may have

overlap with one another. There are many other factors which can affect resiliency

of network which should be further studies in more details.
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Performance and QoS of network in either presence or absence of fault and

events can be consider as an indicator for level of resiliency in network. For

example, the duration that a network can provide or maintain its services or its

integrity, when facing the faults, can be consider as a measure for the resilience

of network. Introducing new performance metrics which can more realistically

reflect the resilience of network to different types of events and faults should also

not overlooked.

Designing network with respect to different parameters and devising an ap-

propriate failure recovery and fault management, have significant impacts on the

resiliency of network. Networks can show different degrees and strengths to the dif-

ferent types of events and faults. For example, network resiliency and behaviours

can severely change in the presence of CHs, energy holes or security hole in the

network.

Mobility pattern, localisation and routing protocol have importances in either

effectuating or nullifying the implemented recovery mechanisms. For example, im-

proper localisation of nodes may reduce the accuracy and performance of recovery

mechanism and topology control schemes.

Selecting topology schemes to address events can enhance the resilience of net-

work. For example node relocation can be a solution for large coverage holes; how-

ever, it is not an energy efficient scheme to repair random node failure throughout

the network.
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2.8 Cooperation and Emergence

This section, briefly presents the concepts of complex systems, autonomy of com-

plex systems, collaboration and cooperation behaviour, and emergent cooperation

among such systems and nodes.

2.8.1 Complex Systems

Downing [317] considers complex systems to consist of many interacting compo-

nents or agents that: exhibit distributed control, meaning no centralised component

predicts or manages the components’ interactions; are Synergistic such that the

sophistication or complexity of the gestalt greatly exceeds the summed complex-

ities of the components; are emergent self-organising, meaning global structure

arises solely from local interactions; are autopoietic where the global structure is

maintained by local interactions; are dissipative, so that the system is far from

equilibrium and yet is stable; and are adaptive, meaning the system can adapt

its structure and/or behaviour. According to the author, it may not be possi-

ble to predict the global behaviour of complex systems from simple analysis and

component interactions. The author lists examples of complex systems and their

properties of self-organisation and emergent cooperation behaviour such as in rain

forests, termite mounds, traffic jams, epidemics, global economies, the Internet, im-

mune systems, migration patterns, stampedes, stock markets and bacterial colonies

among many others.

Newman [318] gives a brief introduction to complex networks such as the Internet,

social and biological networks, and predicts their characteristics, their failures and

epidemic processes.

Wilensky et al. [281] suggested that predicting, controlling and managing complex

systems is challenging, and modelling and analysis of complex systems should pro-
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vide a rough simulation rather than a perfect prediction.

Some of the properties of complex systems are given in the following sections.

2.8.2 Autonomy and Multi-Agent Systems in WSNs

According to Oliehoek and Amato [319] systems such as robots, computers, per-

son, etc. which ’receive information and make decisions about how to act in the

world ’ can be considered as ’agent’ and the ’agent interacts with its environments

over sequence of time steps’. Wilensky et al. [281] introduced the Reynolds Boid

model (three roles of coherence, alignment, and avoidance among agents [145]) and

agent-based model architecture. The authors defined ’agent’ as an autonomous in-

dividual element with properties and actions in a computer simulation. According

to the authors, in agent-based modelling (ABM), the world is modelled by agents,

environment, and a description agent-agent and/or agent-environment interactions

where some details at the cost of others are neglected. Wilensky et al. [281] con-

sidered systems the result of many parts having interactions with one another,

leading to an emergent outcome. Such emergent outcome is based on interactions

and feedbacks between the emergent behaviour and decision-making individuals.

The authors distinguish ’emergence’ as action of the whole, which is different from

just the sum of parts’ actions; which such emergent behaviour may affect the

decision of individuals.

Nicholson et al. also [96] introduced the multi-agent system paradigm [320, 321]

as a solution to model a implementation of networks in which each autonomous

nodes make individual and intelligent decisions within their vision based on condi-

tions, constraints in the deployment environment. Though these nodes have their

own local goals, they may act towards global goals. Vernon et al. [322] present

aspects of agent and robot autonomy and surveyed wireless sensor networks in
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the context of multi-agent systems (MAS). The paper present the suitability of

multi-agent systems concepts to model autonomy and flexibility for distributed

and decentralised sensor networks. The authors present a survey of agent tech-

nologies applicable to trends of node autonomous behaviour and the challenges of

applying MAS technology to nodes.

Boccardo et al. [323] provide an example of human group mobility and social inter-

actions among group members. The authors present groups of characters moving

in a virtual world similar to the flock model based on the leader–follower which in

each platoon there is a leader that has knowledge about the path or destination

and the others have to coordinate their directions based on the leader’s decisions.

The number of leaders depends on the number of flocks and the degree of scala-

bility. Even in the case of a small number of leaders, a whole group can be guided

onto the right path and destination. The similarity of operations of mobile sen-

sor nodes and multi agent systems (MAS) has lead to many solutions which are

inspired by physics and biology (Floreano and Mattiussi [324]) in localisation and

tracking [325], vehicle collision avoidance control [326], knowledge sharing [327],

independent navigation without communication [328] and (distributed) flocking

algorithms [143], among other.

2.8.3 Emergent Cooperation and Collective Behaviour

Rubenstein and Wei-Min [334] by assuming knowledge of the gradient map of ev-

ery point and addition or removal of robots, present a method of self-assembling

of robots by forming their shape despite uncontrollable movement. Therefore, by

communicating with their neighbours, homogeneous robots are able to show col-

lective behaviour. It is assumed that such robots have a consistent coordinate

system and know the total number of robots participating in the collective be-

haviour;however, in reality such information may not be available on large scales
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with high numbers of robots.

Canizo et al. [332, 333] provide an introduction to different models of agents’ col-

lective motions and behaviours. The authors presented individual-based models

of the collective behaviour of swarming based on different factors of repulsion,

alignment and attraction and their asymptotic speed with the attraction-repulsion

interactions. The work represents a survey of swarming which aims to relate the

biological collective motion of particles to its counterparts in physics (such as hy-

drodynamics and macroscopic motion) is formulated via differential equations and

kinetic theory.

According to Sumpter [335], the levels of granularity and modularity in animal and

the group systems’ collective behaviours, for example ant trails, cockroach aggrega-

tions, fish schools, bird migrations, honeybee swarms, web construction by spiders,

and locust marching, unlike certain other systems such as protein interactions or

ecologies are easily distinguishable while the complexity of animals is higher than

proteins and cells, for example which makes it harder to clearly describe the be-

haviour of individuals. The author defined two approaches to study collective

animal behaviour : functional and mechanistic, where the latter considers ani-

mals’ interactions to form group level patterns (communication mechanisms), and

the former explains the evolution of behaviour through natural selection and rea-

son of individual cooperation to form and persist with collective patterns despite

conflicting interest among individuals.

There are many examples of where autonomous agents not only react to one an-

other, but may also react to an external influence forming sort of collective be-

haviour through which an emergent cooperation can be seen among autonomous

agents, as in ant nests, termites, flocks of birds, schools of fish and the Internet

(Burgess et al. [212, 213]). According to author, due to vague boundaries, de-

signing system having either engineered collaborative properties (aiming for direct
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causation) or emergent collaborative properties (emerging by indirect causation)

sometimes is not straight forward. Each agent based on its limited view plays its

role to keep the collective promises of the whole to form a collective super-agent.

The author in gives consideration to communication of autonomous agents with

limited views to coordinate their intent and to negotiate objectives/incentives of

cooperation which may explicitly or, implicitly propagate among agents.

Forrest [329] defined emergent computation when ’a global behaviour emerges from

many local interactions. The author in [329] defined emergent computation in

which from performing explicit instructions and interactions among collection of

agents, an implicit global pattern are obtained. Having reached such a relationship,

the emerged global behaviour may reciprocally affect behaviours of local interac-

tions. The author in [329] considered important and overlapping themes of system

indicating the emergent computation as self-organisation, collective phenomena

and cooperative behaviour.

Downing [317] defined emergence intelligence as the intelligence emerging from

the collection of stochastic interactions of agents/complex systems, which eventu-

ally are captured and understood but may not be fully predicted. Acknowledging

the power and flexibility of emergence of collective intelligence’s abilities in many

applications, many seminal works have been inspired by nature, life, and biology.

Some examples are : Swarm Intelligence (SI) (Engelbrecht [336], Bonabeau [337],

Beni [338]); ant colony optimisation (ACO) (Dorigo et al. [339]); artificial bee

colony algorithms (ABCs) (Karaboga [340]); glowworm optimisation (Krishnanand

and Ghose [341, 342],Liao et al. [343]); and fireworks algorithms (FWA) (Tan et

al. [344], Zheng et al. [345]). Please refer to Tan and Zheng et al. [344, 345] for a

brief list of evolutionary algorithms (EA) and Xing et al. [346] for a comprehen-

sive list of emerging biology-based computational intelligence (CI) algorithms with

their performances. Kulkarni et al. [93] have conducted a survey of computational
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intelligence in WSNs. The authors listed the computational and memory require-

ments, flexibility and optimality of CI paradigms and approaches which applied

to WSNs.

Some of definitions of the complex systems’ and agents’ cooperation and collected

behaviour in the literature, that can be applied in WSNs, are presented in Table

2.2.

2.9 Conclusion

This chapter, the distributed and mobile sensor networks are briefly introduced.

Categories of coverage and mobility in these networks are listed. The concepts of

resiliency, especially in WSNs and topology control schemes are briefly presented.

The concepts of events, faults, and network failure types have been summarized.

Fault management and recovery stages for network’s failures in general, and recov-

ery of coverage holes in more specific details are explained. The idea of cooperation,

emergence in complex systems formed by autonomous systems/agents, collective

behaviour and its implication in WSNs are provided in this chapter. Finally, the

open issues and challenges and further directions have been explained.
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Author(s) Yrs.
Forrest [329] 1990 Emergent

Compu-
tation

A global behaviour emerges from many local interac-
tions. From performing explicit instructions and inter-
actions among collection of agents, an implicit global
pattern are obtained. The emerged global behaviour
may reciprocally affect behaviour of local interactions

Doran et al. [49] and Steels [330] 1994
1997

Emergent
Coopera-
tion

” Reflex or reactive agents simply act. Therefore, when
cooperation occurs it does so without reflection upon
possible actions. There is no prediction or predictive
planning and therefore no intention.”

Cao et al. [331] 1997 Agent
Coopera-
tive Be-
haviour

”Given some task specified by a designer; a multiple
robot system displays cooperative behaviour if; due to
some underlying mechanism .i.e.; the “mechanism of co-
operation”/; there is an increase in the total utility of
the system. Intuitively, cooperative behaviour entails
some type of performance gain over naive collective be-
havior.”

Nicholson et al. [96] 2008 Emergent
Coopera-
tion

Each autonomous nodes make individual and intelligent
decisions within their vision based on conditions, con-
straints in the deployment environment. Though these
nodes have their own local goals, they may act towards
global goals.

Boccardo et al. [323] 2009 Group
Mobil-
ity and
Social In-
teraction

Groups of characters moving in a virtual world similar
to the flock model based on the leader–follower which
in each platoon there is a leader that has knowledge
about the path or destination and the others have to
coordinate their directions based on the leader’s deci-
sions. Whole group can be guided onto the right path
and destination.

Canizo et al. [332,333] 2010 Collective
Motion
and Be-
haviour

As the result of individual interactions of repulsion,
alignment, attraction and their asymptotic speed with
the attraction-repulsion interactions, a behaviour of
swarming and collective motion is formed.

Burgess et al. [212,213] 2014 Collective
Super-
agent

Autonomous agents with limited communicate to ne-
gotiate their incentives to cooperate. Agents based on
their limited views play their roles to keep the collective
promises of the whole and act in the form a collective
super-agent.

Wilensky et al. [281] 2015 Emergent
Outcome

Systems of many parts having interactions with one an-
other, leading to an emergent outcome that is based
on interactions and feedbacks between the emergent be-
haviour and decision-making individuals.

Downing [317] 2015 Emergence
Intelli-
gence

Intelligence emerging from the collection of stochastic
interactions of agents/complex systems that eventually
are captured and understood but may not be fully pre-
dicted.

Table 2.2. Some definitions of the complex systems’ and agents’ collected be-
haviour and Cooperation in the literature.



CHAPTER 3

Coverage Hole Detection

3.1 Introduction

Wireless sensor networks (WSNs) are increasingly being used to track objects and

monitor various phenomena or areas of interest [1, 2]. Physical damage and/or

power exhaustion of nodes may lead to coverage holes in WSNs. Automatic iden-

tification and repair of network coverage holes have become one of the key research

areas concerning WSNs as coverage holes drastically affect networks’ topology and

operation [24]. Based on the nodes’ position relative to the damaged area (D-area),

nodes can be classified as undamaged or damaged (U-node or D-nodes) [300].

Termed as event-based or triggered coverage holes, they can be directly detected

by certain proximate nodes known as boundary nodes (B-nodes) due to the changes

they instigate on their B-nodes (such as signal or connection loss). Since B-nodes

detect the D-events autonomously within their respective ranges, when such an

event occurs, the D-areas may become surrounded by a margin of B-nodes (MB-

nodes) (Figures 3.1 and 3.2).

If all B-nodes take part in the hole-recovery processes, either by increasing their

106
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transmission power or by relocating towards the region of interest (ROI), the prob-

ability of collision, interference, disconnection and isolation may increase, which

can affect a network’s performance and quality of service (QoS). A number of dis-

tributed boundary node selection algorithms (BNS-Algorithms) are proposed which

may address these issues. These BNS-algorithms allow B-nodes to self-select based

on available 1-hop information extracted from their simple geometrical and statis-

tical features. D-nodes can be regarded as virtual nodes if their information and

pre damage locations are used by the other nodes to implement BNS-algorithms.

By applying the proposed distributed BNS-algorithms, despite little or no mes-

sage exchange overhead and limited available information, cooperative behaviour

among the selected B-nodes emerges [49]. B-nodes selected by the BNS-algorithms

are denoted as selected boundary nodes (SB-nodes). Selection algorithms are only

applied on a limited set of nodes adjacent to the damaged zone (MB-nodes) instead

of all nodes in the network. In this chapter, the results show that the performance

of the proposed distributed BNS-algorithms approaches that of their centralised

counterparts.

3.2 Method and Assumptions

Parameters, scenario and the boundary node selection algorithms are presented in

the following sections.

3.2.1 Nodes and Deployment Area

3.2.1.1 Sensor Nodes

Sensor nodes are assumed to be deployed in a two-dimensional (2-D) rectangular

area, denoted by θ = [xmin, xmax]× [ymin, ymax]. Each sensor node i can be modelled
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Figure 3.1: Coverage Hole

as a unit disk graph (UDG) with a transmission range of Ri
c and sensing range of Ri

s

[32,347,348]. Let V presents the indices of the nodes; where i ∈ V = {1, 2, · · · ,N}.
Each nodes’ location is determined by its disk’s centre,

Ci = {(xi, yi)|xmin ≤ xi ≤ xmax, ymin ≤ yi ≤ ymax}.

It is assumed that all nodes are homogeneous (Ri
c = Rc, ∀i ∈ V) and a pair

of nodes are bi-directionally connected if they are within the transmission range

of one another. Each node is aware of its own location via GPS or some other

localisation methods [101, 349]. The set of neighbours of sensor node i is defined

as

Ni = {j ∈ V\{i},
√

(xi − xj)2 + (yi − yj)2 ≤ Rc}.

Here, to avoid unnecessary complexity, transmission range (Rc) and sensing range

(Rs) are considered to be equal. Sensors may be mobile or static. Whether nodes

are fixed or mobile, it is assumed that at the time of observation each node has

up-to-date and valid information about itself, its neighbours and its surroundings.
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Figure 3.2: Node Types

3.2.2 Coverage Hole

Among different types of network holes in [24,91] the D-area (Coverage hole), k can

be considered as a circle of a radius rHolek with a centre at (xHolek , yHolek). These

circles represent the occurrence of the events at the location where the failure

of nodes triggers and may expand isotropically due to the nature of the physical

damage. By combining of multiple CHs of different centres and radii, any arbitrary

and more complex holes with either convex and non-convex shapes can be easily

approximated [273,274]. It is assumed that B-nodes are aware of their degrees (the

number of local one-hop connections) both before and after a D-event, while they

are only aware of degrees and distances of their UN-nodes and DN-nodes prior to

the D-event. Occurrence of coverage holes in wireless sensor networks are referred

as the D-event in this scenario. It should be noted that noise, false alarms, or

transient, periodic, and frequent failure of nodes, and link instability are excluded

in the aforementioned model.
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3.2.3 Nodes Classification

Regarding their locations to damaged areas, deployed nodes are classified as dam-

aged nodes (D-nodes) and undamaged nodes (U-nodes). D-nodes are a set of

failed nodes that reside in the damaged areas. The set of U-nodes may be directly

and/or indirectly affected. It is assumed that U-nodes can individually detect

damage events if at least one D-node is within their ranges. If U-nodes detect

the D-event within their ranges, they are defined as boundary nodes (B-nodes);

otherwise they are known as normal nodes (N-node). The D-event is detected by

B-nodes as the these nodes sense any significant changes within their ranges (i.e.

signal loss or disconnection due to the failure of their neighbours). D-nodes can

also be called virtual nodes (V-nodes) because part of B-nodes’ decisions are based

on the locations and degrees of D-nodes. At the time of observation each node

is assumed to have up-to-date and valid information about its 1-hop neighbours

and surroundings. Neighbours of each B-node can be either D-nodes or U-nodes

depending on their locations relative to the coverage hole. Therefore, immediate

neighbours of each B-node can be defined as the undamaged neighbour nodes (UN-

nodes) or damaged neighbour nodes (DN-nodes). Each B-node maintains sets of

UN-nodes and DN-nodes. Before the D-event, nodes have fully up-to-date informa-

tion regarding their neighbours; however, after the D-event, they cannot determine

whether their neighbour has become a B-node or still remains as an N-node. It

is assumed that each B-node autonomously makes its selection decision based on

the available 1-hop information from its neighbours before the D-event.

Since each B-node autonomously perceives the D-event and its damaged neigh-

bours, a margin of B-nodes (MB-nodes) are formed around the D-area (please

refer to Figures 3.1 and 3.2). In order to harness WSNs’ redundancy and also re-

duce the chance of interference and physical collisions, a set of the B-nodes defined
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ALGORITHM 3.1: Distance-based Boundary Node Selection Algorithms

Input:
uk: Undamaged Node (U-Node) k, dj: Damaged Node (D-Node) j
bi: Boundary Node (B-Node) i, Nb:Number of bi, i ∈ {1, · · ·Nb}
Dbi : Degree of B-node bi, i ∈ {1, · · ·Nb}
Nbdi

: Number of B-node bi’s DN-nodes, Nbui
: Number of B-node bi’s DN-nodes

�X
dj
bi
: Distance vector from B-node bi to its DN-Node dj

�Xuk
bi
: Distance vector from B-node bi to its UN-Node uk

D
dj
bi
: Degree of DN-Node dj of B-node bi

Duk
bi
: Degree of UN-Node uk of B-Node bi

α: Threshold
Output:
Selected B-nodes (SB-node) bs(i)
Algorithm MinD Boundary Node Selection:

foreach bi ∈ Nb do

Calculate �Xdmin
bi

=min( �X
dj
bi
), ∀Nbdi

if || �Xdmin
bi

|| ≤ α then
bi is SB-node

end

end

End
Algorithm MaxD Boundary Node Selection:

foreach bi ∈ Nb do

Calculate �Xdmax
bi

=max( �X
dj
bi
), ∀Nbdi

if || �Xdmax
bi

|| ≤ α then
bi is SB-node

end

end

End
Algorithm VarD Boundary Node Selection:

foreach bi ∈ Nb do

Calculate S
(dV ar)
bi

=V ariance( �X
dj
bi
), ∀Nbdi

if ||S(dV ar)
bi

|| ≤ α then
bi is SB-node

end

end

End
Algorithm UN-DN Centres of Mass (DUCM) Boundary Node Selection:

foreach bi ∈ Nb do

Calculate �XdCM
bi

=

∑j∈N
bd
i

(
�X
dj
bi

.D
dj
bi

)
∑

j∈N
bd
i

(
D

dj
bi

) , �XuCM
bi

=

∑k∈Nbu
i

(
�X
uk
bi

.D
uk
bi

)
∑

k∈Nbu
i

(
D

uk
bi

)

if || �XdCM
bi

|| ≤ || �XuCM
bi

||.α then
bi is SB-node

end

end

End
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ALGORITHM 3.2: Degree-based Boundary Node Selection Algorithms

Input:
bi: Boundary Node (B-Node) i
Nb: Number of bi, i ∈ {1, · · ·Nb}
DBef

bi
: Degree of B-node bi Before D-event

DAft
bi

: Degree of B-node bi After D-event

α: Threshold

Output:
Selected B-nodes (SB-nodes) bs(i)

Algorithm Absoluate Degree Loss (ADL) Boundary Node Selection:
foreach bi ∈ Nb do

Calculate DADL
bi

=DBef
bi

−DAft
bi

if DADL
bi

≥ α then
bi is SB-node

end

end

End

Algorithm Relative Degree Loss (RDL) Boundary Node Selection:
foreach bi ∈ Nb do

Calculate DRDL
bi

=(
DBef

bi
−DAft

bi

DBef
bi

)

if DRDL
bi

≥ α then
bi is SB-node

end

end

End

as selected B-nodes (SB-nodes) are considered for possible participation in the re-

covery process by moving towards the region of interest (ROI). SB-nodes may be

selected by a distributed algorithm or centrally based on some agreed upon criteria

and conditions. Nodes in the boundary margin may also classified further as inner

nodes (IN-nodes) and outer boundary nodes (OB-nodes) depending on whether

they are selected to participate in recovery process or not. Similar to Section

3.2.4 in Appendix A, a group of (distributed) node selection algorithms, based on
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B-nodes’ 1-hop geometrical and status of statistical features are presented.

3.2.4 Node Selection Algorithms

The proposed distributed BNS-algorithms are classified as either distributed degree-

based or distributed distance-based. Centralised algorithms are also proposed to

compare with distributed BNS-algorithms.

3.2.4.1 Distributed distance and degree-based BNS-algorithms

In the Margin of Boundary (MB) algorithm, each B-node detects the damage and

considers itself as a SB-node. So, a band of boundary nodes forms around the

D-area. In Min/Max Distance (MinD/MaxD) algorithms, if a B-node minimum

and/or maximum distances to its DN-nodes are within a given threshold range,

the B-node will consider itself as a selected B-node. The number of selected B-

nodes depends on the given threshold values. In the Variance of Distances (VarD)

algorithm, the variance of distances from each B-node to its respective DN-nodes

is compared to a given threshold. In the DN-nodes and UN-nodes Centre of Mass

(DUCM) algorithm, each B-node’s distance to the centre of mass (CM) of its DN-

nodes (Db(i)) and UN-nodes (Ub(i)) are compared to a given threshold. UN-nodes

and DN-nodes’ degrees can be used as masses in the DUCM algorithm. B-nodes

closer to the D-area are expected to lose a higher number of connections with

their neighbours and to have more DN-nodes. Thus, the reduction in degree of a

given node following the D-event is a logical criterion for B-node selection. In the

proposed Absolute Degree Loss (ADL) algorithm, each node compares the change

in its degree before and after a D-event with a given threshold. The ADL BNS-

algorithm does not always result in accurate B-node selection. For example, a

node with a degree of two may suffer a reduction to a degree of one or zero after

the D-event, but still may not satisfy the threshold. Therefore, ADL is modified
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to create the Relative Degree Loss (RDL) algorithm, in which the reduction in the

degree relative to the initial degree of the node is used as the selection criterion.

3.2.4.2 Centralised BNS-algorithms

In the centralised BNS-algorithms, decisions are based on global knowledge of

the network and D-event. To compare the proposed distributed BNS-algorithms

with centralised schemes, the Closer Nodes First (CNF), Voronoi-Area (VA) and

Voronoi-Distance (VD) algorithms are proposed. In the CNF algorithm, B-nodes

with smaller Euclidean distances to the D-area are selected first. In the VA and

VD algorithms, B-node selection is based on the features of the nodes’ Voronoi

diagrams [232]. In the Voronoi diagram, Cells(i) and Cells(j) are neighbours if they

share at least one vertex (V Cells(i) ∩ V Cells(j) �= φ). B-node cells are classified

according to their neighbour cells: if a B-node cell has a D-node neighbour cell, it

is a B-D Voronoi cell; otherwise, it is a B-B Voronoi cell. In the VA algorithm, B-D

cells with larger areas are selected first. Similarly, the VD algorithm prefers B-D

cells closer to the D-area. If the required number of selected B-nodes is larger than

the available number of B-D cells, the selection should also be performed amongst

the remaining B-B cells. Thus, in the proposed algorithms, previously selected

B-node cells are now considered as D-node cells and their B-B cell neighbours are

considered as B-D nodes. To reduce complexity, in VA, instead of Voronoi cells’

actual geometric area, their in-circle areas are computed.

We change the role of B-D cells’ neighbouring B-B cells to B-D cells by using

Voronoi cell neighbourhood relations. By applying VD and VA algorithms to the

new B-D cells, based on Voronoi proximity, we can perform stage by stage B-node

selection and model failure expansion of the D-area (Algorithms 3.3 and 3.4 and

Figures of stage-wise B-nodes selection 3.1). Table 3.1 is shown as an example of
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ALGORITHM 3.3: VD Boundary Node Selection

Input:
S : Set of sensor nodes {s1, · · · , sn}
Rc: Node transmission Range
Rs: Node sensing Range
SU : Set of undamaged nodes (U-nodes), SU ⊆ S
SD: Set of damaged nodes (D-nodes), SD ⊆ S, SD = S\SU

SB: Set of boundary nodes (B-nodes), SB ⊆ S, SB ⊆ SU

dist(x, y): Euclidean distance from point x to point y
si(b): B-node i where {SU |dist(si, sj) ≤ Rc, si ∈ SU , ∃sj ∈ SD}
Cellsi : Voronoi Cell of sensor node i
vCellsi : Set of Voronoi vertices of Cellsi
Neigh(si, sj): Cellsi and Cellsj are neighbours if vCellsi ∩ vCellsj �= ∅
NSB

select: Number of selected B-nodes
Sselect
B : Set of selected boundary nodes

NumNeigh(A,B): Number of Neigh(sk, sl) where sk ∈ A, sl ∈ B
AreaCellsi : Area of Cellsi
Dist(si, CHn): Distance from sensor si to Coverage Hole n (CHn)
sortDSC(.): Sort Operator (Descending Order)
sortASC(.): Sort Operator (Ascending Order)

Output:
Selected B-nodes (SB-nodes)

Algorithm VD Boundary Node Selection:
Sselect
B == ∅

while NSB
select > 0 do

X = UD, Y = UB

if NSB
select > NumNeigh(A,B) then
SB = SB\{(si, sj)|Neigh(X, Y )}
Sselect
B =Sselect

B ∪ {(si, sj)|Neigh(X, Y )}
SD=Sselect

B

NSB
select=NSB

select −NumNeigh(X, Y )

else
Sselect
B = Sselect

B ∪
{(si, sj)|Neigh(X, Y ), sortASC(Dist(si, CHn)), i = 1, · · · , NSB

select}
NSB

select= NSB
select − |Sselect

B |
end

end

End
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ALGORITHM 3.4: VA Boundary Node Selection

Input:
For the Input Parameters please refer to Algorithm (3.3)

Output:
Selected B-nodes (SB-nodes)
Algorithm VA Boundary Node Selection:

Sselect
B = ∅

while NSB
select > 0 do

X = UD, Y = UB

if NSB
select > NumNeigh(A,B) then
SB = SB\{(si, sj)|Neigh(X, Y )}
Sselect
B =Sselect

B ∪ {(si, sj)|Neigh(X, Y )}
SD=Sselect

B

NSB
select=NSB

select −NumNeigh(X, Y )

else
Sselect
B = Sselect

B ∪
{(si, sj)|Neigh(X, Y ), sortASC(Dist(si, CHn)), i = 1, · · · , NSB

select}
NSB

select= NSB
select − |Sselect

B |
end

end

End

this stage-wise selection. In Table 3.1, D-nodes, B-nodes and SB-nodes are denoted

’+’, ’o’ and ’*’ respectively in the left column (a, c, e, g); the right column (b, d,

f, h) shows the in-circle of cells in each stage of selection.
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Table 3.1. Stage-wise B-node Selection
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3.3 Performance Evaluation

3.3.1 Performance Metrics

3.3.1.1 Average distance to Damaged Area

SB-nodes that are closer to a D-area can obtain more accurate measurements of a

D-event. Hence, if B-node Sbi is located at (xi, yi), the coverage hole with a radius

of rhole is located at (xhole, yhole) and Nb(i) is the number of selected B-nodes. The

average distance from the damaged area (AVD) of SB-nodes is defined as :

AvgDst =
1

Nb(i)

{∑
i∈b

[(xi − xhole)
2 + (yi − yhole)

2]1/2 − rhole

}
, (3.1)

Regarding the model of coverage hole, Crhole(xhole, yhole), the AVD of SB-nodes

(AvgDst) is the average distance of selected B-nodes from the perimeter of coverage

hole; Equation 3.1 obtains the average over euclidean distances from SB-nodes to

the hole’s perimeter.

3.3.1.2 Percentage of Coverage

The deployed 2-D rectangular area ([xmin, xmax] × [ymin, ymax]) is discretised into

grid cells of zi=(xi, yi). If the coordinates of the grid cell’s corner are within

a node’s range, it is covered by the sensor nodes. Grid cells that are covered

simultaneously by k sensors nodes, are defined as grid cells having k-Coverage

in the area of deployment. The percentage of coverage (PCov) is defined as the

number of grid cells that are covered by at least one of the sensor nodes (1-covered)

over the total number of grid cells in the given deployed area.

Here, as the D-event and BNS-algorithms only affect the rectangular area of

[xhole − rhole, xhole + rhole]× [yhole − rhole, yhole + rhole], PCov is defined as the ra-
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tio of covered cells by SB-nodes in the given area to total number of cells in the

given area.

3.3.2 Results

Using Matlab, 400 nodes were randomly deployed with the uniform distribution

in a 100 m × 100 m region. For the sake of simplicity, all nodes’ communication

and sensing ranges were considered equal (Rc = Rs = 15 m). Sensor nodes may

be mobile or static and their locations and 1-hop neighbours’ distances are known

through GPS or other localisation methods [275, 349, 350]. Figure 3.1 depicts D-

area as a circle with radius rhole = 30 m located at (xhole, yhole) = (50, 50). The

experiment was repeated 100 times with uniform random node distribution for

each algorithm.

Since the number of B-nodes varies in each experiment, on the average, the max-

imum number of selections is the minimum number of B-nodes in 100 samples

(N
exp{1,···,100}
b =min{N exp{1}

b , N
exp{2}
b , · · · , N exp{100}

b } where N
exp{i}
b is number of B-

nodes in the sample experiment i). The required number of selected B-nodes

(SB-nodes) was varied from 1 to N
exp{1,···,100}
b to observe the AVD and PCov be-

haviour of different algorithms as the number of SB-nodes increases. As shown

in Table 3.3, as the number of selected B-nodes approaches the total number of

B-nodes N
exp{1,···,100}
b , AVD and PCov of all BNS-algorithms converge. The algo-

rithms’ performances were compared as follows: 1) Degree-based BNS-algorithms

vs. MB and CNF; 2) Distance-based BNS-algorithms vs. MB and CNF; 3) Cen-

tralized BNS-algorithms vs. MB and CNF; 4) Degree-based vs. Distance based

BNS-algorithms; and 5) AVD and PCov of Selected Degree-based, Distance-based,

and Centralized BNS-algorithms.

Results were obtained with 97.5% confidence intervals. Bounds for BNS-algorithms’



Coverage Hole Detection
120

Alg. Alg. Type AVD PCov
RDL Degree-based 70%-10% 12%-1%
ADL Degree-based 65%-4% 5%-0%
MaxD Distance-based 0%-4% -5%-0%
MinD Distance-based 71%-10% 11%-0%
DUCM Distance-based 69%-7% 16 %-1%
VarD Distance-Based 62%-5% 9%-0%
VA Centralised 42%-7% 13%-1%
VD Centralised 45%-8% 12%-1%
CNF Centralised 78%-13% 30%-4%

Table 3.2. BNS-Algorithms percentage of AVD,PCov improvement over MB
(Number of SB-nodes 20-100)

percentage of AVD and PCov improvements over MB selection are shown in Table

3.2 as the number of selected B-nodes increased from 20 to 100. As shown in

Table 3.2, all BNS-algorithms show improvement over MB, except for MaxD. The

efficacy of BNS-algorithms is higher when fewer B-nodes are selected, although

the performance fluctuates significantly. Table 3.2 shows that Degree-based and

Distance-based BNS-algorithms perform similarly in terms of both AVD and PCov.

However, each of the BNS-algorithms is useful in different circumstances. In the

case of unreliable localisation and inaccurate distance measurements, the degree-

based BNS-algorithms still allow good performance to be achieved at the cost of

somewhat poorer coverage. In general, distributed BNS-algorithms have good per-

formance in comparison to centralised algorithms both in terms of AVD and PCov

(Tables 3.2 and 3.3).

From Table 3.2, as selected B-nodes increase from 20 to 100, it can be seen that,

In degree-based BNS-algorithms, RDL outperforms ADL both in AVD and PCov

respectively on average by 5.5% and 4%. Thus, B-nodes should consider the rela-

tive rather absolute losses of their degrees of connectivity in self-selection process.
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Table 3.3. AVD and PCov of BNS-algorithms



Coverage Hole Detection
122

In distance-based BNS-algorithms, MinD algorithm outperforms other algorithms

on average by 16% in AVD. DUCM outperforms other selection algorithms on av-

erage by 6% in PCov. By excluding MaxD algorithm, MinD outperforms DUCM

and VarD algorithms on average by 4.75% in AVD. Similarly, by excluding MaxD,

DUCM outperforms MinD and VarD on average by 3.5% in PCov. MaxD al-

gorithm can be considered for the B-nodes in the case of coverage hole avoidance

and isolation. By considering the DUCM’s PCov, BS-nodes will likely spread more

uniformly around the coverage hole and from the margin of boundary nodes.

Regarding degree-based and distance-based algorithms, RDL matches MinD in

both AVD and PCov. RDL and DUCM in AVD perform similarly, while DUCM

outperforms RDL on average by 2%. Either of these algorithms can be used based

on the available information that B-nodes have from their neighbouring nodes after

the D-event.

Regarding degree-based and distance-based algorithms with optimal selection al-

gorithm (CNF), RDL is on average within 5.5% and 10.5% of the CNF respectively

in AVD and PCov. MinD is on overage within 5% and 11.5% of CNF in AVD and

PCov respectively. DUCM algorithm is on average within 7.5% and 8.5% of CNF

algorithm in AVD and PCov respectively.

3.4 Conclusion

Distributed algorithms for automatic determination of the boundary of a damaged

region of a network based on available 1-hop knowledge inferred from a node

statistical and geometrical features are presented. The efficiency of the proposed

distributed BNS-algorithms is compared with their centralised counterparts.



CHAPTER 4

Coverage Hole Partial Recovery by Nodes’

Constrained and Autonomous Movements Using

Virtual α-chords

In this chapter, an emergent cooperative recovery is presented to address coverage

holes in real-time for networks, which are deployed in harsh and hostile environ-

ments with minimum or no centralised authority. In this recovery model, a global

behaviour within the network emerges from the mere local and limited interac-

tions among nodes and their immediate neighbours. Nodes autonomously decide

to participate in the recovery process as they detect the coverage hole within their

ranges. Nodes’ autonomous decisions are based on their local perceptions from the

surroundings and their neighbouring nodes. These decisions reduce the network’s

overall exchanged information especially in cases which communication amongst

nodes is either not allowed or kept at certain levels for security. In this recov-

ery model, a set of nodes proximate to coverage holes, known as boundary nodes,

autonomously decide on the direction and magnitude of their movements towards

coverage holes, as node relocation is an effective solution to mitigate the direct and

indirect effects of node failures. In order to consider the effect of nodes’ physical

movements on the their energy consumptions and avoid cascaded node failures, the

123
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relocation of boundary nodes is locally controlled via virtual chords, defined as α-

chords, that nodes form with their neighbouring nodes. Using the virtual chords in

node relocation not only constrains the movement of autonomous boundary nodes,

but also results in an emergent cooperative behaviour from the local interactions

of boundary nodes in the coverage hole recovery model. The proposed coverage

hole recovery model and its performance are presented in this chapter.

4.1 Method and Assumptions

Scenario and deployed sensor nodes, the coverage hole model, and the proposed

algorithm are given as follows:

4.1.1 Sensor Node and Coverage Hole Model

The sensor node model and coverage hole described respectively in Sections 3.2.1.1

and 3.2.2. Coordinates of nodes si, i = {1, ..., N} are (xi, yi) which are the centres

of the circles of the radii equal to the nodes’ ranges. The coverage holes are

modelled as a circle of radius rhole, with the centre at (xhole, yhole) (Figures 3.1,

4.1, 3.2 and 4.3).

4.1.2 Nodes Classification

Regarding their immediate neighbours and their status to the coverage hole (D-

area), nodes can be classified as damaged nodes (D-nodes), undamaged nodes (U-

nodes) and boundary nodes (B-nodes), as noted in Section 3.2.3. As each B-node

autonomously perceives the D-event and its damaged neighbours, a margin of

B-nodes are formed around the D-area (Section 3.2.3 and Figures 4.1 and 4.3).

Depending on the nodes’ locations relative to the coverage hole, neighbours of

each B-node are defined in Section 3.2.3 as the undamaged neighbour nodes (UN-
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Figure 4.1: Coverage Hole and Node Types

nodes) or damaged neighbour nodes (DN-nodes). To benefit WSNs’ redundancy

and reduce the chance of interference and physical collisions, a set of the B-nodes

defined as selected B-nodes (SB-nodes) are considered for possible participation in

the recovery process via boundary selection algorithms similar to Chapter 3.

4.1.3 Local Communications Protocol

Each possible moving node’s decision is based on its limited knowledge of its 1-

hop neighbours. This information includes the status of nodes’ 1-hop neighbours

before the damage event and the perceived 1-hop neighbours’ status change after

damage event without any additional message exchanges.

4.1.3.1 Nodes’ Status

At the time of the D-event, each B-nodes’ distances to both sets of their UN-nodes

and DN-nodes, as well as their degrees of connectivity, are used as landmarks

in the decision-making processes. Therefore, if a B-node selects a set of its UN-

nodes via some selection algorithms, those UN-nodes are considered to be selected
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Figure 4.2: B-Node, its real, virtual neighbors and virtual chord

undamaged neighbour nodes (real neighbours).

4.1.3.2 Virtual Neighbours and α-chord

Virtual selected undamaged neighbour nodes are the fictitious B-nodes’ neighbours

(virtual neighbours) that are connected to a B-node’s UN-nodes via line segments.

Each line segment nn′ connects fictitious point n′ (i.e. a node’s virtual neighbour)

to a real point n (i.e. the node’s real neighbour) while passing through point

s (i.e. the B-node’s location) (Figure 4.2). Line segments are considered to be

virtual chords for pairs of circles where each virtual chord’s endpoints (i.e., the

node’s real and virtual neighbours) lie on the circumference of the two distinct

circles with equal radius of Rc. Virtual chords are defined as α-chord with the

length of α · (2 ·Rc) ≤ 2 ·Rc where 0 ≤ α ≤ 1 (Figure 4.2). One of these circles is

considered a valid circle, if it is closer to the damaged area. With α-virtual chord

node movement, a relocated B-node from s to s′ maintains the connectivity with

its real and virtual neighbours n and n′, provided its real neighbour n is not a

moving B-node.
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4.1.4 Selection Algorithms

In this section three neighbour node selection algorithms —closest neighbour, ran-

dom neighbour, and β-angle — are presented (see Algorithm 4.1). Using these

algorithms, each B-node selects a node from its neighbours as one of its virtual

chord endpoints (Figure 4.2 and Section 4.1.3.2).

In the closest neighbour algorithm, each B-node selects its closest 1-hop neighbour.

In the random select algorithm, each B-node randomly selects one of its 1-hop

neighbours. In the β-angle algorithm, for each B-node and the undamaged node

in its neighbour set, a set of angles is formed between the normal direction of the

virtual chords and distance vector from the B-node to its D-nodes centre of mass

(Figure 4.2). The B-node’s neighbour whose aforementioned angle is closer to β

than any other of B-nodes’ 1-hop undamaged neighbours is selected undamaged

neighbour and should be unique. If more than one undamaged neighbour can

be selected based on these conditions, only one of them is randomly chosen. In

finding the centre of mass of the B-nodes’ undamaged and damaged neighbours,

if the neighbours’ degrees of connectivity are taken into account (Algorithm 4.1)

they can be considered as weighted, β-angle algorithms with w = 1; otherwise

they are β-angle with w = 0.

4.1.5 Movement Algorithms

In the proposed movement algorithms, each B-node obtains its virtual chord by

selecting its real and virtual undamaged neighbour node (Sections 4.1.3.2 and

4.1.4, Algorithm 4.1, and Figure 4.2). The B-node’s new location is found from

two circles that share the B-node’s virtual chord (see Algorithm 4.2 and Figure

4.2). Then, the B-node moves to the new location with probability of p. Movement

algorithms can be divided into following states:
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(a) α = 0

(b) α = 1

Figure 4.3: Chord movement algorithm (Rc=15, N=600, β=0)
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ALGORITHM 4.1: Nodes’ neighbors selection Algorithms

Input:
sbi : B-node i (i = 1, · · · ,m), Nh

si
: sbi ’s h-hop neighbours

Nhu
si

: h-hop U-node neighbours of sbi
Nhd

si
: h-hop D-node neighbours of sbi

→
X

shuj

si
distance vector from si to sj (j in Nhu

si
)

→
X

s
hd
j

si
distance vector from si to sj (j in Nhd

si
)

β − angle : angle parameter

dhu
Sj

degree of sj (j from Nhd
si
)

dhd
Sj

degree of sj (j from Nhu
si
)

Output: Set of selected h-hop neighbour shu
j of sbi

case Closest if closest neighbour selected
foreach B-Node sbi do

Find Nhu
si

foreach h-hop UN-nodes shu
j do

Calculate
→
X

shuj

si

Calculate argjMin

(∣∣∣∣→Xshuj

si

∣∣∣∣
)

case Random if Random neighbor Selected
foreach B-Node sbi do

Find Nhu
si

Calculate argjRandom
(
Nhu

si

)
case β-angle if β-angle is Selected

foreach B-Nodesbi do
Find Nhu

si
and Nhd

si

foreach h-hop(DN-node shd
j , UN-node shu

j ) do

Find dhd
Sj
, dhu

Sj

Calculate
→
X

s
hd
j

si
,
→
X

shuj

si

Calculate
→

XCM

hd

si =

∑
(
→
X

s
hd
j

si
)·dhdSj∑

d
hd
Sj

Calculate
→

XCM

hu

si
=

∑
(
→
X

s
hu
j

si
)·dhuSj∑

dhuSj

foreach h-hop UN-node shu
j do

Calculate � γ
huSj
si = �

(
→
XCM

hd

si ,
→
X

shuj

si

)
− � β

Calculate argjMin
(∣∣∣cos( � γhuSj

si )
∣∣∣)
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ALGORITHM 4.2: Formation of Chord Algorithm

Input:
sbi : B-node i (i = 1, · · · ,m), τ : threshold

s
husb

i
j : Selected h-hop U-node neighbour sj
α-chord parameter, Rc transmission Range
Nhu

si
: h-hop U-node neighbours of sbi

Nhd
si

: h-hop D-node neighbours of sbi

Output:

B-nodes sbi ’s new location (coordinates), s′bi(x, y)

foreach B-node sbi do
Find sbi ’s current location (coordinates) of sbi(x, y)

Find CM
hu(x,y)

i : sbi ’s h-hop UN-nodes’ center of mass

Find CM
hd(x,y)

i : sbi ’s h-hop DN-nodes’ center of mass

Calculate chord− αi, virtual node s′
husb

i
j from αi and Rc

Find C
(x,y)k,k′
αi (circle center(s)) of chordαi

foreach chordαi
and C

(x,y)k,k′
αi do

if
∥∥∥C(x,y)k

αi − CM
hd(x,y)

i

∥∥∥ <
∥∥∥C(x,y)k′

αi − CM
hd(x,y)

i

∥∥∥ then

C
(x,y)
V alidαi

= C
(x,y)k
αi

else if
∥∥∥C(x,y)k

αi − CM
hd(x,y)

i

∥∥∥ >
∥∥∥C(x,y)k′

αi − CM
hd(x,y)

i

∥∥∥ then

C
(x,y)
V alidαi

= C
(x,y)k′
αi

else if
∥∥∥C(x,y)k

αi − CM
hd(x,y)

i

∥∥∥ =
∥∥∥C(x,y)k′

αi − CM
hd(x,y)

i

∥∥∥ then

Calculate rand p ∼ U [0, 1]
if p > τ then

C
(x,y)
V alidαi

= C
(x,y)k
αi

else
p < τ

C
(x,y)
V alidαi

= C
(x,y)k′
αi

s′bi(x, y) = C
(x,y)
V alidαi
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• Undamaged neighbour nodes of moving B-nodes are selected based on criteria

presented in Algorithm 4.1;

• With regard to the suitable virtual chord parameters α and Rc, the location

of B-nodes’ virtual neighbours are obtained for each B-node;

• The moving B-nodes’ new locations are computed by selecting one of two

circles that pass through the endpoints of the virtual chord of each B-node

(Algorithm 4.2). The selected circle, which has its centre closer to the dam-

aged area, is defined as the valid circle through which the chord is obtained;

and

• The B-node then moves to the centre of the valid circle with probability

p (uniform distribution) and q otherwise, such that p + q = 1. Here it is

assumed p = 1 in which all B-nodes move towards the coverage hole.

It should be noted that connectivity of B-nodes to their neighbours can not be fully

guaranteed because, after the damage event, B-nodes are not able to distinguish if

their undamaged neighbours are moving B-nodes or not. For example, Figure 4.3

shows how changing parameter α affects B-nodes’ collective movement behaviour

in the coverage hole recovery model. β-angle with α = 0, 1 in Figure 4.3 shows

the direction of moving B-nodes towards/around the coverage hole.

4.2 Performance Evaluation

In order to compare the proposed movement model with the two Voronoi-based

movement algorithms (VOR and MinMax) [231], different types of performance

metrics have been defined in this section. Voronoi-based algorithms are considered

as the benchmark and B-nodes were selected similarly to previous chapters.
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4.2.1 Performance Metrics

In modelling Voronoi movement algorithms, the problem of nodes with out-of-area

and infinite Voronoi vertices are taken into account. The proposed performance

metrics in this section are classified as:

• Coverage-based metrics: Percentage of recovery is defined as the per-

centage of recovered networks’ coverage after the recovery process. In other

words, by using the given movement algorithm, the metric shows what per-

centage of lost coverage is recovered in the network (see Section 3.3.1.2 for

definition of coverage).

• Connectivity-based metrics : Percentage of connectivity is defined as the

percentage of moving B-nodes that are directly connected to rest of network

(those nodes that did not participate in the recovery process) with at least

one link over the total number of moving B-nodes. This performance metric

shows the effect of movement algorithms on the connectivity of moving nodes

and the number of moving B-nodes still directly connected to the rest of

network after their movements.

• Distance-based metrics: Average movement is defined as the ratio of the

total amount of movement to the number of participating nodes in recovery

process. Average movement can be used with other metrics to better under-

stand the behaviour of movement algorithms in the coverage hole recovery

process.

4.2.2 Results

Using Matlab, N = 1000 nodes with communication and sensing range of 15

(Rc = Rs = 15 m) were uniformly deployed with random distribution in a
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Figure 4.4: Percentage of Recovery

rectangular area of [−100, 100] × [−100, 100]. Similar to the preceding chapter,

coverage holes were modelled as circles with a radius rHole = 50 m located at

(xHole, yHole) = (0, 0). The experiment was repeated #Exp = 400 times for the

movement algorithms. Chord parameter (α) was continuously changed from 0 to 1

to examine its effect on the performance and the nodes’ collective behaviour with

the proposed movement algorithms. Results have confidence intervals 97.5% (Fig-

ures 4.4, 4.5, and 4.6). The movement algorithms’ performances are also shown

in Table 4.1. With regard to Figures 4.4, 4.5, and 4.6, as α changed from 0

to 1, the percentage of recovery and nodes’ average movements of virtual chord

movement algorithms decreased but at the same time their percentages of connec-

tivity increased, which shows that the B-nodes’ collective behaviour and direction

of movements shift gradually from moving towards to circulating around cover-

age hole. Each of these collective mobility behaviours can be used for different
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Figure 4.5: Percentage of Connectivity
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Figure 4.6: Average Movement
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Algs. α Recovery(%) Connectivity(%) Avg. Mov.(m)

β-angle (w = 1)

0.00 59.3000 20.5821 18.2413
0.25 58.1561 14.9848 16.1297
0.50 54.3100 15.7554 13.6721
0.75 46.3983 32.1165 10.5888
1.00 21.8333 84.2525 5.6323

β-angle(w = 0)

0.00 58.8752 20.4436 18.2227
0.25 57.8314 14.4888 16.1230
0.50 54.2239 15.7458 13.6797
0.75 46.4474 31.7605 10.6149
1.00 21.5037 84.0388 5.6850

Closest

0.00 54.3857 43.9619 15.7489
0.25 53.8395 42.9475 14.7811
0.50 52.5149 43.9536 13.7172
0.75 49.2130 48.7582 12.5073
1.00 42.8042 67.2597 11.0456

Random

0.00 54.4647 52.0741 18.1173
0.25 52.5196 49.3625 16.0505
0.50 49.0044 49.2323 13.6488
0.75 42.9059 55.0499 10.6438
1.00 30.0398 77.9009 5.8566

Vor

0.00 81.0696 51.3128 25.5432
0.25 81.0696 51.3128 25.5432
0.50 81.0696 51.3128 25.5432
0.75 81.0696 51.3128 25.5432
1.00 81.0696 51.3128 25.5432

MinMax

0.00 84.8375 61.5663 9.4616
0.25 84.8375 61.5663 9.4616
0.50 84.8375 61.5663 9.4616
0.75 84.8375 61.5663 9.4616
1.00 84.8375 61.5663 9.4616

Table 4.1. Performances of Movement Algorithms

purposes. In our model, α can be chosen in such a way as to achieve proper

percentage of connectivity, percentage of recovery with given amount of nodes’

movement. Results from Figures 4.4, 4.5, and 4.6 and Table 4.1, show that al-

though proposed chord movement algorithm is autonomous and requires little or

no message exchange, its performance is comparable to Voronoi-based movements.

In the real-time scenarios with security and interference concerns, using Voronoi-

based algorithms requires global knowledge of the network. So even if higher

coverage and connectivity is offered, in these scenarios, they are not practical.
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Table 4.1, Figures 4.4, 4.5, 4.6, and 4.3 show that it is possible to have differ-

ent network recovery behaviours (i.e. from repairing to avoiding coverage holes)

based on type of coverage holes in terms of desired coverage, connectivity and

nodes’ average movements via setting parameter of α in nodes’ virtual chords.

Characteristics of the proposed model presented in this chapter can be listed here.

• Light Information Exchange. Each node exchanges information with its im-

mediate in-range neighbour, which reduces the chance of flooding among the

nodes in network.

• Security. As nodes act autonomously based on their available, limited and lo-

cal information (available before occurrence of event), no further information

are exchanged among nodes during the recovery process which reduces the

possibility of inter-node communications being compromised, intercepted, or

interrupted by adversaries.

• Distributed Recovery. An autonomous and constrained node movement model

based on a node’s 1-hop perception provides a rapid recovery mechanism for

large-scale coverage holes in real-time and harsh environments. Compara-

ble to its centralised benchmarks, it can be a scalable recovery model in

environments lacking appropriate centralised supervision.

• Connectivity and Movement Control. Moving nodes’ connectivity to the rest

of the network to some extent can be maintained via introducing the geomet-

rical concept of α-chords, as nodes move with respect to their neighbouring

nodes. By constraining the nodes’ movements, their energy can significantly

be preserved.

• Agility and Flexibility. Although nodes participating in the recovery pro-

cess act based on their local visions about their surroundings, a movement

model based on virtual chords can result in an emergent cooperative be-

haviour within the network [49] (Figure 4.3). Due to the nodes’ local and
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autonomous decision making, the recovery process is swift. This speed is

desirable for real-time and time-sensitive applications. By setting parame-

ters such as α in a virtual chord movement algorithm, the network is able

to behave differently to either repair or avoid coverage holes [277] (Table 4.1

and Figure 4.3). This proposed recovery model is suitable for the applica-

tions in which damage sprawls further to proximate nodes and in which an

alternative post-action plan for facing such aggressive damage is required.

Therefore, this model can flexibly modify the nodes’ movements, moving

them towards coverage holes to circulating them around holes. The former

is suitable for hole recovery. The latter can prevent cascaded node failures

and failure expansion around damaged area: the circular node movements

can allow moving nodes of higher energies to either enforce or replace nodes

with lower residual energies.

4.3 Conclusion

A new autonomous and constrained node movement model is proposed to par-

tially/wholly recover large-scale coverage holes in real-time scenarios with inter-

ference and security considerations. In the this chapter, the proposed model of

autonomous decision making is based on the available 1-hop knowledge at the

time of the damage event. By introducing α-chords, the proposed model also

considered the connectivity of moving nodes. When compared with conventional

Voronoi-based algorithms, the proposed model provided suitable performance met-

rics.



CHAPTER 5

Fuzzy Node Relocation Models

5.1 Introduction

The distributed (local) relocation of nodes could address the widespread damages

and unbalanced node deployments (i.e. nodes’ failure and drifts), as manually

adding new sensor nodes in the harsh and hostile environments in the absence of a

centralised supervisor is challenging in WSNs. Coping with the unpredictable net-

work topology changes and reducing the burden of centralised relocation paradigms

by the distributed movement models comes at the price of oscillations and excessive

movements due to nodes’ local and limited interactions. If the node movements in

the distributed relocation models are not properly addressed, their power will be

exhausted. Inspired by the laws of nature and conforming to the uncertain nature

and local interactions of nodes, we have proposed the (distributed) force-based

fuzzy node movement algorithms (i.e. virtual push-pull forces among the nodes)

to steer nodes towards their new locations based on the aggregation of properly

exerted virtual forces on the nodes from their neighbours, which may alleviate un-

desirable oscillations. In this chapter, the proposed fuzzy movement algorithms’

parameters are set by using the (human) expert knowledge (derived from domain

138
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experts based on their experience [351]), and a one-time and iterative particle

swarm optimization (PSO) with respect to status of nodes and their neighbour

nodes. The performance of the proposed models are compared with one another

in addition to the distributed self-spreading algorithm (DSSA). The results show

that the proposed fuzzy movement algorithms either outperform or matches DSSA

in one or more performance metric(s).

5.2 Method and Assumption

5.2.1 Nodes and Deployment Area

Nodes and area of deployment are modelled according to Section 3.2.1.1.

5.2.2 Boundary Conditions

In relocation algorithms, the behaviour of moving nodes that have reached the

deployment area boundaries (i.e. [xmin, xmax]× [ymin, ymax]) with respect to differ-

ent boundary conditions should be taken into account. Node boundary strategies

defined in [352] are adopted as below:

• (B1): In Non-Stop At Boundary, nodes move to their new locations regard-

less of whether or not their new computed locations are beyond the bound-

aries of a given area. Therefore, the nodes’ movements are not limited by

area boundaries. Nodes relocate towards their new locations without limit.

• (B2): In Stop At Boundary, those nodes whose new locations are beyond

the boundaries of given area stop at the boundaries as soon as they reach

them. Thus, movement of nodes is limited by the given area’s boundaries.

Nodes stop at boundaries of given area and their movements are limited if

their new computed locations are beyond the area boundaries.
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• (B3): In Wrap Around, if nodes’ new computed locations go beyond the area

boundaries, they are wrapped around to other (opposite) sides when they

reach to the boundaries of given area, according to toroidal surface.

5.2.3 Fuzzy Logic Parameters

Fuzzy rule-based systems can be used in many different research areas [353, 354].

Fuzzy Takagi and Sugeno (TS) [353] rule-based systems for control problems are

briefly described as follows:

Rule Rj : if x1 is Aj1 and · · · and xn is Ajn

then yj = a0j + a1jx1 + · · ·+ anjxn

(5.1)

where x = (x1, x2, ..., xn) is an n-dimensional input, Anj is a fuzzy membership,

such as small or large, and y is a non-fuzzy output. Output of the fuzzy rule-base

system is calculated from the following equation:

y =

∑p
j=1 μj(x) · yj∑N

j=1 μj(x)
, (5.2)

where

μj(x) = μ1j(x)⊗ μ2j(x)⊗ · · · ⊗ μnj(x) (5.3)

and p is the total number of rules. Two different fuzzy inference systems are used:

fuzzy pair radial and angular forces.

Fuzzy Pair Radial Force: A pair force system has one input, as distance with

the given memberships and one crisp (exact) output, pressure which can take the

fuzzy values ’push hard’, ’push’, ’no action’, ’pull’ and ’pull hard’. The rules of

this system are listed in Table 5.1.

Fuzzy Pair Angular Force: The fuzzy angular force system also has one input

as distance to the target angle with the given memberships and one crisp output

as pressure. As a simple example, consider a node with two neighbours forming a
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Table 5.1. Fuzzy Rules

(a) Pair Radial Force System
Distance Pressure
Very Far No Action(0)
Far Pull hard(-1)
Moderate Pull(-0.5)
Close Push(0.5)
Too Close Push Hard(1)

(b) Pair Angular Force System
Distance Pressure
Very Far Hard(1)
Far Medium(0.75)
Moderate Slow(0.5)
Close Very Slow(0.25)
Too Close Nothing (0)

30◦ degree angle with each other and the given node of the vertex. Since the node

has two neighbours, the target angle is 180◦ degrees. Therefore, by considering

one of the neighbours as a reference point, the node applies angular force based

on the fuzzy model and rule in Table 5.1.

As node’s neighbours can exert different angular forces with regards to their lo-

cations relative to one another, two angular force strategies can be defined based

on how the effective exerted forces are perceived on the node via its neighbours.

Angles between the force-exerting node and its neighbours can be considered such

that the force-exerting node is at the vertex with angle α (0 < α ≤ 180◦) with each

pair set of its neighbours where α= � (n1 nfv n2) (i.e. n1 and n2 are two neighbours

of force-exerting node nfv). Angular force strategies are considered as below:

• (A1): In the Smallest Angular Movement strategy, all exerted angular forces

are computed from neighbours, then the selected exerted force that causes

the smallest node angular movement is chosen.

• (A2): In the Closest Neighbour, the angular force from the closest neighbour

is considered as the selected force exerted on the node.
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5.3 Fuzzy Logic Relocation Models

In the following sections, by using the fuzzy inference systems presented in Table

5.1 and the presenting radial pair forces and angular membership functions, three

types of Fuzzy Logic Relocation models are introduced in Sections 5.3.1, 5.3.2 and

5.3.3. Section 5.3.1 presents model in which fuzzy parameters are set by expert

knowledge based on the Table 5.1 and Figure 5.1.

Section 5.3.2 presents the models in which, for the initial iteration, fuzzy pa-

rameters are tuned by PSO with respect to the linear weighted combinations of

performance metrics in terms of the percentage of coverage, uniformity and aver-

age movement (Equation 5.4). The parameter membership functions are defined

according to the Tables 5.1 and 5.2 and Figure 5.3.

Section 5.3.3 extends the proposed models of Section 5.3.2 in which fuzzy param-

eters are locally tuned in each node movement iteration to consider the dynamic

behaviour of mobile nodes and their neighbouring nodes (refer to Algorithm 5.1

and Figure 5.5).

5.3.1 Expert Knowledge Fuzzy Relocation Model

The fuzzy radial pair force system has one input (inter-nodal distance) with five

triangular memberships (Figure 5.1(a)) and one crisp (exact) output as pressure

which can take different fuzzy values of ’push hard’, ’push’, ’no action’, ’pull’ and

’pull hard’. The rules of this system are listed in Table 5.1. The fuzzy angular force

system also has one input (i.e. distance to the target angle) with five triangular

memberships and one crisp output as pressure (Figure 5.1(b)). By considering one

of the neighbours as a reference point, the node applies angular force based on the

fuzzy model and rule in Figure 5.1(b) and Table 5.1.
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(a) Fuzzy Radial Memberships (b) Fuzzy Angular Memberships

Figure 5.1: Memberships

5.3.1.1 Fuzzy Node Movement Algorithms

Depending on the type of applied pair forces, different node movement algorithms

can be defined as follows (Figure 5.2),

• In Fuzzy Radial Movement (FRM), each node exerts and mutually senses

radial force on/from its neighbours. The amount of node movement is the

summation of push/pull virtual forces from its in-range neighbours.

• In Fuzzy Angular Movement (FAM), each node exerts a force on its neighbour

based on aforementioned fuzzy decision and angular force strategies.

• In FRM Then FAM (FRAM), FAM is applied to result of FRM in consecutive

iterations. The order of applying angular and radial forces is depicted in

Figure 5.2

• In FAM Then FRM (FARM), FRM is applied to the result of FAM in con-

secutive iterations (Figure 5.2).

• In FRM And FAM (FRNAM), node movement is determined when both

radial and angular forces are computed on the node from its neighbour in

each iteration (Figure 5.2).
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Figure 5.2: Fuzzy Node Movement Algorithms

5.3.2 Tuned Parameter Fuzzy Relocation Model

The circular zone around a node is defined as Rzone (Rzone = k ·Rc), which is used

to obtain the fuzzy parameters from the nodes’ neighbours residing in the given

zone via particle swarm optimization (PSO). Both the fuzzy radial pair and fuzzy

angular force systems have one input as distance with three Gaussian functions,

one z-function and one s-function memberships defined in Table 5.2, and one crisp

output, pressure which can take the fuzzy values from the rules listed in Table

5.1. Membership function parameters a, b, c, d, μ, σ are computed using particle

swarm optimization. Figure 5.3 shows an example of respectively tuned radial and

angular membership functions for angular strategy A1, boundary condition B2 and

movement strategy FRAM . Hence, fuzzy parameters can be tuned using PSO

with regard to linear weighted combinations of metrics in terms of the percentage

of coverage, uniformity, and average movement equation,

F ∗ = argmaxF{w1 · C(F )− w2 · U(F )− w3 ·M(F )} (5.4)
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Table 5.2. Membership Functions

z-function

fz(x; a, b) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, x ≤ a

1− 2
(
x−a
b−a

)2
, a ≤ x ≤ a+b

2

2
(
x−b
b−a

)2
, a+b

2
≤ x ≤ b

0, x ≥ b

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

Symmetric Gaussian function

fg(x; σ, μ) = e
−(x−μ)2

2σ2

s-function

fs(x; c, d) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, x ≤ c

2
(
x−c
d−c

)2
, c ≤ x ≤ c+d

2

1− 2
(
x−d
d−c

)2
, c+d

2
≤ x ≤ d

1, x ≥ d

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

w1, w2, w3 are respectively weights for coverage (C), uniformity (U), and average

movement (M). F is a set of fuzzy parameters tuned by PSO with regard to

the performance weights. Thus, parameters can be tuned based on one metric

or a linear combination of metrics. The negative and positive signs are used

where performance metrics should be minimised (i.e. movement, uniformity) or

maximised (i.e. coverage) respectively. In order to tune parameters, PSO is applied

in two different global and local zone ranges which are as follows:

Considering a global range, PSO is applied on all deployed nodes over a whole 2D

rectangular field ([xmin, xmax]× [ymin, ymax]), while in local zone-range, proportion

of nodes Nsel from a set of deployed nodes Ntotal (Nsel ≤ Ntotal) are randomly

selected with uniform distribution. PSO is applied for each selected nodes with a

zone-range of Rzone (Rzone = k · Rc) around the selected node by taking account

node’s neighbours residing within its Rzone range.

It should be noted that, in both local and global ranges, boundary conditions are
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Figure 5.3: Radial and Angular Membership function

considered in tuning fuzzy parameters.

5.3.2.1 PSO structures

Constriction coefficient PSO is used similar to [355]. Thus, in this approach the

velocity update equation is as follows:

υij(t+1) = χ
[
υij(t) + φ1

(
yij(t) − xij(t)

)
+ φ2

(
ŷij(t) − xij(t)

)]
(5.5)

yij is the particle best and ŷij is the global best particles and,

χ =
2k∣∣∣2− φ−√
φ(φ− 4)

∣∣∣ (5.6)
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Figure 5.4: Fuzzy Node Movement Algorithms, Figure 5.2

with φ = φ1+φ2, φi = ciri, for i = 1, 2. Equation 5.6 is used under the constraint

that φ ≥ 4 and k, ri ∈ [0, 1]. The parameter k in the Equation 5.6 controls the

exploration and exploitation. For k ∼ 0, fast convergence is expected and for

k ∼ 1, we can expect slow convergence with high degree of exploration [355]. Each

particle consists of two arrays: one is related to the memberships of the pair force

fuzzy systems and another one is related to the memberships of the angular force

fuzzy systems. Each fuzzy system has 5 memberships and each membership is

specified by its mean and variance; therefore each array has 10 cells.

5.3.2.2 Fuzzy Node Movement Algorithms

In the proposed model, the fuzzy node movement algorithms applied are Fuzzy ra-

dial movement (FRM), Fuzzy angular Movement (FAM), FRM then FAM (FRAM),

and FAM then FRM (FARM) (Figure 5.4).
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5.3.3 Iteratively Tuned Parameter Fuzzy Relocation Model

Fuzzy node relocation model presented modified in a way such that in nodes,

autonomously fuzzy parameters are tuned locally at each iteration of movement.

Like in Section 5.3.2, the circular zone around the node is defined as a circle with a

radius of Rzone (Rzone = k·Rc, Rzone ≥ Rc) where k = 1, with the node in the centre

of the circle. Node’s circular zone is used to obtain the fuzzy parameters from

the nodes’ neighbours residing in the given zone range by PSO in each iteration

according to Algorithm 5.1.

Fuzzy rule-based systems [353, 354] are used in variety of different applications.

In this section, the fuzzy rules and fuzzy inference systems of Sections 5.3.1 and

5.3.2 are applied to the sensor nodes. Similar to section 5.3.2, by using particle

swarm optimization method in each iteration for each node, membership function

parameters (a, b, c, d, μ, σ) (Table 5.2) are computed according to Equation 5.4).

Three Boundary strategies of Section 5.2.2 are used in our scenario. Figure 5.5

(a) Radial Membership (b) Angular Membership

Figure 5.5: Radial and Angular Membership functions of Node after 50 Iterations
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ALGORITHM 5.1: Iteratively tuned fuzzy logic relocation model

Input:
Set of nodes si: i ∈ G, where G = {1, · · · , Ntotal}
Set of selected si:s

j
i , j ∈ H ⊆ G,H = {0, · · · , NSel}

rη:r
th iteration:η = {0, · · · , Tfinal ≡ final iteration }

LocD{si(r)}: si’s location in rη in D-dimension space

si’s transmission range Rci and sensing range Rsi

si’s zone Range Rc ≤ Rzone = k ·Rc with k = 1
tr : # movement Alg. types in rth iteration, t = 0, 1

φb
sji
(rη): Set of si’s Rzone neighbours s

j
l (rη) in rη s.t.,

∥∥si(rη)− sjl (rη)
∥∥ ≤ Rzone

An{1,2} :Angular Strategy, Bm{1,2,3} :Boundary Condition

Movp={FRM,FAM,FRAM,FARM}:Movement Alg.
wq{Coverage,Uniformity,AverageMovement} :Metrics Weights

Tr

(
F j
i , Bm

)
computes LocD{si(r)} for F j

i (total) & Bm

Output:

LocD{si(Tfinal)}for iteration of Tfinal and ∀i ∈ G

foreach r ∈ η do

foreach sji ∈ H do
switch tr ∈ r do

case tr = 0 Movp={FRM,FAM}
case tr = 1 Movp={FRAM,FARM}

endsw

forall the sjl (rη)ofφ
b
sji
(rη) do

Calculate F ∗ ← PSO(wq, An, Bm, tr, Rzone)
end

foreach sjl (rη) of φ
b
sji
(rη) do

Calculate f j
i (tr)← FuzzyForce(F ∗,Movp)

end

Calculate F j
i (total)←

⋃l
l∈φb

s
j
i

(tr)

(
f j
i (tr)

)
end
foreach si ∈ G do

Calculate LocD{si(r)} ← Tr

(
F j
i (total), Bm

)
end

end
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presents an example of respectively tuned radial and angular membership functions

for angular strategy A1, boundary condition B1 and movement strategy of FRAM

after 50 iterations for a node of Rzone = Rc ((ω1, ω2, ω3) = (0, 1, 0)). The figure

shows the variations of membership functions as the parameters are tuned in each

iteration.

5.3.3.1 Fuzzy Node Movement Algorithms

Fuzzy node movement algorithms of FRM, FAM, FRAM, and FARM that are

presented in Section 5.3.2, are used in this section.

Figure 5.6: Fuzzy Node Movement Algorithms, Figure 5.4

Regarding Sections 5.3.1 and 5.3.2, actual physical movement iteration j′ in this

model is divided into two sub-iterations t and 1 + t (here t = 1), to represent

the number of type change of movement algorithm applied to node in each j
′
th

iteration. In our proposed model, by applying FRAM/FARM, each node moves

in 1 + t sub-iterations as the radial/angular movement algorithms and then angu-

lar/radial movement algorithms are applied on the given node. t shows number

of type change of movement algorithm in the given j
′
th iteration which t = 0 for
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FRM/FAM as the type of radial/angular algorithm does not change, and t = 1 for

FRAM and FARM respectively because of the type of radial/angular movement

algorithms used in the relocation algorithm does change (Figure 5.6).

In this section, as fuzzy parameters are tuned in each movement iteration j
′
,

movement algorithm strategies are presented as iFRM, iFAM, iFRAM and iFARM

to distinguished them from previous movement algorithm strategies in Section 5.3.2

whose fuzzy parameters were only computed for the initial iteration and were not

changed for the rest of movement iterations. The fuzzy logic movement model is

shown briefly in the Algorithm 5.1.

5.4 Performance Evaluation

5.4.1 Performance Metrics

The performance metric used in this chapter are as follows:

Percentage of Coverage: represents the efficiency of movement algorithms in terms

of how the coverage of given area is improved as nodes relocate (Section 3.3.1.2).

Uniformity: is defined as the average local standard deviation of inter-nodal dis-

tances [227].

Ui =

⎛
⎜⎜⎜⎝

ki∑
j=1

(Di,j −Mi)
2

ki

⎞
⎟⎟⎟⎠

1/2

, U =

N∑
i=1

Ui

N
, (5.7)

where N is the total number of nodes, ki is the number of neighbours of the ith

node, Di,j is the distance between the ith and jth nodes, and Mi is the mean

inter-nodal distance between the ith node and its neighbours [227].
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Average Movement: is defined as the total movement of nodes in each iteration

over the number of nodes in the given iteration. Since movement is related to the

amount of consumed energy by each node, the average movement of nodes in each

iteration can be considered as a suitable metric.

5.4.2 Results

The results of the proposed model are presented in the following sections.

5.4.2.1 Expert Knowledge Relocation Model

The proposed node movement algorithms were simulated using Matlab. N =

100 nodes were uniformly distributed in the rectangular field of [−100, 100] ×
[−100, 100] m2. Each node had a transmission and sensing range of Rc=Rs=15 m.

Each algorithm was simulated 500 times with boundary conditions B1, B2, and

B3, and force strategies of A1 and A2. In each experiment, the node movement

algorithm was run for 500 iterations. The proposed node algorithms are compared

with DSSA and tabulated for iterations=1, 100, 200, 300, 400, 500 in Tables 5.3,

5.4, and 5.5.

In Table 5.3, the percentage of improvement of fuzzy movement algorithms over

DSSA is listed for the given boundary conditions and angular force strategies for

the selected iterations points. Similarly, Tables 5.4 and 5.5 compare the per-

formance of fuzzy movement algorithms with DSSA in terms of uniformity and

average movement respectively.

The results for angular force strategies A1 and A2 are similar. Therefore, only

results for A1 are presented in Figures 5.7, 5.8, and 5.9. Results for A2 is shown

in Appendix C. The results for A2 are summarised for selected iteration points in

Tables 5.3, 5.5 and 5.4. The number of allowed iterations is an important factor
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for choosing proper movement algorithms. In Figure 5.7(a), FRNAM performs

better than FRAM and FARM beyond the 250th iteration, while in Figures 5.7(b)

and 5.7(c) FRAM and FARM outperform FRNAM.

The Figures 5.8(a), 5.8(b), and 5.8(c) show that DSSA outperformed the fuzzy

algorithms for the boundary conditions. One main reason is due to the sluggish

response and slow node movements that make this algorithm a candidate for net-

work with random and sporadic node failures. The DSSA algorithm is suitable

for a network with limited topological changes. With respect to Figures 5.8(a)

and 5.8(b), it can be seen that FAM had the worst performance for the boundary

conditions of B1 and B2 as the number of iterations increased. In Figure 5.8(c),

FRNAM had the lowest performance. Except for Figure 5.8(c), most of fuzzy

movement algorithms effectively reduced their performance differences with the

DSSA as number of movement iterations increased.

Boundary conditions affect the performance of the fuzzy node movement algo-

rithms and as well as DSSA (Figures 5.9(a), 5.9(b) and 5.9(c)). FRM outperformed

almost all movement algorithms including DSSA, while FAM’s performance was

worst. FRAM’s and FARM’s performances were similar except in terms of average

movement (Figures 5.9(b) and 5.9(c)).

Results up to 500 iterations showed that unlike DSSA which benefits from expected

global node density, the proposed models based on the nodes’ local visibility out-

performed or were comparable to DSSA.
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Figure 5.7: Percentage of 1-Coverage (100%) for different boundary conditions
with angular force strategy A1
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Figure 5.8: Uniformity for different boundary conditions with angular force strat-
egy A1
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Figure 5.9: Average movement for different boundary conditions with angular
force strategy A1
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Table 5.3. Percentage of Improvement over DSSA for 1-Coverage (100%)

������������Algs.
Iteration 1

B1 B2 B3

100
B1 B2 B3

200
B1 B2 B3

300
B1 B2 B3

400
B1 B2 B3

500
B1 B2 B3

FRM
A1

A2

00.0000 00.0000 00.0000
00.0000 00.0000 00.0000

3.9440 5.4069 4.5806
3.9147 5.3413 4.5806

3.9762 5.8240 5.1905
3.9465 5.7419 5.1905

3.9714 5.8670 5.4366
3.9422 5.7783 5.4366

3.9732 5.8704 5.6209
3.9433 5.7785 5.6209

3.9762 5.8699 5.6713
3.9465 5.7746 5.6713

FAM
A1

A2

00.0000 00.0000 00.0000
00.0000 00.0000 00.0000

-5.3432 -5.1933 -6.4914
-5.2770 -5.0180 -6.3420

-5.3086 -5.1905 -6.4143
-5.3149 -5.0129 -6.3650

-5.2898 -5.1997 -6.3937
-5.2993 -4.9497 -6.2782

-5.3169 -5.1781 -6.4062
-5.3092 -4.9684 -6.2809

-5.3061 -5.1843 -6.4032
-5.3155 -4.9122 -6.2848

FRAM
A1

A2

00.0000 00.0000 00.0000
00.0000 00.0000 00.0000

3.0295 4.0898 0.8966
3.0009 4.1008 0.9794

3.1353 4.9053 0.8896
3.0579 4.6742 0.9403

3.1313 5.5315 0.9787
3.0550 5.3855 1.1449

3.1294 5.7820 1.1464
3.0626 5.6912 1.2434

3.1353 5.9681 1.0423
3.0579 5.9924 1.0547

FARM
A1

A2

00.0000 00.0000 00.0000
00.0000 00.0000 00.0000

2.9025 4.3887 1.3824
2.8501 4.1155 1.2232

3.0333 5.0614 1.4049
2.9543 4.8767 1.4779

3.0333 5.4669 1.4736
2.9537 5.3341 1.3267

3.0304 5.7871 1.4155
2.9524 5.8121 1.4461

3.0333 6.0807 1.3738
2.9540 5.9485 1.5042

FRNAM
A1

A2

00.0000 00.0000 00.0000
00.0000 00.0000 00.0000

1.8200 2.3714 -0.7079
1.7148 2.0994 -0.7004

3.0658 3.2834 -0.2614
3.0337 2.9841 -0.2925

3.4225 3.6447 -0.1676
3.4217 3.7592 -0.2445

3.4339 4.1839 0.1176
3.4557 4.0720 0.0229

3.4346 4.6510 0.0283
3.4566 4.4094 -0.0762

Table 5.4. Uniformity (Difference with DSSA)

������������Algs.
Iteration 1

B1 B2 B3

100
B1 B2 B3

200
B1 B2 B3

300
B1 B2 B3

400
B1 B2 B3

500
B1 B2 B3

FRM
A1

A2

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.5646 0.0201 0.0641
0.0000 0.0198 0.0641

0.0000 0.0015 0.0283
0.0000 0.0014 0.0283

0.0000 0.0000 0.0165
0.0000 0.0000 0.0165

0.0000 0.0000 0.0075
0.0000 0.0000 0.0075

0.0000 0.0000 0.0062
0.0000 0.0000 0.0062

FAM
A1

A2

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.2613 0.2708 0.3099
0.2524 0.2754 0.2947

0.2519 0.2680 0.2932
0.2511 0.2694 0.2967

0.2494 0.2645 0.2824
0.2436 0.2633 0.2890

0.2485 0.2562 0.2852
0.2414 0.2614 0.2904

0.2451 0.2535 0.2812
0.2413 0.2579 0.2841

FRAM
A1

A2

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.0035 0.0812 0.2041
0.0022 0.0703 0.2037

0.0000 0.0495 0.2042
0.0000 0.0525 0.2039

0.0000 0.0288 0.2139
0.0000 0.0287 0.1946

0.0000 0.0206 0.2030
0.0000 0.0158 0.1968

0.0000 0.0130 0.2064
0.0000 0.0090 0.1991

FARM
A1

A2

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.0032 0.0936 0.2491
0.0046 0.0987 0.2488

0.0000 0.0588 0.2508
0.0000 0.0596 0.2407

0.0000 0.0401 0.2471
0.0000 0.0397 0.2487

0.0000 0.0206 0.2503
0.0000 0.0195 0.2521

0.0000 0.0109 0.2449
0.0000 0.0126 0.2465

FRNAM
A1

A2

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.1456 0.2936 0.5103
0.1481 0.3115 0.5270

0.0218 0.2052 0.4817
0.0214 0.2353 0.4980

0.0007 0.1754 0.4723
0.0012 0.1715 0.4902

0.0000 0.1411 0.4559
0.0000 0.1328 0.4760

0.0000 0.1066 0.4564
0.0000 0.1159 0.4673

Table 5.5. Average Movement (Difference with DSSA)

������������Algs.
Iteration 1

B1 B2 B3

100
B1 B2 B3

200
B1 B2 B3

300
B1 B2 B3

400
B1 B2 B3

500
B1 B2 B3

FRM
A1

A2

9.6707 9.4966 16.4146
9.6651 9.5602 16.4146

0.1354 1.0872 6.3532
0.1360 1.0312 6.3532

0.0821 0.1471 3.5320
0.0826 0.1496 3.5320

0.0815 0.0828 2.1484
0.0826 0.0786 2.1484

0.0793 0.0730 1.0122
0.0798 0.0780 1.0122

0.0821 0.0795 0.7508
0.0826 0.0796 0.7508

FAM
A1

A2

12.4635 12.5251 10.4157
13.5956 13.7317 11.5092

0.6644 0.8201 1.3858
0.4752 0.7497 1.2986

0.4179 0.6586 1.1130
0.3429 0.5892 1.2200

0.3142 0.6774 0.9247
0.2420 0.5994 1.1453

0.3462 0.4038 0.9579
0.1735 0.4843 1.1401

0.2632 0.3357 0.7634
0.1567 0.4603 0.9587

FRAM
A1

A2

8.1834 8.3727 10.1109
8.5897 8.7871 10.5963

0.2027 3.3538 10.4838
0.1855 3.1836 10.6065

0.0465 2.1139 10.1308
0.0540 2.1682 10.6096

0.0450 1.2737 10.2510
0.0543 1.2725 10.4244

0.0431 0.7926 10.0243
0.0550 0.8080 10.3682

0.0465 0.5051 10.1870
0.0540 0.4178 10.1487

FARM
A1

A2

24.8153 24.5265 35.4379
25.2769 25.4411 36.3566

0.3402 6.0371 20.0483
0.4932 6.4395 20.3673

0.0836 4.1215 19.6631
0.1041 4.4381 19.3799

0.0845 2.7555 19.3872
0.0992 2.7364 20.4896

0.0836 1.6168 19.9004
0.0964 1.5043 20.1484

0.0836 0.8700 19.6739
0.0980 1.0196 19.8807

FRNAM
A1

A2

4.4278 4.4170 4.2079
4.4854 4.6074 4.3067

1.9271 3.3052 5.2964
2.0337 3.3332 5.0886

0.4522 2.7299 5.1444
0.4883 2.9437 5.1271

0.0612 2.4087 5.3287
0.0686 2.3784 5.0571

0.0375 2.0284 5.1386
0.0374 2.0097 4.9054

0.0354 1.5967 5.0356
0.0365 1.6857 4.9355
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5.4.2.2 Fuzzy Tuned Parameter Relocation Model based on PSO

The proposed model was simulated similar to that in Section 5.4.2.1. In order

to locally obtain fuzzy parameters, Nsel = 30 of total deployed nodes Ntot = 100

with zone ranges of (Rzone = (1, 2, 4) · Rc) were selected randomly. The fuzzy

parameters were tuned via PSO (k = 0.5, c1 = 3, c2 = 3 Equation 5.6) with

boundary conditions of B1, B2, and B3 and angular strategies of A1 and A2.

The membership parameters were also obtained globally in a rectangular field

of [−100, 100] × [−100, 100] m2. By tuning fuzzy parameters both globally and

locally (Rzone = (1, 2, 4) · Rc) by PSO, relocation algorithms were simulated 500

times using 500 iterations for different boundary conditions and angular strategies.

For the sake of brevity, only the results based on tuned fuzzy parameters with

(ω1, ω2, ω3) = (0, 0, 1) (Equation 5.4), with zone range Rzone=1 · Rc and A1 and

B2 and movement algorithm of FRM are presented in Figure 5.10. The rest of the

results more or less follow the same trends.

The performance of all of the movement strategies with Rzone=Rc and A1 and B2

(Nsel = 30, Ntot = 100) is compared to DSSA (Figure 5.11). In Figure 5.10, as

Rzone reduces, performance degrades. Figure 5.10 shows that, even when PSO is

applied locally to zone range of Rzone = Rc and for 30% of total nodes, perfor-

mance still is comparable to the case where PSO is applied globally on all the

nodes over the whole given area. Figure 5.10 also shows that proposed model

either outperform or is comparable to DSSA for different movement strategies, as

DSSA benefits from expected global node density. Since for each node tuned pa-

rameters were obtained once in the first iteration and did not change in remaining

iterations, the proposed model still had acceptable performance when compared

to DSSA. Figure 5.11 shows FRAM and FARM had the highest and FAM had the

lowest percentage of 1-coverage and FRM has a comparable performance to DSSA.
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With regard to uniformity and average movement, FRM, FAM, FRAM and FARM

had similar performance and are comparable to DSSA. However, depending on dif-

ferent linear combinations of weights (ω1,ω2,ω3) (Equation 5.4), the performance of

relocation algorithms with the different movement strategies, FRM, FAM, FRAM

and FARM can vary.

In the following section, the proposed node relocation algorithm is extended such

that the fuzzy parameters are locally tuned in each of movement iteration with

respect to the nodes’ status and their neighbouring nodes (Equation 5.4).

5.4.2.3 Fuzzy Iteratively Tuned Parameter Relocation Model based on
PSO

The proposed model is simulated similar to that in Section 5.4.2.1. Similar to

Section 5.3.2, by using PSO with boundary conditions of B1, B2, B3 and angular

strategies of A1 and A2, fuzzy parameters are locally tuned for total deployed

nodes N = 100 with Rzone=Rc in each movement iteration. Nodes are relocated

based on the Algorithm 5.1.

The rest of the results more or less follow the same trends. For the sake of brevity,

only the results based on tuned fuzzy parameters with (ω1, ω2, ω3) = (0, 0, 1)

(Equation 5.4), with zone range Rzone=1 · Rc and A1 and B1 and movement al-

gorithm of FRM, FRAM and FARM are presented in Figure 5.12. The FRM

and iFRM behaviours are compared to DSSA. Results in the case where fuzzy

parameters are tuned based on different weight of performance ((ω1, ω2, ω3) =

(1, 0, 0), (0, 1, 0), (0, 0, 1)) are shown in Figure 5.13 with B1 and A1. In Figure 5.12,

the proposed relocation model with different movement algorithms performance

is compared to DSSA. It is also compared with the results from section 5.3.2 to

see the performance differences if the fuzzy parameters are tuned in each iteration
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instead of initial movement iterations. Figure 5.5 also depicts tuned parameters

for angular and radial membership functions of a given node for the 50 iterations.

As shown, these parameters change for the different iterations in a given range.

With regard to the results in Figures 5.12 and 5.13, following conclusions can be

drawn:

• Performances of relocation algorithms (iFRM,iFRAM,iFARM) whose fuzzy

parameters are tuned iteratively outperform or are comparable to their legacy

algorithms (FRM, FRAM, FARM, Section 5.3.2) in which tuning is only done

for the initial iteration. The performance differences decrease in all perfor-

mance metrics as the number of iterations increase. Therefore, according to

Figures 5.12 and 5.13, fuzzy parameters can be iteratively tuned to a certain

iteration such as 10th iteration. As the number of iterations increases, the

uniformity in node distribution improves and the performance differences de-

creases. This is because beyond a given number of iterations, changes in the

fuzzy parameters are not so significant. Thus, from a given iteration, tuned

parameters can be used without further modifications if the distribution of

nodes does not abruptly change during iterative nodes relocations.

• It is expected that the proposed relocation model is effective for deployments

that have large variations between neighbouring nodes.

• The results and Figure 5.5 show that the tuned parameters of member func-

tions fluctuate and vary within a certain range, which resembles the param-

eters and behaviour of logic of type-2 fuzzy system [356]. Therefore, instead

of iterative parameter tuning, in the first iteration, parameters of type-2 can

be tuned and kept for the remaining iterations without further modifications.

• Fuzzy logic relocation models both in iterative and first-time locally-tuned

parameters outperform or match the DSSA performances even though DSSA

benefits implicitly from expected globally node density in the network.
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5.5 Conclusion

In the chapter, node relocation models based on force-based fuzzy node movement

algorithms (i.e. virtual push-pull forces among the nodes) were proposed. The

fuzzy logic relocation models were shown to be appropriate solutions to address the

uncertainty of autonomous nodes among indefinite choices of movements, if proper

and justifiable fuzzy parameters and membership functions should be selected and

tuned at the beginning or in the nodes’ movement iterations. By tuning the fuzzy

parameters, node relocation performance improves as the amount of relocations

are modified by the updated status of nodes and their neighbours.

The results show that our proposed models either outperform or match DSSA in

terms of percentage of coverage, uniformity and average movement, even the tuned

parameters are obtained locally within nodes ranges.



CHAPTER 6

Cooperative Recovery of Coverage Holes in

WSNs via Disjoint Spanning Trees

6.1 Introduction

Continuous reductions in cost and size, combined with simultaneous growth in

mobility and processing power, have increasingly enabled wireless sensor networks

(WSNs) [2] to be productively employed in many new applications, especially

in hostile environments, such as in distributed and decentralised monitoring of

tsunamis, wildfires, earthquakes and volcanoes [9–12]. As new applications and

technical demands emerge and the scale of WSNs grows ever larger, new challenges

have arisen relating to robustness - particularly where large-scale damage to the

network is expected from time to time. Specifically, the emergence of so-called

coverage holes (CHs), such as that shown in Figure 6.1, which principally result

from the correlated en masse failure of nodes due to external catastrophic events

such as natural disasters or a hostile attack, is of particular research interest [24].

CHs not only degrade the quality of service (QoS) and traffic balance across dif-

ferent parts of the network, but they can also cause transient failures in routing

protocols, resulting in long-term outages in the remaining network. Geographic

166
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greedy routing algorithms are particularly susceptible to this problem, since traffic

concentrates along the edge of damaged regions, accelerating energy depletion and

exhaustion at those nodes. This in turn would increase the size of the CH and

exacerbates the damage [24,25].

For mobile nodes, it may be possible to relocate some subset of nodes in order

to repair or shrink CHs [27, 182, 183]. Distributed relocation algorithms have re-

cently become a very active research topic for networks in which sensor nodes can

autonomously respond to catastrophic topology changes through deliberate phys-

ical movement, with no or minimal external intervention and control [23, 44, 134,

190, 357]. Various (distributed) node relocation algorithms have been devised for

WSNs, including systems that exploit network redundancy [358,359], diverse node

deployment models [190,360], and controlled movement [23,38,41,134].

Key trends in most recent distributed relocation algorithms are reducing informa-

tion exchange overheads, granting an increased amount of decision-making auton-

omy to individual nodes, lowering node response times to events, and encouraging

emergent cooperative behaviour [49,361]. In a network exhibiting such behaviour,

each node plays its role by autonomously interacting with its surroundings based

on its perception of its in-range neighbours; however, at the macro scale, a co-

operative and global response is achieved among nodes in the network. In the

emergent cooperative recovery of CHs, nodes autonomously relocate according to

local interactions with their in-range neighbours, such that they are able to re-

duce the size of the CHs with little or no communications or explicit coordination

amongst themselves. The essence of the proposed cooperative recovery model is

that, by the self-organised movements of a set of disjoint spanned trees (DS-Trees)

(trees Ti ∪ Tj �= 0, ∀(i, j) with maximum depth of hmax) [362] constructed around

and radiating out from each CH, the CH can be wholly or partially repaired. The



Cooperative Recovery of Coverage Holes in WSNs via Disjoint Spanning Trees
168

−100 −50 0 50 100
−100

−80

−60

−40

−20

0

20

40

60

80

100
Damaged Node
Undamaged Node
Boundary Node

Figure 6.1: Coverage Hole and Types of Nodes

objectives of doing so are as follows:

1. To limit and ameliorate damage-induced congestion [363,364];

2. To reduce the required amount and range of the distribution of node infor-

mation during the recovery process; and

3. To decrease the response time to damage events by avoiding the need for

centralised coordination and increasing node autonomy.

The proposed idea is inspired by nature, as shown in figures from the work by Lee et

al. [365] (Figure 6.2). The circular collections of DS-Trees are formed. The trees are

spanned on the basis of the nodes’ status in their in-range neighbours’ databases,

and their distances from CHs via trees that are already spanned from CHs to the

in-range neighbours (see Figure 6.3). For the root nodes in DS-Trees, the distance

from the CH is defined as the distance to the closest damaged neighbour in the

CH (see Figure 6.3). Each node selects its parents from its in-range neighbours
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(a) (b) (c)

Figure 6.2: Specimen of lichtenberg Figure obtained by using a spherical electrode
[365]

by comparing its distance and its neighbours’ distances to the CH via the paths

of DS-Trees that have been already spanned from the CH down to the in-range

neighbours. Based on the unidirectional parent-child (leader-follower) relation,

nodes autonomously decide to join existing DS-Trees by choosing the best potential

parent (PP) node; they will subsequently follow their selected parents as their DS-

Trees move towards the centre of the CH.

During the parent-selection procedure, each node considers a set of its in-range

neighbours as PPs if their cumulative distances from the node to the CH via their

associated DS-Trees are less than the node’s current perceived distance from the

CH. Each node then autonomously selects a candidate parent (CP), which is the

PP with the best status amongst the set of PPs. During the spanning process,

each node, depending on its own status, decides whether or not to send updated

information (such as number of hops or cumulative Euclidean link distance to the

CH) to its in-range neighbours.
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Figure 6.3: Disjoint Spanned Trees (DS-Tree) around CH

The depth of the DS-Trees is limited by maximum allowed tree depth of notification

(hmax). Nodes autonomously decide to forward their updated information after

adding their own contribution by comparing their status with those of their in-

range neighbours. As nodes follow their candidate parents and autonomously

relocate to their new locations, the risk of physical collisions among the nodes

reduces; nodes naturally move in a coordinated fashion to close the damaged region

of the network.

Based on the location of nodes relative to the damaged area, nodes are classified as

either damaged nodes (D-nodes) and undamaged nodes (U-nodes) similar to Sec-

tion 3.2.3. U-nodes that are located at the margin of CHs and are able to detect

the damage event within their neighbourhood are known as Boundary-nodes (B-

nodes). B-nodes autonomously notify their immediate neighbours and propagate

their knowledge about the event to these nodes. The information forwarded in-

cludes nodes’ distance from the CH boundary (Euclidean and hop-count) and the
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potential distance that the node may move towards the CH. This information is

thus propagated along the branches of the DS-Trees from the root to the leaves.

In the DS-trees, for status updates, event notification and movement decisions,

nodes only consider their in-range neighbours - especially candidate parents - and

the given depth limit hmax. It should be noted that not all DS-Trees are spanned

to the given hmax due to node location and CH location, geometry and dimensions

(Figures 6.1 and 6.3).

The DS-Tree CH recovery model not only limits the amount of information ex-

change needed between the nodes, but also results in chain-style node movements

towards the CHs such that the distance of each moving node in the DS-Tree

decreases with increasing distance from the CH. CH Recovery using collective

movements of DS-Trees toward the damaged area shows an emergent cooperative

behaviour. The performance of the proposed model is compared with two Voronoi-

based relocation algorithms and a force-based relocation algorithm [227, 231, 232]

in terms of coverage, uniformity and movement.

6.2 Method and Assumptions

6.2.1 Sensor Nodes

Each node is modelled as a unit disk graph (UDG) with a transmission range of

Rc and sensing range of Rs [348]. For the sake of simplicity, it is assumed that

Rc = Rs. A pair of deployed nodes are bidirectionally connected if the centre of one

node’s disc is covered by the disc of the other node. Nodes are distributed with a 2-

D uniform random distribution in a rectangular area of [xmin, xmax]× [ymin, ymax].

Each node is aware of its own location via GPS or other localisation methods

[101,349,350].
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6.2.2 Coverage Hole

Coverage hole k can be considered as a circle of a radius rHolek with centre of

(xHolek , yHolek) (Figure 6.1). This circle represents an occurrence of events in

which node failures start at the centre and may expand symmetrically from this

location due to some physical damage (e.g. an explosion). By combining multiple

CH circles with different centres and radii, any arbitrarily complex CH with a

convex or non-convex shape can be approximated [273]. Other alternative forms

of CHs are briefly mentioned in [366].

6.2.3 Node Types

In general, a set of nodes of type α is defined as φα = {Sα(1), · · · , Sα(Nα)}, where
|φα| = Nα. Depending on the scale of the damage and the nodes’ locations rela-

tive to the CH, similar to Section 3.2.3, deployed nodes (|φ| = N) are classified as

damaged nodes (D-nodes) Sd(i) (φd = {Sd(1), · · · , Sd(Nd)}), which are not opera-

tional, and undamaged nodes (U-nodes) Su(i) (φu = {Su(1), · · · , Su(Nu)}) where
|φ| = |φd| + |φu| = Nd + Nu = N . D-nodes are the set of nodes which reside

inside the damaged area. The set of operational nodes in the area of deployment

are therefore U-nodes, as described by equation 6.1. It is assumed that nodes can

individually detect a damage event if at least one D-node is within their ranges.

Thus, the D-nodes and U-nodes are defined as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Sd(i), if
∥∥pSn(i) − pHolek

∥∥ ≤ rHolek ,

Su(i), if
∥∥pSn(i) − pHolek

∥∥ > rHolek ,

∀(i, k) (6.1)

where pSα(i) is the location (xSα(i), ySα(i)) of node Sα(i) of type α in the given 2D

region of deployment. Depending on their location relative to the CH, U-nodes

are further classified as boundary nodes (B-nodes) Sb(i) (φb = {Sb(1), · · · , Sb(Nb)})
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where φb ⊆ φu and Normal nodes (N-nodes), Sn(i) (φn = {Sn(1), · · · , Sn(Nn)})
such that φn ⊆ φu, φn = φu\φb, and |φu| = |φn| + |φb| = Nb + Nn = Nu (Figure

6.1). B-nodes are a subset of the set of U-nodes which reside on the margin of the

CH as they detect the presence of the damage event within their ranges.

6.2.4 Voronoi Cells

It is assumed that each node is aware of its Voronoi diagram prior to the damage

event. After the damage event, similar to classification in Sections 3.2.4.2 and

6.2.3, Voronoi cells are classified into those containing D-nodes, denoted damaged

Voronoi cells (DV-Cells), Cv
Sd(i)

, and those containing U-nodes, denoted undam-

aged Voronoi cells (UV-Cells), Cv
Su(i)

. UV-cells can be further classified as normal

Voronoi cells (NV-cells), Cv
Sn(i)

and boundary Voronoi cells (BV-cells), Cv
Sb(i)

. BV-

cells are those UV-cells that have at least one of their Voronoi cell edges (E(Cv
Su(.)

))

in common with the DV-cells (E(Cv
Sd(.)

))(as described in Equation 6.2).

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Cv
Sn(i)

if E(Cv
Su(i)

) ∩ E(Cv
Sd(j)

) = 0,

Cv
Sb(i)

, if E(Cv
Su(i)

) ∩ E(Cv
Sd(j)

) �= 0,

∀(i, j) (6.2)

where E(Cv
Su(i)

) and E(Cv
Sd(j)

) are respectively edges of UV-cell i (Cv
Su(i)

) and DV-

cell j,(Cv
Sd(j)

). If a node is in a BV-cell, it is a B-node; however, not all B-nodes

necessarily reside in BV-cells. There are the cases in which Voronoi cells of B-nodes

do not have common edges with DV-cells due to the density and distribution of

node deployment, or the shape of the CH.

For block diagram of the CH boundary detection algorithm, please refer to Figure

6.4.
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Figure 6.4: Block Diagram of the CH boundary detection algorithm and Node
types

6.2.5 Boundary Conditions

The coordinates of the vertices of any Voronoi cells that reside outside of the

boundary of the deployment area are clipped to xmin,xMax,ymin, yMax. Similarly,

if nodes relocate outside of the given deployment area boundary, their updated

locations are modified which nodes stop at the boundaries of deployment area.
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6.2.6 Disjoint Spanned Tree

6.2.6.1 Tree and Graph

The network structure immediately before and after the damage event can be

represented as the graph of G(V,E) and Ǵ(Vu, Eu) (Vu = V − Vd, Eu = E − Ed)

where Vd is the set of failed nodes and Ed is the set of disconnected edges. Suppose

that the set of sub-graphs H1, · · · , Hn ⊆ Ǵ, where Hi ∩ Hj �= Φ, for ∃(i, j) (Φ :

Empty set) are defined and nodes of Hi(Vu, Eu) are spanned by a tree Ti where

|Ti(v − U)| ≤ |Hi(vu)| , |Ti(Eu)| ≤ |Hi(Eu)|.

Definition 1 Spanned trees Ti and Tj are considered to be mutually disjoint trees
if they have no common edges or nodes. Thus, the trees are both node-disjoint and
also edge-disjoint.

Definition 2 Trees, {T1, · · · , Ti, · · · , Tj, · · · , Tn}, are node-disjoint if Vu(Ti)∩Vu(Tj) =
Φ, ∀(i, j) (where Vu(Tk) is the tree Tk’s nodes (vertices)).

Definition 3 Trees, {T1, · · · , Ti, · · · , Tj, · · · , Tn}, are edge-disjoint if Eu(Ti)∩Eu(Tj) =
Φ, ∀(i, j) (where Eu(Tk) is the tree Tk’s edges). In the proposed model, trees are
node and edge disjoint.

Definition 4 The depth or height of a node in a tree is defined as the length of
the path from the given node to its root. Parent nodes have less depth than their
children. Nodes are considered to be on the same level (Li) if they have equal path
lengths to the root nodes of their trees [362].

6.2.6.2 Recovery Stages

In this section, the proposed cooperative recovery of CHs is described. The CH

recovery model utilises the proposed DS-Tree movement algorithm shown in Algo-

rithm 6.1. In the detection stage, damage events are detected by the CHs’ B-nodes.

BV-cells are located with respect to the scale of CHs and B-nodes. Those B-nodes
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whose Voronoi cells have the common edge with DV-Cells are considered to be

BV-Cells. Root nodes (R-nodes) of the trees are found according to Algorithm

6.2.

In the CHs’ notification and identification phase, DS-trees are formed based on

Algorithm 6.3. Finally, the DS-trees move towards the centre of the CH according

to Algorithm 6.4. (Please refer to the diagram in Figure 6.5)



Cooperative Recovery of Coverage Holes in WSNs via Disjoint Spanning Trees
177

ALGORITHM 6.1: DS-Tree Movement Algorithm

Input:
Nα: Total number of type α nodes
Set of U-Nodes Su(i), φu = {Su(1), · · · , Su(Nu)}
Set of B-Nodes Sb(i), φb = {Sb(1), · · · , Sb(Nb)}
Set of D-Nodes Sd(i), φd = {Sd(1), · · · , Sd(Nd)}
C(Sα(i))

v: Voronoi cells of Node Sα(i)

Output: Movement of DS-Trees Ti, Tj where Ti ∪ Tj �= 0 for ∀(i, j)
if (∃Sα(i) ∈ φd) then

foreach (Sb(i) ∈ φb and Sd(j) ∈ φd) do
if C(Sb(i))

v ∩ C(Sd(j))
v �= Φ then

C(Sb(i))
v ← (C(Sb(i))

v)new
end

end

end
Find R-nodes by Alg. 6.2
Find DS-Trees Ti, Tj (Ti ∪ Tj �= 0, ∀(i, j)) by Alg. 6.3
Move DS-Trees Ti, Tj (Ti ∪ Tj �= 0, ∀(i, j)) by Alg. 6.4

6.2.6.3 Root Node Selection (Algorithm 6.2)

As described in Section 6.2.3, nodes are categorised as U-nodes (B-nodes and N-

nodes) and D-nodes. B-nodes detect the damage event by observing an abrupt

loss of neighbours in their neighbour table, and autonomously consider themselves

as the R-nodes according to Algorithm 6.2. Regardless of the type of neighbour,

they are defined generally as β−neighbours.

To harness the redundancy of deployed nodes and determine an appropriate num-

ber of DS-trees spanning from the CH, a network-wide probability threshold τroot ∈
[0, 1] is defined, which represents the probability threshold that a B-node will ex-

clude itself from being a potential R-node. That is, if τroot = 0, all B-nodes

self-select as potential R-nodes. If τroot = 1, none of the B-nodes will consider
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ALGORITHM 6.2: Root Nodes Selection Algorithm

Input:
Set of U-Nodes Su(i), φu = {Su(1), · · · , Su(Nu)}
Set of B-Nodes Sb(i), φb = {Sb(1), · · · , Sb(Nb)}
Set of D-Nodes Sd(i), φd = {Sd(1), · · · , Sd(Nd)}
Sβ
α(i), Set of β-neighbours of Sα(i),

∣∣Sβ
α(i)

∣∣ ≥ 0
dβα(i), Set of Sα(i) euclidean distances to Sβ

α(i)−→
xβ
α(i), Set of Vectors from Sα(i) to Sβ

α(i)
CMϕ

Sα(i)
(−→vα(i), ωα(i)), Center of Mass of vector −→vα(i)

& weights of ωα(i) from Sα(i) to set of points ∈ ϕ
SendSα(i), Msg Sent by Sα(i) to its neighbours
RecvSα(i), Msg Received by Sα(i) from its neighbours
ParentSα(i), Set of Sα(i)’s Parents in the Tree Tj

Parent∗Sα(i)
, Selected Parent from ParentSα(i)

Sα(i).Root is 1 if Node Sα(i) is R-Nodes

Output:
Set of R-Nodes Sr(i), φr = {Sr(1), · · · , Sr(Nr)}
when α← b, and ∃Sα ∈ φb s.t. Sα(i).Root← 1

foreach Sα(i) in φb, C(Sb(i))
v do

Calculate rand p ∼ U [0, 1]
if p > τroot then

Sα(i).Root← 1
SendSα(i)

Parent∗Sα(i)
← CMφd

Sα(i)
(
−→
xd
α(i), d

d
α(i))

else
Sα(i).Root← 0
RecvSα(i)

Parent∗Sα(i)
← argγ min dγα

= {γ|∀γ, β ∈ φb ∩ Sβ
α : dβα ≥ dγα}

end

end

themselves as potential R-nodes and none of the B-nodes will send information

to their in-range neighbours. Thus, by adjusting τroot, the proportion of B-nodes

that self-select as R-nodes (and hence the number of DS-Trees) can be tuned.
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Figure 6.6: Block Diagram of the Root Node Selection Algorithm

If a node autonomously decides that is not a potential R-node, it waits to re-

ceive information from its in-range undamaged neighbours, to which it adds its

own contribution before forwarding the aggregated information to its neighbours.

Throughout this chapter, τroot is assumed to be zero (that is, all B-nodes are also

potential R-nodes). The threshold determines the probability of an individual

node’s willingness to act in the role of R-node based on various factors such as

the amount of energy remaining in that particular node’s battery. Each R-node,

Sr(i) considers the virtual node obtained from the centre of mass of its D-node

neighbours, CMφd

Sr(i)
(
−→
xd
r (i), d

d
r(i)), as its parents (Algorithm 6.2).
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ALGORITHM 6.3: Disjoint Spanned Trees Algorithm

Input: Set of U-Nodes Su(i), φu = {Su(1), · · · , Su(Nu)}
Set of B-Nodes Sb(i), φb = {Sb(1), · · · , Sb(Nb)}
Set of D-Nodes Sd(i), φd = {Sd(1), · · · , Sd(Nd)}
Sβ
α(i), Set of β-neighbours of Sα(i),

∣∣Sβ
α(i)

∣∣ ≥ 0
dβα(i), Set of Sα(i) euclidean distances to its Sβ

α(i)
CMϕ

Sα(i)
(−→vα(i), ωα(i)), Center of Mass of vector −→vα(i) & weights of ωα(i) from

Sα(i) to set of points ∈ ϕ
SendSα(i), Msg Sent by Sα(i) to Sβ

α(i)
RecvSα(i), Msg Received by Sα(i) from Sβ

α(i)
ParentSα(i), Set of Sα(i) ’s Parents in the Tree Tj

Parent∗Sα(i)
, Selected Parent from ParentSα(i)

hmax, Maximum Height(depth) of Tree
Sα.dEvent, Perceived Distance of Sα(i) to Event via intermediate nodes
Sα.hEvent, Perceived Hop-count of Sα(i) to Event via intermediate nodes
Sα(i).d

∗
Event , Min(Sα(i).dEvent),when ∃k, s.t. Sα(i) ∈ Tk∗

Sα(i).h
∗
Event, Min(Sα(i).hEvent),when ∃k, s.t. Sα(i) ∈ Tk∗

Output: DS-Trees Ti, Tjwhere Ti ∩ Tj = Φ for ∀(i, j)
while Sα(i).d

∗
Event and Sα(i).h

∗
Event (∀i) do

foreach (Sα(i) ∈ φu) do
if Sβ

α(i) �= Φ then

if Sα.dEvent ≥ Sj .dEvent + dβα(i)
and Sα.hEvent ≥ Sj .hEvent + 1

(∀j ∈ Sβ
α(i))

then
RecvSα(i) from Sβ

α(i)
Calculate pα(i).d← Parent∗Sα(i)

.dEvent

Calculate pα(i).h← Parent∗Sα(i)
.hEvent

Update the Information

Sα.dEvent ← pα(i).d+ d
Parent∗

Sα(i)
α (i)

Sα.hEvent ← pα(i).h+ 1
if Sα.hEvent ≤ hmax then

SendSα(i)fromSβ
α(i)

end

else
if Sα.hEvent ≤ hmax then

SendSα(i) to Sβ
α(i)

end

end

else
if Sα(i) ∈ φb and ∃Sβ

α ∈ φd

then
Sα.hEvent ← 1

Sα.dEvent ← CMφd

Sα(i)
(
−−−→
xdα(i), d

d
α(i))

end

end

end

end
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6.2.6.4 Damage Event Notification

Knowledge of damage events progressively propagates through the network as

nodes exchange information regarding nearby CHs with their in-range neighbours.

Nodes compare their current knowledge with data received from their neighbours,

and update their model of the network state by adding any new or updated infor-

mation received from the neighbouring nodes. Nodes then autonomously decide

whether or not to forward the state update to their immediate neighbours (as

described in Algorithm 6.3). Please refer to Figure 6.6 for Root node selection

diagram.

6.2.6.5 Parent Selection

During data exchange with their in-range neighbours, nodes autonomously select

their parents based on a unidirectional parent-child relation. Each node obtains

a list of parents from its neighbours with a ranking in terms of hop-counts and

distances from the CH (as in Equations 6.3 and 6.4). Each node Sα(i) is aware of

its in-range neighbours and listens for their broadcasts.

Sα(i).d
New
Event =min

(
Sα(i).d

Current
Event , (Parent∗Sα(i)

.dEvent + d
Parent∗

Sα(i)
α )

)
(6.3)

Sα(i).h
New
Event =min

(
Sα(i).h

Current
Event , (Parent∗Sα(i)

.hEvent + 1)
)

(6.4)

Upon receiving new or updated information from its neighbours, a node updates

its database and then autonomously decides to broadcast its knowledge to its

neighbours (Equations 6.3 and 6.4).

In the parent-child relation, nodes only move based on the location and movements

of their parent nodes; they are not aware of the existence of any potential children

and their movements are not influenced by them. Each node autonomously selects

its candidate parent from the list of potential parents and joins the tree that spans
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from the CH down to the node’s candidate parent. It then decides to what extent

it will follow its candidate parent (discussed in detail in Section 6.2.6.6).

Nodes’ autonomous decisions are indirectly affected by their ancestors as infor-

mation propagates radially from the R-nodes down to the leaf nodes of a given

DS-Tree. If a node has more than one candidate parent with exactly the same

rank in its list, one will be randomly selected (with equal probability) to become

the node’s parent. In the course of tree spanning, each node checks to ensure that

the maximum allowed tree depth limit hmax will not be exceeded before sending

its updated status to its neighbours. Unidirectional parent-child relation and hmax

limit the scope and number of notification messages, and consequently the size of

the DS-trees formed around the CHs (Algorithm 6.3), which also limits the num-

ber of nodes participating in recovery movements. Please see Figure 6.7 for the

block diagram of the DS-Tree algorithms.

6.2.6.6 Disjoint Spanned Tree Movement Model

Two relocation algorithms are proposed, denoted DS-tree and DS-Tree Random

(DS-Tree RD), the latter of which allows node movements to be tuned by a uni-

formly distributed random multiplier of q (q ∼ U [0, 1]) (Algorithm 6.4). The

movement tendency of autonomous nodes in DS-Trees is governed by a per-node

probability threshold τact. If the random variable p (p ∼ U [0, 1]) exceeds τmov, the

node will self-select for potential movement, subject to having sufficient energy

reserves. The movement of each DS-Tree depends on the movement of its R-node.

Accordingly, the movement of the given nodes and their children throughout each

DS-Tree is then affected iteratively according to Equation 6.5. In order to tune

node movements, each node is allowed to autonomously choose either the DS-Tree

or DS-Tree RD algorithm at the time of its movement by introducing the prob-

ability threshold τmov. As a result, nodes can randomly select one of the given
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Figure 6.7: Block Diagram of the Disjoint Spanned Trees Algorithm

algorithms depending on whether q ∼ U [0, 1] exceeds τmov. By setting τmov = 1

or τmov = 0, nodes relocate according to either the DS-tree or DS-Tree RD move-

ment algorithm respectively. The performance of proposed algorithms for τmov = 1

(strictly DS-tree) and τmov = 0 (strictly DS-tree RD) are compared in this chapter.⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q · μ0(Sα(i), j), if Sα(i) ∈ φr,

∀(i, j)
q · (M((h(Sα(i),j) − 1), k) · h1/h(Sα(i),j)

max ), if Sα(i) ∈ φu\φr,

(6.5)

Although nodes follow their immediate parents in their DS-trees, they are also

indirectly affected by their higher-level ancestors. Thus, to gradually reduce such

effects and to control the nodes’ movements, a depth limit hmax is introduced to
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ALGORITHM 6.4: Chain Node Movement DS-Tree Alg.

Input:
Set of R-Nodes Sr(i), φr = {Sr(1), · · · , Sr(Nr)}
Set of U-Nodes Su(i), φu = {Su(1), · · · , Su(Nu)}
Set of DS-Trees Ti, Tj where Ti ∩ Tj = Φ for ∀(i, j)
hmax, tree depth limit threshold
h(Sα(i),j), hop-count of Sα(i) ∈ Tj from the given CH
M(h(Sα(i),j), k), Movement of Sα(i) ∈ Tj with hop-count of h(Sα(i),j) to CH k
M(i, 0, k), Movement of R-node Sα(i) ∈ Tj to CH k
μ0(Sα(i), j), Initial Movement of R-node Sα(i) ∈ Tj

Output: Movement of DS-Trees Ti, Tj ∀(i, j)
foreach Tj ∈ χ do

foreach Sα(i) ∈ φu do
Calculate rand p ∼ U [0, 1]
if p ≥ τact then

Calculate rand q ∼ U [0, 1]
if Sα(i) ∈ φr then

if q ≥ τMov then
M(i, 0, k)← q · μ0(Sα(i), j)

else
M(i, 0, k)← μ0(Sα(i), j)

end

else
if q ≥ τMov then

M(h(Sα(i),j), k)← q · (M((h(Sα(i),j) − 1), k) · h1/h(Sα(i),j)
max )

else

M(h(Sα(i),j), k)← (M((h(Sα(i),j) − 1), k) · h1/h(Sα(i),j)
max )

end

end

end

end

end

limit the growth of DS-trees from the R-nodes (see Equation 6.5). Depending on

the size of the damaged area and the density of nodes, there is a possibility of

physical collision among the nodes (especially R-nodes) due to the autonomous
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movements towards the CH. Therefore, by applying MinMax-Voronoi algorithm

to R-nodes, their initial movements (q · μ0(Sα(i), j)) are limited.

The movements of the remaining nodes are then iteratively tuned along their DS-

trees according to Algorithm 6.4. By limiting the nodes’ movements around CHs,

the risk of disturbance to node distribution and formation of multiple small CHs

in the network is also reduced. Iterative chain movement of nodes are attenuated

according to Algorithm 6.5 in order to reduce the chance of the formation of small

new coverage holes and collision among the nodes in the DS-Trees.

It should be noted that if the proposed algorithms apply to multiple non-overlapped

CHs, each DS-tree is associated with only one CH. For example, suppose node

Sα(i) is located among a set of CHs ξ = {k1, · · · , kl}, (l ≥ 2) and has respective

hop-counts and Euclidean distances of d(Sα(i),κ,ξ) and h(Sα(i),κ,ξ), (κ ≥ 2) from them

through potential DS-trees Tκ. Then, node Sα(i) joins tree T
∗, which has the best

score (argκ min[{h(Sα(i),κ,ξ)} and/or {d(Sα(i),κ,ξ)} to one of CHs (see Equations 6.3,

6.4 and Algorithm 6.3). For the sake of brevity, only the case of one large scale

CH is considered in chapter.

6.3 Performance Evaluation

In the following sections, the performance metrics in terms of percentage of 1-

Coverage, uniformity, average movement, [227] and efficiency of movement, and

the results are presented.

6.3.1 Performance Metrics

Percentage of Coverage, similar to the definition in Section 3.3.1.2, is consid-

ered as a measure of the performance for relocation algorithms as the proportion
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of the area that the nodes cover, changes due to their movements.

Uniformity, as a measure of node distribution, is defined as the average local

standard deviation of inter-nodal distances, as in Section 5.4.1.

Average Movement, similar to the definition in Section 5.4.1, is used to assess

the mobile nodes’ consumed energy, as the majority of node’s energy is dedicated

to its physical movements. Average movement in each movement iteration is pre-

sented as a ratio of the total amount of nodes movements to total number of

nodes [227].

Efficiency of Movement includes both factors of coverage and movement.

Achieving the desired coverage by relocation is done at the price of excessive

nodes movements. Thus, considering both performance metrics at once is sen-

sible, should the performance of relocation algorithm be evaluated. Therefore,

efficiency of movement in each iteration, is defined as the ratio of coverage change

to the average movement of the total nodes in the given iteration (Equation 6.6).

MF =
Ci − Ci−1

Mi

(6.6)

6.3.2 Results

The proposed model were simulated by Matlab. Nodes with the transmission

and sensing range of 10m were randomly deployed with uniform distribution in

a 2-D rectangular area of [−100, 100] × [−100, 100] m2. Results are presented in

parts one and two (Sections 6.3.2.1 and 6.3.2.2). The course of events are either

explicitly labelled by their names in the figures (e.g. Figure 6.8) or by the interval

of numbers on the horizontal axis (e.g. Figure 6.13). Time intervals of t=0, and

t>0, respectively represent the time of the damage event and after recovery of
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Figure 6.8: Percentage of 1-Coverage of Relocation Algs. for N=500, and radii
of RHole=(40, 50, 60, 70)m
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Figure 6.9: Uniformity of Relocation Algs. for N=500, and radii of RHole =
(40, 50, 60, 70)m
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damage.

6.3.2.1 Part One

In this section, the performance of different relocation algorithms in terms of cov-

erage (Section 6.3.2.1.1), uniformity (Section 6.3.2.1.1), average and efficiency of

movement (Sections 6.3.2.1.3 and 6.3.2.1.4) through the course of events (before,

at, and after the damage event) for a network of N=500 nodes and CHs of RHole=

(40, 50, 60, 70)m are presented in Figures 6.8, 6.9, 6.10 and 6.11 and in Tables

6.1, 6.2, and 6.3. Results regarding network of N=1000 deployed nodes are only

presented in Tables 6.1, 6.2, and 6.3 for sake of brevity.

6.3.2.1.1 Coverage

The percentage of 1-coverage of relocation algorithms for the network of N=500

deployed nodes is shown in Figure 6.8 and Table 6.1. According to Figure 6.8 and

Table 6.1 for CHs of RHole=(40, 50)m, MinMax-Voronoi and Vor-Voronoi outper-

formed the rest of the relocation algorithms. MinMax-Voronoi performed better

than the Vor-Voronoi algorithm. DS-Tree RD and DS-Tree followed the Voronoi

algorithms. DSSA had the worst performance. For CHs RHole=(60, 70)m, Voronoi

algorithms performance deteriorated. DS-Tree RD and DS-Tree performances out-

perform other algorithms. For RHole=(60, 70)m, Vor-Voronoi performs better than

MinMax-Voronoi Algorithm. The performance of DSSA is lower than the other

algorithms.

As the size of the CH grew, the coverage performance of MinMax-Voronoi and

Vor-Voronoi worsened. However, DS-Tree RD’s and DS-Tree’s performances did

not decrease the same pace as the Voronoi algorithms. DSSA was not able to repair

the CHs, especially LSCHs. The performance of DSSA in term of 1-coverage is
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illustrated in the Appendix B. For the network of N=1000 nodes, the effect of

CHs reduces but the performances of different relocation algorithms were similar

to the performance of network of N=500 nodes (Table 6.1).

6.3.2.1.2 Uniformity

Uniformity after the damage event was calculated based on the U-nodes. Accord-

ing to Figure 6.9 and Table 6.2, with the network of N=500 nodes, MinMax-

Voronoi and DSSA had the worst performances for different sizes of CHs (RHole

= (40, 50, 60, 70)m). Vor-Voronoi outperformed the DSSA and MinMax-Voronoi

algorithms. DS-Tree outperformed the DS-Tree RD. The performances of DS-Tree

and DS-Tree RD improved as the CH expanded from 40m to 70m; however, The

DSSA and Voronoi algorithms’ performances were not affected by different sizes of

CH. The performances of the relocation algorithm with network of N=1000 nodes

followed the same trends (Table 6.2).

6.3.2.1.3 Average Movement

As the results for the network of N=500 nodes in Figure 6.10 and Table 6.3

show, DS-Tree and DS-Tree RD had the worst performances while the Vor-Voronoi

and DSSA algorithms outperformed the other algorithms. As in Figure 6.10 and

Table 6.3, the average movements of the Voronoi algorithms were not significantly

affected by CH size, while the performances of the DS-Tree and DS-Tree RD

algorithms depended on sizes of the CH. DSSA’s performance did not seem to be

much governed by sizes of CH. The behaviour of algorithms for the network of

N=1000 nodes, were roughly similar to network of N=500 nodes (Table 6.3).
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Figure 6.10: Average Movement of Relocation Algs. for N=500, and radii of
RHole=(40, 50, 60, 70)m
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Figure 6.11: Efficiency of Movement of Relocation Algs. for N=500, and radii
of RHole=(40, 50, 60, 70)m
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6.3.2.1.4 Efficiency of Movement

As shown in Figure 6.11 and Table 6.3 for the network of N=500 deployed nodes,

Vor-Voronoi and MinMax-Voronoi outperformed the other relocation algorithms,

while DSSA had the worst performance among all. The efficiency of movement

increases in DS-Tree algorithms as the size of the CH grows. DSSA’s performance

does not seem to depend on CH sizes, and its efficiency of movement grows very

slowly. For the network of N=1000 nodes, the performances of the relocation

algorithms show similar behaviours for the given sizes of CH (Table 6.3).

6.3.2.2 Part Two

In this section, the effect of the notification depth and the number of participating

nodes (Section 6.3.2.2.1) in the process of CH recovery are examined. Figures 6.13,

6.14, and 6.15 represent the performance of DSSA [227], MinMax-Voronoi and Vor-

Voronoi algorithms [231] in terms of percentage of 1-coverage (Section 6.3.2.2.2),

uniformity (Section 6.3.2.2.3), and average movement (Section 6.3.2.2.4) for the

network of N=500 deployed nodes and CH size of RHole=50m. The results are

obtained based on the different proportions of nodes which are participating in the

CH recovery process. Proportion of different node types and participating node

selection schemes are shown in Table 6.4 and Section 6.3.2.2.1, respectively.

Moreover, the performance of each given relocation algorithm in terms of the

percentage of 1-coverage (Section 6.3.2.2.5), uniformity (Section 6.3.2.2.6), and the

average movement (Section 6.3.2.2.7) with respect to the different proportions of

participating nodes is shown for the network of N=500 deployed nodes in Figures

6.16, 6.17, 6.18, 6.19, 6.20, and 6.21. Because the results for network of N=1000

nodes with CH sizes of RHole=(40, 60, 50, 70)m and network of N=500 nodes with

CH sizes of RHole=(40, 60, 70)m have similar trends to the network of N=500
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Percentage of Coverage(%)
No. of Nodes CH radius Relocation Alg. Before Damage After Damage After Recovery

NNode = 500

MinMax-Voronoi 97.923± 0.195
Vor-Voronoi 95.764± 0.233

RHole = 40(m) DSSA 99.856± 0.150 93.257± 0.438 88.637± 0.460
DS-Tree 94.454± 1.049
DS-Tree RD 97.123± 0.4934

NNode = 500

MinMax-Voronoi 97.923± 0.194
Vor-Voronoi 95.764± 0.294

RHole = 50(m) DSSA 99.863± 0.137 87.852± 0.534 88.637± 0.513
DS-Tree 94.454± 0.926
DS-Tree RD 97.123± 0.532

NNode = 500

MinMax-Voronoi 90.272± 1.263
Vor-Voronoi 91.186± 0.368

RHole = 60(m) DSSA 99.856± 0.147 81.029± 0.539 81.956± 0.545
DS-Tree 92.300± 0.120
DS-Tree RD 95.181± 0.702

NNode = 500

MinMax-Voronoi 81.989± 1.609
Vor-Voronoi 85.204± 0.427

RHole = 70(m) DSSA 99.887± 0.121 72.741± 0.605 73.857± 0.654
DS-Tree 88.656± 1.593
DS-Tree RD 92.215± 1.196

NNode = 1000

MinMax-Voronoi 99.444± 0.087
Vor-Voronoi 98.935± 0.086

RHole = 40(m) DSSA 99.997± 0.013 94.067± 0.245 94.484± 0.264
DS-Tree 98.753± 0.307
DS-Tree RD 99.398± 0.114

NNode = 1000

MinMax-Voronoi 98.049± 0.089
Vor-Voronoi 96.291± 0.120

RHole = 50(m) DSSA 100.00± 0.002 89.068± 0.254 89.678± 0.208
DS-Tree 97.887± 0.282
DS-Tree RD 98.449± 0.106

NNode = 1000

MinMax-Voronoi 93.092± 1.091
Vor-Voronoi 92.104± 0.179

RHole = 60(m) DSSA 99.999± 0.0053 82.541± 0.298 83.284± 0.344
DS-Tree 96.377± 0.340
DS-Tree RD 97.070± 0.196

NNode = 1000

MinMax-Voronoi 85.799± 1.337
Vor-Voronoi 86.292± 0.207

RHole = 70(m) DSSA 99.993± 0.023 74.353± 0.307 75.270± 0.324
DS-Tree 94.288± 0.356
DS-Tree RD 95.018± 0.272

Table 6.1. Percentage of 1-Coverage of Relocation Algs. Different CH Radius
RHole=(40, 50, 60, 70) m, N=500, 1000 Nodes
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Uniformity
No. of Nodes CH radius Relocation Alg. Before Damage After Damage After Recovery

NNode = 500

MinMax-Voronoi 6.762± 0.105
Vor-Voronoi 6.173± 0.134

RHole = 40(m) DSSA 3.169± 0.043 6.256± 0.123 6.692± 0.093
DS-Tree 5.843± 0.153
DS-Tree RD 6.025± 0.117

NNode = 500

MinMax-Voronoi 6.650± 0.120
Vor-Voronoi 6.134± 0.142

RHole = 50(m) DSSA 3.171± 0.037 6.268± 0.129 6.718± 0.107
DS-Tree 5.695± 0.194
DS-Tree RD 5.942± 0.164

NNode = 500

MinMax-Voronoi 6.529± 0.107
Vor-Voronoi 5.935± 0.130

RHole = 60(m) DSSA 3.171± 0.362 6.143± 0.113 6.561± 0.096
DS-Tree 5.338± 0.193
DS-Tree RD 5.740± 0.147

NNode = 500

MinMax-Voronoi 6.350± 0.117
Vor-Voronoi 5.660± 0.142

RHole = 70(m) DSSA 3.150± 0.046 5.979± 0.146 6.399± 0.113
DS-Tree 4.909± 0.210
DS-Tree RD 5.448± 0.158

NNode = 1000

MinMax-Voronoi 6.998± 0.048
Vor-Voronoi 6.728± 0.067

RHole = 40(m) DSSA 3.396± 0.0176 6.744± 0.076 6.984± 0.056
DS-Tree 6.645± 0.036
DS-Tree RD 6.707± 0.059

NNode = 1000

MinMax-Voronoi 6.907± 0.052
Vor-Voronoi 6.647± 0.067

RHole = 50(m) DSSA 3.394± 0.018 6.699± 0.060 6.945± 0.045
DS-Tree 6.500± 0.074
DS-Tree RD 6.622± 0.058

NNode = 1000

MinMax-Voronoi 6.807± 0.052
Vor-Voronoi 6.520± 0.066

RHole = 60(m) DSSA 3.390± 0.022 6.607± 0.057 6.853± 0.053
DS-Tree 6.255± 0.101
DS-Tree RD 6.480± 0.071

NNode = 1000

MinMax-Voronoi 6.676± 0.063
Vor-Voronoi 6.340± 0.081

RHole = 70(m) DSSA 3.394± 0.018 6.478± 0.066 6.714± 0.051
DS-Tree 5.981± 0.106
DS-Tree RD 6.284± 0.079

Table 6.2. Uniformity of Relocation Algs. Different CH Radius
RHole=(40, 50, 60, 70) m and N=500,N=1000 Nodes
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Movement(m)
No. of Nodes CH radius Relocation Alg. Average Movement Efficiency of Movement

NNode = 500

MinMax-Voronoi 2.783± 0.110 2.111± 0.140
Vor-Voronoi 0.946± 0.102 5.751± 0.662

RHole = 40(m) DSSA 1.894± 0.136 0.307± 0.094
DS-Tree 10.609± 0.263 0.239± 0.102
DS-Tree RD 5.833± 0.183 0.865± 0.085

NNode = 500

MinMax-Voronoi 3.091± 0.087 3.260± 0.167
Vor-Voronoi 1.248± 0.106 6.389± 0.596

RHole = 50(m) DSSA 1.814± 0.128 0.432± 0.132
DS-Tree 10.884± 0.264 0.608± 0.093
DS-Tree RD 6.177± 0.233 1.502± 0.108

NNode = 500

MinMax-Voronoi 2.916± 0.170 3.166± 0.327
Vor-Voronoi 1.550± 0.148 6.610± 0.626

RHole = 60(m) DSSA 1.786± 0.152 0.520± 0.112
DS-Tree 11.604± 0.425 0.973± 0.098
DS-Tree RD 6.816± 0.287 2.079± 0.107

NNode = 500

MinMax-Voronoi 2.932± 0.207 3.146± 0.378
Vor-Voronoi 2.007± 0.194 6.268± 0.634

RHole = 70(m) DSSA 1.750± 0.129 0.639± 0.131
DS-Tree 12.392± 0.545 1.288± 0.135
DS-Tree RD 7.562± 0.324 2.578± 0.136

NNode = 1000

MinMax-Voronoi 1.967± 0.060 2.736± 0.140
Vor-Voronoi 0.483± 0.047 10.176± 1.074

RHole = 40(m) DSSA 1.323± 0.060 0.313± 0.080
DS-Tree 9.896± 0.143 0.473± 0.036
DS-Tree RD 5.439± 0.099 0.980± 0.041

NNode = 1000

MinMax-Voronoi 2.180± 0.064 4.327± 0.188
Vor-Voronoi 0.652± 0.063 11.179± 1.122

RHole = 50(m) DSSA 1.320± 0.064 0.463± 0.116
DS-Tree 10.004± 0.193 0.882± 0.037
DS-Tree RD 6.617± 0.135 1.671± 0.054

NNode = 1000

MinMax-Voronoi 2.117± 0.077 4.980± 0.415
Vor-Voronoi 0.844± 0.075 11.432± 1.091

RHole = 60(m) DSSA 1.290± 0.022 0.577± 0.113
DS-Tree 10.054± 0.281 1.377± 0.052
DS-Tree RD 5.820± 0.158 2.482± 0.069

NNode = 1000

MinMax-Voronoi 2.195± 0.110 5.206± 0.508
Vor-Voronoi 1.130± 0.091 10.639± 0.876

RHole = 70(m) DSSA 1.235± 0.080 0.744± 0.106
DS-Tree 10.167± 0.361 1.963± 0.073
DS-Tree RD 6.160± 0.204 3.358± 0.109

Table 6.3. Average Efficiency of Movement of Relocation Algs. Different CH
Radius RHole=(40, 50, 60, 70) m N=500,N=1000 Nodes
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nodes and CH size of RHole=50 m, they are not shown.

6.3.2.2.1 Participating Nodes

Different models of participating nodes in the recovery process can be considered

according to following selections criteria:

B-nodes that independently detect the damage event (occurrence of CH) within

their range.

All U-nodes all functional nodes outside the CH.

Closest x% of U-nodes is the fraction of U-nodes, that it is defined as the

percentage of U-nodes which are closest to the damaged area compared to the

rest. The distances of U-nodes Su(i) (∀i ∈ φu) located in (xSu(i),ySu(i)) from the

CH modelled as a circle with radius of rHole with the centre of (xHole,yHole) (Section

6.2.2) are defined as Equation 6.7.

dHolek
Su(i)

=
√

(xSu(i) − xHole)2 + (ySu(i) − yHole)2 − rHole (6.7)

If these distances are sorted from ascending order as,

Asort(Su(i)) = {dHolek
Su(1)

≤ · · · ≤ dHolek
Su(Nu)

}, (∀i ∈ φu) (6.8)

Nu is the total number of U-nodes and Holek is CHk. Then, closest x% of U-nodes

from CHk is defined as:

x%(NU) ≡
⌊
Asort(Usj)

NUsi

⌋
· 100% (6.9)

Tree level-based selects nodes with the same levels in DS-Trees of different

heights around the CH (Section 6.2.6). In this scheme, a set of nodes around the

CH from the DS-Trees’ roots to the given level L are chosen. For example, up to
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L=4 of each tree, nodes from level 1 (root) to level 4, are selected to participate in

the CH recovery. The selection in NP=100 experiments (Table 6.4) resulted in the

average number of participating nodes out of the total number of deployed nodes

(N=500).

6.3.2.2.2 Coverage for a Given Node Selection

As shown in Figure 6.13, for a network of N=500 deployed nodes, DSSA had

the worst performance, while MinMax-Voronoi had the best coverage in different

models of node participation. The results indicate that relocation algorithm DSSA

slowly reaches full coverage after a large number of movement iterations (around

the 200th iteration) (Please refer to Appendix B). In the case that only boundary

nodes participated in the recovery, DSSA was not able to fully cover the damaged

area. As shown in Figure 6.13 that the behaviours of the MinMax-Voronoi and

Vor-Voronoi algorithms became more similar after a small number of iterations,

except when all undamaged nodes participate in the relocation. Similarly, if the

closest 50% of U-nodes and Tree-based level L=5 participate in recovery, their

performance are fairly close to the case where all the U-nodes moves toward CH.

It can also be seen that the performance of Tree-based level L=5 had a small

difference with the closest 50% of U-Nodes.

6.3.2.2.3 Uniformity of Given Node Selection

Figure 6.14 illustrate that, except for the B-node selection scheme, in other schemes,

MinMax-Voronoi and Vor-Voronoi had the worst and best performance respec-

tively. In B-node selection scheme, although all relocation algorithms had close

performance, the Voronoi algorithms outperformed the DSSA. For a small number
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Figure 6.12: Percentage of 1-Coverage of Relocation Algs. N=500, RHole=50
and Different participating Nodes
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Figure 6.13: Percentage of 1-Coverage of Relocation Algs. N=500, RHole=50
and Different participating Nodes
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Participating Nodes NP No. Experiments = 100

No. Nodes CH radius No. B-Nodes No. U-Nodes No. D-Nodes No. Nodes DS-Tree Levels

L = 1 : 41.350± 4.457
L = 2 : 96.370± 13.380
L = 3 : 62.350± 5.110
L = 4 : 70.720± 5.784
L = 5 : 76.420± 4.753

500 50(m) 41.350± 4.435 400.960± 4.948 99.040± 4.948 L = 6 : 52.930± 4.776
L = 7 : 26.500± 2.443
L = 8 : 12.660± 2.430
L = 9 : 1.010± 0.266
L = 10 : 0.520± 0.502

Table 6.4. Number of Participating Nodes for N=500 Nodes and Coverage Hole
Radius, RHole=50 m

of movement iterations, the performance of MinMax-Voronoi matches the DSSA’s

performance. For the selection schemes of the closest 50% of U-Nodes and Tree-

based L=5, the performance are fairly close to the case where all the U-nodes

were applied in the recovery. The results show that it is not necessary to notify

and/or move all nodes. Therefore, it is possible to recover even LSCHs, if a certain

proportion of nodes around CHs are notified and a suitable node selection scheme

is applied for the relocation algorithms.

6.3.2.2.4 Average Movement of of Given Node Selection

As shown in Figure 6.15, for network of N=500 deployed nodes, Vor-Voronoi

outperformed other algorithms, while DSSA was the worst. When all U-nodes

participated in the recovery, MinMax-Voronoi and Vor-Voronoi fluctuated, where

amplitude of oscillation was smaller in the Vor-Voronoi algorithm. If the boundary

nodes participated in the recovery process, Vor-Voronoi algorithm showed the best

performance, while MinMax-Voronoi and DSSA had close performances. For the
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Figure 6.14: Uniformity of Relocation Algs. N=500, RHole=50 and Different
participating Nodes
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Figure 6.14: Uniformity of Relocation Algs. N=500, RHole=50 and Different
participating Nodes (cont’d)
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case of the closest 50% of U-nodes and Tree-based level L=5 selection schemes,

algorithms’ performances were fairly close to the case when all the U-nodes were

involved in the movement. It implies that, it is not necessary to notify all nodes;

the participation of the nodes mainly in the margin of the CHs would be sufficient.

6.3.2.2.5 Coverage for a Given Algorithm

Figure 6.16 shows that, for network of N=500 deployed nodes, the performances

of the relocation algorithms with regards to variable participating nodes in which

x increased stepwise from 10% to 100% with the steps of 10% in the closest X%

of U-nodes selection scheme. The results show that increasing the number of

participating nodes would not significantly improve the coverage of damaged area.

For DSSA, for lower number of iterations, increasing the number of participating

nodes did not have significant effect on the performance of relocation algorithm.

The Performance of DSSA in larger numbers of iterations and beyond 40% and

50% participating nodes also did not improve significantly. Thus, it can be seen

that effective recovery can be done by about 40% of U-nodes. As shown in Figure

6.16, increasing the participating nodes from 10% to 20% and from 20% to 30%

improved the performance of recovery. However, this trend fades as the number

of nodes increased from 30% to 40%. Increasing the number of participating

nodes beyond 40% closest U-nodes to CH did not seem to have much effect on the

performance accordingly.

For large numbers of movement iterations, although increasing the participating

nodes from 20% to 30% and from 10% to 20% improved the performance of recov-

ery, the improvement in the former was less than the latter in the network. Figure

6.17 shows the performance in term of the percentage of 1-coverage where reloca-
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Figure 6.16: Percentage of 1-Coverage of Relocation Algs. for N=500, RHole=50
for Np=Closest X% of U-nodes
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tion algorithms were applied to the variable number participating nodes. These

nodes resided in their DS-Trees from the root to the given Level L. L increases

from L=1 to L=10 stepwise with the step of 1. Figure 6.17 indicates that increas-

ing the number of participating nodes did not significantly improve the coverage

of the damaged area for the MinMax-Voronoi and Vor-Voronoi algorithms. In

DSSA, for the lower number of iterations, the variation of the number of partici-

pating nodes did not significantly affect the performance, but for the larger number

iterations, increasing the number of participating nodes up to L=4 improved its

performance. According to Figure 6.17, including nodes from L=1 to L=2 and

from L=2 to L=3 of DS-Trees improve the performance. Considering participating

nodes beyond level L=4 within the DS-Trees did not seem to contribute signif-

icantly to the recovery process. Therefore, efficient recovery can be done when

only nodes from DS-Trees’ roots to L=4th levels are selected around the damaged

area. The main improvement in performance are resulted as the nodes from level

L=2 of DS-Trees were appended to the current participating nodes, which is more

effective in the larger iterations in DSSA.

6.3.2.2.6 Uniformity for a given Algorithm

For a network of N=500 deployed nodes, Figure 6.18 shows the uniformity of

the given relocation algorithms as the number of participating nodes increased

step-wise with step of 10% of the closest nodes around the CH. Figure 6.18 shows

that, except for the Vor-Voronoi algorithm, selecting different percentages of nodes

affected the performances. If the smaller number of nodes participated in the re-

covery process, the distribution of the remaining nodes, which are not involved

in the recovery would remain untouched in the network, so better uniformity was

expected. Using 10% and 20% of a network’s nodes did not significantly change
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(b) Vor-Voronoi,N = 500,RHole = 50
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(c) DSSA,N = 500,RHole = 50

Figure 6.17: Percentage of 1-Coverage of Relocation for Algs. N=500, RHole=50,
Np=Level L of DS-Trees of U-nodes
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the network’s uniformity after it was disturbed by the damage event. The Vor-

Voronoi algorithm showed the best performance among the other algorithms. For

the network of N=500 deployed nodes, it can be seen from Figure 6.19 that ex-

cept Vor-Voronoi, including nodes from different levels of DS-Trees affected the

performances. The smaller number of participating nodes in tree levels seemed to

have better performance as there is less impact on the node arrangements due to

the recovery process. Using nodes from levels L=1 and L=2 of DS-Trees, did not

seem to worsen the uniformity after the occurrence of the damage event. As in

Figure 6.19, Vor-Voronoi showed the best uniformity among all.

6.3.2.2.7 Average Movement for a given Algorithm

Figure 6.20 presents the relocation algorithms’ performance with respect to nodes’

average movements for a network of N=500 nodes. Results indicate that the Vor-

Voronoi algorithm had the best performance. The MinMax-Voronoi algorithm

showed some fluctuations when 90% and 100% of node participate in the recovery.

In the Vor-Voronoi algorithm, the performance changed significantly as the per-

centage of participating nodes increased from 10% to 20% and to 30% accordingly.

However, beyond the given percentage, the performance does not seem to change

significantly. Thus, the most effective number of participating nodes are 30% of

closest U-nodes around the CH. In MinMax-Voronoi and DSSA, this trend is for

the first 50% of the closest U-nodes. If more than 50% of the closest U-nodes par-

ticipate in the recovery process, the performance does not change significantly. Un-

like the MinMax-Voronoi and Vor-Voronoi algorithms, the performance of DSSA

seemed to change smoothly by adding the closest U-nodes with steps of 10%. As

Figure 6.21 presents for network of N=500 nodes, the Vor-Voronoi algorithm had

the best performance. The MinMax-Voronoi algorithm showed some fluctuations
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(b) Vor-Voronoi,N = 500,RHole = 50
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(c) DSSA,N = 500,RHole = 50

Figure 6.18: Uniformity of Relocation Algs. forN=500,RHole=50 forNp=Closest
X% of U-nodes
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(a) MinMax-Voronoi,N = 500,RHole = 50
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(b) Vor-Voronoi,N = 500,RHole = 50
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(e) DSSA,N = 500,RHole = 50

Figure 6.19: Uniformity of Relocation Algs. for N=500, RHole=50,Np=Level L
of DS-Trees of U-nodes
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Figure 6.20: Average Movement of Relocation Algs. for N=500, RHole=50 for
Np=Closest X% of U-nodes
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Figure 6.21: Average Movement of Relocation Algs. for N=500, RHole=50,
Np=Level L of DS-Trees of U-nodes
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when nodes participated in the recovery from the root to levels of L=4 to L=9

in DS-Trees. In the Vor-Voronoi algorithm the performance changed appreciably

as there was an increase in participating nodes from levels of L=1 to L=5 in DS-

Trees. Beyond that level, the performance did not significantly change. As shown

in Figure 6.21, it seems that the most performance change occurred when nodes

from the levels of L=3 to L=4 in the DS-Trees were included in the recovery pro-

cess. The MinMax-Voronoi algorithm and DSSA have similar behaviour as nodes

from levels of L=1 to L=5 in DS-Trees participate in the movement towards the

the CH. If nodes are appended to the set of participating nodes beyond the afore-

said levels, the performance did not change significantly. A change of performance

was more noticeable in DSSA when DS-Trees’ levels of engaged nodes increased

from L=1 to L=4. Beyond that level, adding more nodes from the higher levels

in DS-Trees did not seem to contribute to the performance.

6.4 Conclusion

In this work, a model of cooperative recovery of CH was in which the damaged area

was recovered as the result of node movement in the form of disjoint trees towards

the given coverage hole. The given set of disjoint trees around the CH spans the

network solely based on the nodes’ local and autonomous interactions with their

in-range neighbours; however, the independent movements of aforementioned DS-

Tree towards the CH lead to an emergent cooperative behaviour in the recovery

of large scale CH. In the first part of the chapter, the proposed node relocation

algorithm for recovery was compared with one force-based and two Voronoi-based

relocation algorithms. It is shown that the performance of proposed model either

outperforms or matches these counterparts.
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In the second part, the effect of the number participating nodes and the depth

of node notification on the recovery of CHs in the given Voronoi-based and force-

based node relocation algorithms was investigated. Results suggest that the per-

formances did not seem to change significantly if the number of participating nodes

and/or depth of node notification was increased beyond certain degrees. There-

fore, by taking the results into account for the recovery of prospective CHs, it is

possible to efficiently save energy of autonomous nodes because, in the proposed

algorithm, only proper fractions of total nodes are involved/notified in the recovery

process and physically moved. Such consideration in large scale would lengthen

the lifespan of wireless sensor network.



CHAPTER 7

Distributed Hybrid Recovery of Coverage Hole

7.1 Introduction

Coverage Holes (CHs) can compromise the reliability and functionality of wire-

less sensor networks (WSNs). The recovery of CHs is challenging, especially in

distributed applications where sensors have little knowledge about other sensors’

actions. In this chapter, a distributed hybrid CH recovery is proposed such that an

appropriate combined action of physical relocation and sensing range adjustment

can be taken by each sensor to reduce the CHs in an energy-efficient way. Applying

both node relocation and power adjustment in harmony allows a network recovery

process to be faster, more energy efficient and more stable. Hybrid topology con-

trol schemes, such as several studies shown [182,250,251], enable mobile WSNs to

adjust both their location and transmission power to modify or maintain optimal

network coverage. The joint adjustments are important to reduce the energy re-

quirement for recovery the CHs. As a result, the network lifetime and resilience

can be improved.

Using the concept of game theory [367, 368], the proposed approach can combine

217
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different TC schemes such as relocation and transmission power control [250].

A new potential game is formulated, where nodes autonomously and efficiently

decide on the proper topology control actions (i.e. physically moving or adjusting

power). As decisions are based on the status of the nodes and information collected

from their neighbours, the proposed CH recovery algorithm can address real-time

reactions and coverage requirements, especially for networks deployed in harsh and

hostile environments with no plausible centralised control. Exploiting the concept

of hybrid topology control, an (constrained) exact potential game is formulated for

sensors nodes with a sensing model of the directional footprints and finite angle

of views [250]. Each sensor can take actions of moving or adjusting its angle of

view/range based on local information (i.e. its own energy level and neighbouring

nodes’ actions). However, this model has a limited sensing scope due to its angle

of view. Therefore, an omni-directional sensor model is considered so that a wider

sensing scope can be provided, and the network can be considered for a wide range

of applications and scenarios. The profit of the proposed algorithm is set to be

the area exclusively covered by the nodes (see Figure 7.1), which is an effective

utility function. In addition to coverage maximisation by Zhu and Martinez [250],

our work examines the proposed hybrid topology control model’s behaviour and

efficiency in the presence of a sequence of randomly distributed damage events (i.e.

CHs). The efficiency of the proposed algorithm in terms of network coverage and

energy consumption are measured.

By proposing a new game theoretic approach for recovering the CHs in a dis-

tributed manner, a potential game between the sensors is formulated, such that

each mobile sensor in the network only depends on local knowledge of its neigh-

bouring nodes and takes CH recovery actions recursively with global convergence.

Compared to the prior counterparts, the simulation results show that the proposed

game theoretic approach is able to substantially increase network’s lifetime and
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maintain network coverage in the presence of random damage events.

7.2 Method and Assumptions

Required concepts of game theory are briefly introduced in Section 7.2.1. Most

necessary definitions and concepts are mainly from Maschler, Solan, and Zamir;

Fudenberg and Levine; and Monderer and Shapley [367,369,370], which should be

referred if more details are needed.

The system model and parameters are then presented in Table 7.1).

7.2.1 Game Theory in Brief

Definition 5 A strategic-form (also in normal form) game is an ordered triple
Γ := 〈V,A, U〉 consists of three components:

• A set V finite list (set) of players i ∈ V := {1, · · · , N}.
• An Action set A :=

∏N
i=1Ai is the space of all action vectors, where si ∈ Ai

is the strategy of player i and a (multi-player) strategy ∈ A have components
{s1, · · · , sN}. Correspondingly, strategies of all players except i, presented
by s−i, and the set of action profiles for all players except i presented as
A−i :=

∏
j �=i Aj.

• Collection of utility functions Ui, where the utility function Ui := A → �
models player i’s preferences over the action profile.

In game theory, all of the players are assumed to be rational. A Player is considered

to be rational if he/she seeks an action to maximise his/her own pay-off (utility

function). Players’ rationality is assumed to be common knowledge. Each utility

is determined not only by each player actions but also by all the actions of other

players. In game theory, while they follow the global aim, players only choose

actions, they believe maximises their utility functions. Such strategy is called the

best response and is defined as follows,
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Definition 6 (Best Response [369]) strategy s∗i ∈ Ai for player i is a best re-
sponse, given the action of the other players, s−i, if

∀si ∈ Ai, Ui(s
∗
i , s−i) ≥ Ui(si, s−i) (7.1)

Based on the definition of best response for each player, Nash Equilibrium (NE)

can be defined for a game as,

Definition 7 (Nash Equilibrium [369,370]) of a game is an action profile s∗ ∈
S such that every player is playing a best response to the action choices of the other
players such that,

∀i ∈ V, ∀si ∈ Ai, Ui(s
∗
i , s

∗−i) ≥ Ui(si, s
∗−i). (7.2)

This action named equilibrium since each player cannot obtain higher utility by
deviating from the Nash equilibrium and choosing any other actions.

In a specific class of games known as potential games, each player’s utility function

can be aligned with the global aim captured by a potential function Φ : A → �
[370]. Potential games are important classes of games such that, the change in

a player’s utility caused by a unilateral deviation can be exactly measured by a

potential function. The exact definition of potential games is as follows,

Definition 8 (Potential Game [370]) A game is an exact potential game with
the potential function φ : A→ � if, for ∀i ∈ V , and for ∀s−i ∈ A−i and for every
s′i, si ∈ A, it holds that,

φ(s′l, s−i)− φ(si, s−i) := ui(s
′
l, s−i)− ui(si, s−i). (7.3)

A potential game defined above, requires perfect alignment between the global aim

and the players’ local utility functions. This means that if a player unilaterally

changed his/her action, the change in his/her objective function would be equal

to the change in the potential function. Learning algorithms for potential games
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have been studied comprehensively in the game theory literature [368, 371, 372].

Potential games have some other interesting properties. As an example, for any

given game, Nash equilibrium may not exist. However, for potential games, the

existence of a Nash equilibrium is guaranteed [370]. In general games, all the

actions in A can always be selected by player i. However, in many cases, the

available actions to the player i will often be constrained to state of the game as

Fi(si, s−i) ∈ A. Respectively, the Constrained Nash Equilibrium of the game can

be defined as follows,

Definition 9 (Constrained Nash Equilibrium [250]) An action s∗ is a con-
strained Nash equilibrium of the game if ∀i ∈ V and ∀si ∈ Fi(si, s−i) it holds that
Ui(s

∗, s∗−i)) ≥ Ui(si, s
∗−i)).

Similarly, the constrained potential game can be defined as follows,

Definition 10 (Constrained Potential game [250]) a game is a constrained
potential game with potential function φ if for ∀i ∈ V , and for ∀s−i ∈ A−i and for
every ∀s′i, si ∈ Fi(s

′
i, si),it holds that

φ(s′l, s−i)− φ(si, s−i) := ui(s
′
l, s−i)− ui(si, s−i). (7.4)

Constraint potential games inherit properties of potential games such as; con-

strained potential game with assumption of si ∈ Fi(s
′
i, si) for any si ∈ Ai, has at

least one constrained Nash equilibrium [250].

7.2.2 Sensor Nodes

Similar to Section 3.2.1.1, nodes are assumed to be deployed in a 2D rectangular

area, denoted by θ = [xmin, xmax]×[ymin, ymax]. Each sensor node i can be modelled

as a Unit Disk Graph (UDG) with a transmission range of Ri
c and sensing range

of Ri
s. Let V presents the indices of the nodes where i ∈ V = {1, 2, · · · ,N}. Each
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node’s location is determined by its disk’s centre,

Ci = {(xi, yi)|xmin ≤ xi ≤ xmax, ymin ≤ yi ≤ ymax}.

Nodes’ locations and movements are constrained within the boundaries of the

given area of deployment. For simplicity, all nodes are assumed to have the same

transmission range of Ri
c = Rc, ∀i ∈ V . As their transmission ranges are larger

than their sensing ranges in this model, nodes are considered to be connected. In

the proposed model, let Ei presents the finite energy of node i ∈ V .

Ni = {j ∈ V\{i},
√

(xi − xj)2 + (yi − yj)2 ≤ Rc}.

7.2.3 Coverage Holes

Similar to Section 3.2.2, coverage hole k is considered to be a circle of a radius

rHolek with the centre of (xHolek , yHolek).

7.2.4 Node Types

Deployed nodes are classified as either damaged nodes (D-nodes) and undamaged

nodes (U-nodes), as discussed in Section 3.2.3.

7.2.5 Proposed Hybrid Recovery Algorithm

In this section, a new game theoretic approach to recover CHs is proposed. The

new approach is a potential game, and can be implemented by a new learning-

based algorithm with guaranteed global convergence and stability of the proposed

potential game.
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7.2.6 Coverage Problem Formulation

In this problem, sensors are allowed to simultaneously interact with one another

to maximise their coverage areas. Each sensor (selfishly) tries to maximize its

utility function based on its (local) vision of the network, environment and also

its belief on the actions that other players (e.g. its neighbours) will take. Mutual

interactions can be modelled as a game in which the sensors are players, and at

each time step t, the game is repeated. At step t > 0, each sensor i ∈ V selects an

action si ∈ Ai to maximize its expected utility. Ai is the set of actions that node

i can take. Each player’s utility is not only determined by its action but also by

all (or a subset of) the other players’ actions.

The proposed game is a potential game where the change in any player’s utility

from a unilateral deviation exactly is matched by the change in the global potential

function [368]. Potential games seem to be suitable candidates to solve distributed

optimization problems when only local information is available but optimizing the

global objective is desirable.

Each mobile node i, i ∈ N , can take a combined action of changing its position

and its sensing range si = (mi, ri) ∈ Ai:

• mi = (xi, yi)→ (x′
i, y

′
i) denotes the change of its position, where (xi, yi) and

(x′
i, y

′
i) are the coordinates of the current and the next positions of node i,

respectively.

• ri, r
′
i ∈ [Rmin, Rmax] presents the change of the sensing range of node i, where

ri and r′i are the current sensing range and the sensing range that the node

is to take at the next time instant. Rmin and Rmax are the minimum and the

maximum sensing ranges of the nodes, respectively.



Distributed Hybrid Recovery of Coverage Hole
224

The Utility Function of node i is defined as

ui(si, s−i) = w1 × P (si, s−i)− w2 × C(si), (7.5)

where P (si, s−i) and C(si) denote the profit and cost of strategy si at node i,

respectively. w1 and w2 are the weights associated with the profit and cost to

balance these two aspects, and to adjust the speed of the game converging to an

equilibrium. The incentive of all players to change their strategy can be expressed

via a single global function called the potential function.

The utility (pay-off) function determines respectively on the profit a node should

gain and cost should be paid when it covers an area. That profit should be high

enough to motivate sensor nodes to contribute to CH recovery, while the cost

should be sufficient to avoid possible redundant operations and to reduce unnec-

essary coverage overlaps. So, in order to maximize the sensing coverage of the

network, each node aims to reduce the overlapping sensing coverage areas with its

neighbour nodes. For this purpose, we define the profit for node i, P (si, s−i), to

be the area covered only by the node (as illustrated by Fig. 7.1), as given by

P (si, s−i) = |Di\
⋃
j∈Ni

Dj|. (7.6)

Two types of costs, both in the form of energy consumption, are considered. One

corresponds to the change of the sensing power of a node, denoted by Cp(si). The

other corresponds to the change of the node’s position, denoted by CT (si) The

cost of changing the sensing power of node i can be defined by

CP (si) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e|ΔpiT | + c1, Δpi > 0;

0, Δpi = 0;

−e−|ΔpiT | + c1, Δpi < 0,

(7.7)

where T is the expected interval duration between two consecutive CHs, |·| stands
for absolute operation, and the constraint c1 is introduced to prevent small un-
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Figure 7.1: Profit of sensor i

necessarily frequent power changes in the network. Note that the exponential

function is used to define the cost to discourage excessively large changes in the

sensing range of a sensor. This is because the cost grows much faster than (to be

more specific, exponentially with) the increase of the sensing range. It should be

noted that, in the case of Δpi < 0, the cost takes negative values and becomes a

reward. This is the incentive for a node to move around to reduce its excessively

high sensing power, thereby extending the lifetime of the node.

The cost of changing the position of the node can be defined as

CT (si) =

⎧⎨
⎩ eΔai + c2, |Δai|�= 0;

0, |Δai|= 0,
(7.8)

where Δai is the distance that node i moves, and the constant c2 is used to prevent

unnecessarily frequent small movements and oscillations. The exponential function

is also used to define the cost of changing the location of a sensor to discourage

the sensor to move excessively far.

Therefore, the total cost can be given by

C(si) = k1CP (si) + k2CT (si), (7.9)
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where k1 is the weighting coefficient of the cost for changing the sensing power,

and k2 is the weighting coefficient of the cost for changing the location.

Note that the cost of node i only depends on its strategy si, and is independent of

the other nodes’ strategies s−i. Hence,

C(si, s−i) = C(si).

Theorem 1 The defined coverage game is a constrained potential game with the
following potential function

φ(s) = w1S(s)− w2C(s), (7.10)

where s = {si, s−i} collects the strategies of all the nodes, and S(·) denotes the

overall coverage of the sensors.

Proof. 1 The global aim of the proposed coverage game is to maximise the cover-
age with the minimum cost. The goal can be defined in the closed form, as given
in Equation 7.10. A game is defined to be an exact potential game [370], [372]
if there is a function φ : A→ R such that ∀a−i ∈ A−i, ∀a′i, a′′i ∈ Ai,

φ(a′i,a−i)− φ(a′′i ,a−i) = ui(a
′
i,a−i)− ui(a

′′
i ,a−i).

In other words, when player i switches from action a′i to a′′i , the change in the
potential function equals to the change in the utility of that player. Following
this definition, it can be proved that the proposed game is an exact potential game
by varying the action of one of the nodes while keeping those of all the others
unchanged.

In the case that node i alone changes its strategy from si to s′i, the goal or potential
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of the proposed game changes as

φ(s′i, s−i)− φ(si, s−i)

= w1

(
S(s′i, s−i)− S(si, s−i)

)
− w2

(
C(s′i, s−i)− C(si, s−i)

)
= w1

(
S(s′i, s−i)− S(si, s−i)

)
− w2

(
C(s′i)− C(si)

)
.

In this case, the change of the overall coverage area by shifting from si to s′i is
equivalent to the change of the area that is only affected by sensor i (and not by
any other neighbouring sensors). The change in the coverage of node i in the
overlapped area does not have an impact on the overall coverage, as this area is
already covered by at least one other sensor node. Referring to Equation 7.6,

S(s′i, s−i)− S(si, s−i) = P (s′i, s−i)− P (si, s−i).

As a result, it can be proved that

φ(s′i,s−i)− φ(si, s−i)

=w1

(
P (s′i, s−i)− P (si, s−i)

)
− w2

(
C(s′i)− C(si)

)
=ui(s

′
i, s−i)− ui(si, s−i),

In other words, the incentive of any sensor to change its strategy can be expressed
using the single global potential function. Thus, the proposed game is proved to be
a potential game. �

7.2.7 Distributed Payoff-based learning algorithm

The utility of each node depends on the action of its neighbouring nodes. The

nodes are unable to access the utility values in advance. Therefore, the action-

based learning algorithms, such as the better (or best) reply learning algorithm and

adaptive play learning algorithm, cannot be employed to solve this problem [250].

Hence, a distributed learning algorithm that only requires the pay-off received from

the previous steps is the most suitable. The players adjust their behaviours based

on the observed behaviours of other players. In particular, players know neither
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Name of variable Description

i Index of Sensor Nodes
N Maximum Number of Nodes
θ Deployment area
V = {1, · · · , N} Set of Sensor Nodes
Ri

s Sensing Range of Node i
Ri

c Transmission Range of Node i
Ei Energy of Node i
N loc

i Neighbours of Node i

A Action Set
Ai Action Set of Node i
si Strategy i
Di Coverage Area of Node i
mi Control Vector for Moving Action of Node i
ri Control Vector for Range changing Action of Node i
φ Potential Function
ε(t, E) Exploration rate based on time and energy
τi(t) More successful Node i’s action of in last two steps

Table 7.1. Description of Variables

the actions taken by other players nor the structural form of pay-off functions

(please refer to Marden et al. [368]).

In this section, a distributed payoff-based learning algorithm, non-trivially ex-

tended from Zhu and Martinez’s work [250], is proposed to implement the formu-

lated potential game. In the proposed algorithm, for each t ≥ 0, i ∈ V , we can

define τi(t) as the more successful actions of sensor i in the last two steps such

that:

τi(t) =

⎧⎨
⎩ t, if ui(si(t)) ≥ ui(si(t− 1));

t− 1, Otherwise;
(7.11)
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The proposed algorithm can be described as follows (Algorithm 7.1):

ALGORITHM 7.1: Proposed Algorithm

1. Initialization: At t = 1, all sensors keep their initial situations.

2. Update: At each time t ≥ 2, each sensor i updates its state according to

the following rules:

• Sensor i chooses the exploration rate ε ∈ (0, 0.5] and computes

si(τi(t)).

• With probability ε, sensor i computes utility values of strategies,

(mtp
i , p

tp
i ), (mi, p

tp
i ), or (m

tp
i , pi) which are uniformly selected from the

set Ai. One of these strategies with highest utility value is selected as

temporary strategy, stp
i
of sensor i. Here for example (mi, p

tp
i ) means

that sensor i, kept its current location but changes its sensing power

to ptpi .

• With probability 1− ε, sensor i does not experiment stp
i
= si(τi(t))

and keeps the current strategy at time t for time t+ 1.

• Sensor i acts based on stp
i
.

3. Repeat: Sensor i executes step 2 until ending condition is met.

In [250], a similar learning algorithm is proposed for the potential game that is able

to find a Nash equilibrium (NE) with an arbitrary high probability by choosing

an arbitrarily small and fixed exploration rate of ε in advance. Convergence is

guaranteed even in situations where the baseline action may not be feasible when

the state-dependent constraints potential games are present. In [250], convergence

is proven by showing that the time series that comes from τi(t), named as {Pε
t },

is a time homogeneous Markov chain, irreducible and aperiodic. Subsequently,



Distributed Hybrid Recovery of Coverage Hole
230

with respect to the properties of potential games, for each ε, there exists a unique

stationary distribution of {Pε
t } as μ(ε). The existence of limiting distribution

of μ(ε) is proved in [250]. Exactly the same process can be used to prove the

convergence of the learning algorithm proposed here because both the proposed

model and that in Zhu and Martinez’s work [250] are based on the safe experiment

dynamics with a small exploration rate of ε.

Different from [250], general mobile sensors capable of omni-directionally monitor-

ing ambient environments are considered in this chapter. For example, the sensor

can be a radar using a continuous wave, where the sensing range depends on its

transmit power. The cost is defined to be the energy consumption required to

move a sensor and to change the sensing range of the sensor. Minimizing the total

cost can extend the lifetime of the sensor and in turn, that of the entire network.

Particularly, adjusting the sensing is encouraged to extend the network lifetime

by avoiding excessively frequent sensor movements. In contrast, in [250], a spe-

cial type of mobile sensor equipped with directional video cameras, is considered,

where the cost consists of the energy of moving a sensor as well as the energy of

maintaining the sensing coverage area. Changing the sensing range is not encour-

aged, even when CHs occurs frequently and moving the sensors around frequently

can be energy inefficient. In addition, in step 2 of the Distributed Homogeneous

Synchronous Coverage Learning Algorithm (DHSCL) [250], sensors choose a tem-

porary strategy (mtp
i , p

tp
i ) with probability ε, while here in this chapter, the sensors

can choose from three options based on the utility of these strategies.

Also note that this chapter is emphasises on the algorithm design, which lays the

foundation for practical implementations. The presented proof of the proposed

algorithm being a potential game can guarantee, from a theoretical point-of-view,

that the algorithm is convergent with a unique Nash equilibrium. Our extensive
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simulations also validate the proposed algorithm and corroborate its effectiveness.

(see Section 7.3).

7.3 Performance Evaluations

7.3.1 Performance Metrics

In this section, performance metrics are defined in terms of percentage of Coverage,

energy consumption, and efficiency of consumed energy (ECE).

Percentage of Coverage: is defined according to Section 3.3.1.2 as the number

of grid cells that are covered by at least one of the sensor nodes over the total

number of grid cells in the given deployed area. Grid cells, which are covered

simultaneously by k sensors nodes, are defined as grid cells having k-Coverage in

the area of deployment.

ECE : The ECE is defined as average recovered coverage area over energy consumed

during the course of actions by the sensor nodes. It is given by

ECE =

⎛
⎜⎜⎝
∑
t

N∑
i=1

ΔCij · δtj/ET

N

⎞
⎟⎟⎠ , (7.12)

where ET is the total consumed energy (power range change in addition to move-

ment). Cij is the coverage change during a given duration of time t = tk + δtj.

This is because, some algorithms, such as DSSA [227], neither consume energy

nor recover the (large) CHs. So it is sensible to consider the energy and coverage

metric simultaneously. Total Energy ET , is considered as the sum of the consumed

energy due to the change of power EP and the changing location of nodes EM as

follows,

ET = EP + EM
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Name of variables Value of Variables
Parameters of Network

N : NumberofNodes [60, 500]
θ [−100, 100]× [−100, 100] m2

Ri
s U ∼ [7, 15] m

Ri
c 30 m

Parameters of Experiments
NTrials 50

Parameters of Coverage Holes
Number of Damages 5
Damage Events time sequences 1 s, 102 s, 237 s, 445 s, 545 s
RHole U ∼ [40, 80] m

k1 0.01
k2 100

Table 7.2. Value of Variables

• Energy Related to Power Change: here we only consider the energy con-

sumption after the system is stabilised. The energy consumption is given

by

EP =
∑
t

n∑
i=1

((4π.Ri
s/λ)

2 · δtj),

• Energy Related to Movement is defined as

EM =
∑
t

N∑
i=1

(Movement(i) · δtj).

where Ri
s is the sensing range, i is the node index, and λ = 0.125.

7.3.2 Results

The proposed algorithm was simulated with Matlab. Sensor nodes were deployed

randomly in a 2D-rectangular area θ with a uniform distribution. The transmis-

sion range was set to 30 m and the nodes’ sensing ranges were initialised randomly
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between 7 m to 15 m with uniform distributions (see Table 7.2). The proposed

algorithm was compared with DSSA [227] and DHSCL [250]. The algorithms’

performance was examined in terms of percentage of coverage, consumed energy

and efficiency of consumed energy (please refer to Tables 7.5 and 7.4). An explo-

ration rate of ε = 0.3 was used for all the experiments. The performance of our

proposed model and two benchmarks were examined by different number of nodes,

N , ranging from 60 to 500 nodes.

For a fair comparison, we extended and simulated the DHSCL algorithm devel-

oped by Zhu and Martinez [250] to our scenario with omni-directional sensing

ranges where the cost consists of the energy of moving a sensor and the energy

of maintaining the sensing coverage area (as specified in the work by Zhu and

Martinez [250]). In this chapter, the cost associated with node movement, and the

energy for the sensor to change its sensing range are defined such that the sensor

is encouraged to increase its sensing range to avoid unnecessarily frequent small

movements especially in the presence of frequently occurring CHs.

For each experiment, 50 trials were conducted in order to have unbiased results.

Each experiment consisted of 5 consecutive random failures uniformly distributed

in the deployment field. The damage event time sequences were 1 s, 102 s, 237 s,

445 s, and 545 s. After each occurrence of CHs, the algorithms remained active

till the overall coverage of 95% was achieved. If such criteria was not met due to

current density and energy levels of the operational nodes in the network, then the

algorithms ceased to work once they reached to 500 iterations. Both conditions

were devised, so the algorithms’ stopping criteria preserved nodes’ residual energy.

Table 7.3 shows the average of the required iterations after the occurrence of each

successive event for N = 200 and 400 nodes in the given algorithms to satisfy the

stopping criteria.
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Figure 7.2 uses a snapshot example to demonstrate the ability of our proposed

game theoretic approach for covering CHs. Specifically, the colours in the figure

indicate the number of sensors that can sense a spot. As the number decreases, the

colour turns to blue; as it increases, the colour turns to red. Dark blue means that

a spot did not have sensing coverage from any sensor. The reducing dark blue CH

in the figure shows that our proposed model efficiently recovered and maintained

the coverage of the network after consecutive CH events.

Five CHs occurred in a series, as shown in Figures 7.2(b), 7.2(d), 7.2(f), 7.2(h)

and 7.2(j). The CH recovery, driven by the proposed potential game, is shown

in Figures 7.2(c), 7.2(e), 7.2(g), 7.2(i) and 7.2(k) in response to the five CHs,

respectively. As shown in the figures, it can be seen that the sensors moved towards

the CHs and adjusted their sensing ranges in order to quickly and effectively cover

the CHs. Figure 7.3 presents the algorithms’ ability to recover from the sequential

CH events (in terms of percentage of coverage) for N = 400 nodes. It can be

seen that our proposed algorithm outperformed the other CH recovery strategies

and maintained the coverage of the network. Furthermore, as nodes fail due to

consecutive CHs and energy exhaustion, the advantage of our proposed model

become more noticeable with respect to recovered coverage after each CH.
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(a) Initial Network Deployment (b) D-event(1st)

(c) D-event(1st), Iterations(21) (d) D-event(2nd)

(e) D-event(2nd), Iterations(114) (f) D-event(3rd)

0 2 4 6 8 10 12

Figure 7.2: k-Coverage of Network N = 400 Nodes and Random Consecutive
Damage Events (Coverage Holes)
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(g) D-event(3rd), Iterations(300) (h) D-event(4th)

(i) D-event(4th), Iterations(388) (j) D-event(5th)

(k) D-event(5th), Iterations(200) (l) D-event(5th), Iterations(500)

0 2 4 6 8 10 12

Figure 7.2: k-Coverage of Network N = 400 Nodes and Random Consecutive
Damage Events (Coverage Holes) (Cont’d.)
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Figure 7.3: Algorithms’ Percentage of Coverage vs Processing Time, Iterations
N = 400 Nodes

Algorithms Event 1 Event 2 Event 3 Event 4 Event 5
# Nodes: 200 400 200 400 200 400 200 400 200 400

DHSCL # Iterations 488.66 37.76 500.00 444.40 500.00 500.00 500.00 500.00 500.00 500.00
Proposed # Iterations 45.32 14.42 318.94 136.58 500.00 445.02 500.00 465.06 500.00 489.30
DSSA # Iterations 500.00 222.46 500.00 500.00 500.00 500.00 500.00 500.00 500.00 500.00

Table 7.3. Value of Stopping Criteria for N = 200, 400 Deployed Nodes

Figure 7.4 shows the average percentage of coverage for the DSSA, DHSCL and

the proposed algorithm with respect to the number of deployed nodes (60 to 500

nodes). The average coverage was computed based on the average coverage for

the entire area during 5 CHs over 50 trials. The figure shows that the proposed

algorithm maintained higher coverage.

Table 7.4 shows the efficiency of the proposed approach for N = 100, · · · , 500, as
compared to DSSA and DHSCL. The results show that the proposed algorithm
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Figure 7.4: Percentage of Avg . Coverage vs Number of Nodes
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Figure 7.5: Algorithm Consumed Energy vs. Number of Nodes
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Figure 7.6: Algorithms’ Percentage of Coverage/Energy vs Time,
N = 400 Nodes

outperformed DSSA and DHSCL by up to 30% and 22% for N = 100, respectively,

and up to 9% and 5.5% for N = 500, respectively. Table 7.5 presents the efficiency

of our algorithm with respect to the occurrence of CHs.

Figure 7.5 shows the performances of DSSA, DHSCL and the proposed algorithm

in term of energy consumption. The average energy was computed based on the

total energy consumption during the simulation over 50 independent trials. The

results showed that our proposed algorithm consumed slightly more energy for

N < 140 nodes (see Table 7.4). The additional energy is consumed for more

efficient coverage and recovery of the damaged areas after occurrences of CH events.

Table 7.5 compares the efficiency of our algorithm with two benchmarks in terms

of consumed energy before and after occurrence of the (1st, · · · , 5th) CH events

using “−” and “+” signs accordingly.

As the number of nodes increases, our proposed algorithm continued to outper-



Distributed Hybrid Recovery of Coverage Hole
240

(%) of Improvement of proposed Algorithm
Performance Metrics # Nodes DSSA DHSCL

Coverage

100 29.58 21.31
200 16.99 13.25
300 12.43 9.03
400 10.30 6.49
500 8.78 5.42

Energy

100 −0.83 −0.11
200 0.88 1.20
300 1.79 0.69
400 1.31 0.52
500 1.03 0.72

Energy Consumption Efficiency

100 21.76 15.85
200 12.88 10.09
300 9.52 6.95
400 7.92 5.02
500 6.77 4.20

Table 7.4. Avg. Coverage and Energy vs. Number of Deployed Nodes

form other benchmarks (see Figure 7.5 and Table 7.4). Table 7.5 shows such trends

throughout the events. It should be noted that in Figures 7.4 and 7.5, DSSA did

not response swiftly to damage events as sluggish node movements led to slow

recovery from the consecutive CHs when compared to DHSCL and the proposed

algorithm. Therefore, in DSSA the energy consumption was lower than the hybrid

topology control schemes. As the number of nodes reduced due to energy exhaus-

tion and random sequential damage events, the difference in energy consumption

between DSSA and the other algorithms also reduced.

Figures 7.6 shows the percentage of improvement after the occurrence each CH

event for the proposed algorithm with respect to the benchmarks. As shown

in Figure 7.6, our proposed algorithm rendered the network more resilient and

efficient than the DSSA and its hybrid counterpart as the number of randomly
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(%) of Improvement of proposed Algorithm

Metrics Event 1 # Nodes: 100 # Nodes: 200 # Nodes: 300 # Nodes: 400 # Nodes: 500
DSSA2 DHSCL3 DSSA DHSCL DSSA DHSCL DSSA DHSCL DSSA DHSCL

Coverage

1st 37.43 26.33 11.75 3.84 5.94 0.04 1.99 0.00 −0.03 0.01

2nd 43.43 33.68 21.10 17.05 11.27 6.71 7.10 0.89 4.30 0.13

3rd 47.13 35.79 22.66 22.34 15.99 15.78 12.24 11.40 9.97 9.18

4th 39.75 31.80 27.14 26.42 21.33 20.07 20.54 16.23 18.47 12.20

5th 44.65 17.83 32.51 20.86 28.23 18.12 26.80 14.44 25.71 13.54

Energy 4

1−st 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1+st 1.56 2.25 9.27 9.46 12.16 7.13 11.67 4.54 1.86 3.92

2−nd 0.77 1.46 5.04 5.25 5.98 2.27 4.16 0.60 0.21 0.28
2+nd −0.37 0.30 2.63 2.89 4.85 3.11 4.29 2.75 3.34 2.34

3−rd −0.82 −0.13 0.94 1.25 2.05 0.98 1.69 0.87 1.44 1.01
3+rd −0.82 −0.13 0.94 1.25 2.04 0.98 1.69 0.87 1.44 1.01

4−th −0.96 −0.30 0.35 0.65 1.08 0.31 0.81 0.27 0.82 0.59
4+th −0.96 −0.33 0.35 0.65 1.08 0.31 0.81 0.27 0.82 0.59

5−th −1.01 −0.33 0.10 0.44 0.67 0.07 0.40 0.04 0.43 0.34
5+th −1.01 −0.33 0.10 0.44 0.67 0.07 0.40 0.04 0.43 0.34

ECE

1−st 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1+st 39.61 29.24 18.62 10.44 20.62 7.73 15.46 4.76 1.86 4.09

2−nd 38.50 28.21 13.34 5.54 12.68 2.36 6.41 0.61 0.18 0.29
2+nd 42.90 34.09 6.25 2.97 16.94 10.14 11.91 3.72 7.91 2.53

3−rd 42.26 33.52 4.44 1.26 13.60 7.76 8.94 1.75 5.82 1.15
3+rd 45.93 35.62 1.22 1.26 18.41 16.93 14.17 12.38 11.58 10.29

4−th 45.73 35.38 0.61 0.66 17.26 16.14 13.15 11.71 10.89 9.82
4+th 38.43 31.41 0.91 0.66 22.26 20.44 21.52 16.55 19.45 12.87

5−th 38.35 31.37 0.66 0.44 22.15 20.16 21.02 16.28 18.99 12.59
5+th 43.20 17.45 9.74 0.44 29.10 18.21 27.31 14.48 26.26 13.93

1 Damage Events time sequences (1 s, 102 s, 237 s, 445 s, 545 s)
2 Distributed Self-Spreading Algorithm(DSSA) [227]
3 Distributed Homogeneous Synchronous Coverage Learning Algorithm(DHSCL) [250]
4 Energy unit is in decibel (dB)

Table 7.5. Coverage and Energy vs. Number of Deployed Nodes
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distributed damage events and node failures grow.

7.4 Conclusion

This chapter presented a novel hybrid CH recovery algorithm for Mobile WSNs.

The proposed algorithm combined sensing power control and physical node relo-

cation using a game theoretic approach. The results from investigating the per-

formance of proposed approach over a number of different nodes densities and CH

events via detailed simulation showed that the proposed approach outperformed

the other CH recovery algorithms both in terms of percentage of coverage and

energy consumption.

As part of future work, in order to improve the technical maturity of the proposed

algorithm, some practical constraints, such as limiting the movement of a sensor

to certain direction (based on the settings of wheels), could be taken into account.

An adequate communication protocols to support the proposed algorithm could

also be devised.



CHAPTER 8

Sink-Based Recovery Model

8.1 Introduction

Systematic management of networks’ faults in different applications [15, 16] pro-

vides reliable and robust quality of service in wireless sensor networks (WSNs)

in the case of node failures especially (large scale) Coverage Holes (CHs) with

more severe effects WSNs [24, 270]. The integration of mobility into sensor nodes

and design of different mobility patterns can provide effective solutions to the

problem of network topology dynamism and the formation of damage-induced

CHs [38, 41, 43, 134, 215, 231, 357]. Hence distributed node relocation algorithms

[38,215,227,357] are a promising class of topology control (TC) schemes in WSNs

to reduce the impact of random node failures and CHs in harsh and hostile envi-

ronments.

In the proposed model, by considering the special role of network sink nodes,

the aforementioned node relocation algorithms can be customised to address not

only the primary goal of maintaining/extending the network’s coverage but also

satisfying some of the emerging unique requirements in WSNs. Benefiting from

243
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Figure 8.1: Relocation of Boundary nodes in Sink-based CH Recovery Model

the simple geometrical properties of circle inversion (Section 8.2.5 and Figure 8.4

) [373, 374], a sink-based CH recovery model is proposed such that nodes try to

modify their movements with respect to their ranges and distances to the proximate

sink nodes while relocating towards the CHs. The general idea of the proposed

recovery is illustrated in Figure 8.1 for one coverage hole in the network.

In this chapter, by using simple geometrical properties of circle inversion, a cooper-

ative CH recovery model is presented. Autonomous nodes in this model use their

distances to the deployed sink nodes and their local status in order to relocate

toward the coverage holes (damaged areas) in the network. The performance of

the proposed model is compared with three node relocation benchmarks.
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8.2 Methods and Assumptions

In this section, model parameters are defined and the deployment scenario is de-

scribed in detail.

8.2.1 Sensor Nodes and Area of Deployment

Homogeneous sensor nodes modelled as the unit disk graph (UDG) [348] are de-

ployed with a 2-D uniform random distribution across an area of [xmin, xmax] ×
[ymin, ymax]. For simplicity, node transmission and sensing ranges of Rc and Rs

are considered to be equal. Two nodes are bidirectionally connected if they are

separated by a distance less than Rc. Node locations are known from GPS or

any other localisation methods [101,349]. Sink nodes Ss(k) ∈ {Ss(1), · · · , Ss(Ns)}
are deployed in at locations (xsk , ysk). Here, it is assumed that one sink node is

deployed in the network, though our model is applicable in networks with a higher

number of sink nodes. Irrespective of how the sink node is selected in the network,

it is assumed that nodes are aware of the deployed sink node’s location.

8.2.2 Coverage Holes and Node Types

CHs are a result of correlated node failures, and can be modelled as a union of

circles of radius Rh(l) centred at locations (xhl
, yhl

) for l ∈ {1, · · · , NE} where is

NE is the total number of damage events. Similar to section 3.2.3, nodes can be

classified as either undamaged nodes (U-nodes) and damaged nodes (D-nodes),

with the former residing outside and the latter residing inside the coverage hole

(Figures 8.1 and 8.2). The U-nodes that detect a damage event within their range

are defined as boundary nodes (B-nodes). In order to illustrate the different node

types, Figure 8.2 shows a coverage hole with Rh = 15 m and centre (xhl
, yhl

) at
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Figure 8.2: Coverage Hole, Node Types N = 500 nodes, and Rc = 15 m

(0, 0) in a network of N = 500 nodes.

It is assumed that B-nodes detect a damage event if at least one of their neighbours

fails (i.e., is in the damaged nodes set) due to the coverage holes. Those U-nodes

that are not B-nodes are considered as normal nodes (N-nodes). It is assumed that

a sequence of CHs occur with randomly distributed radii and locations throughout

the deployed area. The proposed algorithm immediately commences the recovery

process following the detection of damage. It is also assumed that B-nodes update

their undamaged and damaged neighbours status after the movement and before

the next coverage hole event occurs. B-nodes move based on the status of their

current neighbours at the time of the damage event. Figure 8.3 schematically

depicts a given node with each of the undamaged (blue circle) and damaged (red

circle with cross) neighbouring nodes within its range.
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Figure 8.3: Boundary Node and its Undamaged and Damaged Neighbour Nodes

8.2.3 Nodes’ Communications Protocol

Before the occurrence of the coverage hole, nodes are aware of their neighbours’

degrees and locations in addition to the location of the deployed sink nodes.

It is assumed that, at time of damage event, nodes do not broadcast their infor-

mation to their neighbours due to security considerations. Therefore, each B-node

should autonomously make its decision on the magnitude and direction of its move-

ment. Therefore, after each damage event, B-nodes are not able to distinguish

whether their undamaged neighbours are B-nodes or not. Thus, after the forma-

tion of a coverage hole, nodes’ information about their neighbours is not updated.

Figure 8.3 shows a boundary node and its damaged and undamaged neighbours.

It should be noted that a given B-node detects occurrence of consecutive damage

events as long as it loses at least one additional neighbour after each damage event

(CH).
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8.2.4 Node Movement Decision

The movement of the autonomous boundary nodes is determined from the follow-

ing set of parameters:

B-node’s neighbours: Those undamaged and damaged neighbours with respec-

tive distances of
→
x
SNu(l,j)

Sb(i)
and

→
x
SNd(l,j)

Sb(i)
to node Sb(i) having higher degrees of

d
SNu(l,j)
Sb(i)

and d
SNd(l,j)
Sb(i)

, respectively, are weighted to have a greater influence on

the movement vector of Sb(i). The reason is that, if these parameters are properly

tuned, each boundary node moves in the direction that will provide maximum

coverage to the most distant neighbours of highest degree while maintaining con-

nectivity with its undamaged neighbours, thus maximising its chance of remaining

connected to the rest of the network despite its autonomous relocation.

Sink node’s status: B-nodes’ distances and directions to the deployed sink node

Sk,
→
x
Ss(k)

Sb(i)
with respect to nodes’ ranges are used to modify the relocation of nodes

towards the CHs (see Section 8.2.5).

Coverage hole: The locations, number and scales of CHs as well as their distances

to sink nodes, may affect the relocations of nodes in the recovery process.

By considering the aforementioned parameters in the movement of B-nodes, the

proposed recovery model is introduced as follows:

Centre of mass of B-nodes’ neighbours: B-node Sb(i)’s centre of mass of

neighbouring damaged and undamaged nodes can be weighted such that neigh-

bouring undamaged and damaged nodes with higher degrees should have more

importance and therefore a greater effect on the direction and amount of B-nodes’

movements. The idea of using the centre of mass of B-nodes’ (undamaged and

damaged) neighbours is that each B-node moves as much as possible in the direc-
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tion of the damaged nodes with higher degrees while maintaining its connection

to the rest of the network to the greatest extent possible. It is assumed that B-

nodes are aware of their neighbours’ degrees before the occurrence of each of the

consecutive CH events. Node degrees can be used to obtain the centre of mass of

B-node’ undamaged and damaged neighbouring nodes via Equations 8.1 and 8.2:

→
M

CMlU

sb(i)
=

Nu∑
j=0

(
d
SNu(l,j)
Sb(i)

· →xSNu(j,l)

Sb(i)

)
Nd∑
j=0

d
SNu(l,j)
Sb(i)

(8.1)

→
M

CMlD

sb(i)
=

Nd∑
j=0

(
d
SNd(l,j)
Sb(i)

· →xSNd(j,l)

Sb(i)

)
Nd∑
j=0

d
SNd(l,j)
Sb(i)

(8.2)

Choosing the proper combinations of undamaged and damaged centres of mass

provides an appropriate criteria on the B-nodes’ amount and direction of movement

towards the damaged areas (CHs). In the case that a B-node loses all of its

undamaged and/or damaged neighbouring nodes, its corresponding
→
M

CMlU

sb(i)
and

→
M

CMlD

sb(i)
are as follows:

→
M

CMlU

sb(i)
=

→
0 , if Nu = 0

→
M

CMlD

sb(i)
=

→
0 , if Nd = 0

8.2.5 Effect of Sink Node

The amount of movement in the direction of the deployed sink node is computed

based on the idea of circle inversion [373,374]. As shown in Figure 8.4, the reverse

point P ′ of point P can be as follows, where the k2 is defined by Coxeter as the

circle power [373].

‖OP‖×‖OP ′‖= k2 (8.3)
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Figure 8.4: Circle Inversion

Using Equation 8.3, if k = Rc(Sb(i)), ‖OP‖= ‖Pnew(Sb(i)) − Pcur(Sb(i))‖, and

‖OP ′‖= ‖→xSs(k)

Sb(i)
‖ where Pcur and Pnew are the current and new positions of B-node

Sb(i) respectively before and after the damage event. Hence, if

‖Pnew(Sb(i))− Pcur(Sb(i))‖×‖→x
Ss(k)

Sb(i)
‖= R2

Sb(i)
(8.4)

where ‖→xSs(k)

Sb(i)
‖ is the distance of sink node Ss(j) to the B-node Sb(i) and RSb(i)

is the range of sensor node Sb(i), then the following cases can be considered:

1. ‖→xSs(k)

Sb(i)
‖< RSb(i), as sink node Ss(k) is already within the range of B-node

Sb(i). In this case, it is assumed that the movement of B-node Sb(i) in the

direction of sink node Ss(k) is not required. So,

‖Pnew(Sb(i))− Pcur(Sb(i))‖= 0, (8.5)

This is the case where the sink node (point P ) is within the range of B-node

Sb(i). In this case, the moving B-node is directed not to move any further

toward the sink node in order to reduce the probability of collisions amongst

the nodes and to avoid increased probability of interference.

2. ‖→xSs(k)

Sb(i)
‖> RSb(i), the amount of movement node Sb(i) toward the sink node
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is give by,

‖Pnew(Sb(i))− Pcur(Sb(i))‖=
R2

Sb(i)

‖→xSs(k)

Sb(i)
‖

(8.6)

3. if ‖→xSs(k)

Sb(i)
‖= RSb(i), then, the amount of movement from the Equation 8.6 is

modified by random factor of ρcol ∼ U [0, 1] with the uniform distribution.

‖Pnew(Sb(i))− Pcur(Sb(i))‖=
R2

Sb(i)

‖→xSs(k)

Sb(i)
‖
. ρcol (8.7)

The random factor ρcol reduces the probability of physical collision of nodes

moving towards the deployed sink node.

Therefore, using the aforementioned inverse circle geometrical procedure leads B-

nodes to modify the the amount and direction of their movements towards the

deployed sensor nodes based on their ranges and their distances to the sink nodes.

Based on the properties of circle inversion, B-nodes that are farther from the sink

nodes move less, while B-nodes closer to the sink node move more in order to

reflect the nodes’ importance with respect to their distances to the deployed sink

nodes.

8.2.6 Movement Toward CHs

Suppose that the total number of a given B-node’s neighbours before the formation

of CH l is NUl

Sb(i)
. Let the number of undamaged and damaged neighbouring nodes

of B-node Sb(i) following damage even(CH) l be NUl

Sb(i)
and NDl

Sb(i)
respectively. The

damage ratio of boundary node Sb(i) due to CH l is then defined as:

εdlSb(i) =
NDl

Sb(i)

NUl

Sb(i)
+NDl

Sb(i)

(8.8)

Using the sigmoid function σ(t) = 1
1+e−t (for the motivations behind using sigmoid

function, refer to work by Bishop [375] and Mount [376]), the damage ratio of
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B-node Sb(i) can be used to define the following weights:

ω
N

Dl
Sb(i)

=1− σ({εdlSb(i)
}−1)

ω
N

Ul
Sb(i)

=1− ω
N

Dl
Sb(i)

(8.9)

These weights (ω
N

Ul
Sb(i)

and ω
N

Dl
Sb(i)

) are used to combine the two vectors obtained

in the direction of centres of mass of Sb(i)’s damaged and undamaged neighbours

respectively, resulting from the formation of coverage hole l.

8.2.7 Proposed Movement Model

Using the parameters introduced in the previous section, a number of movement

models may now be defined.

Simple Sink Movement (SSM) in which each moving B-node Sb(i) solely moves

towards the deployed sink node regardless of its status with respect to CHs. Thus,

depending on the location of the damage event and the sink node, the recovery of

CH may not be primary goal of the movement algorithm. By using the method

of circle inversion discussed in Section 8.2.5, B-nodes move towards the sink node.

Each B-node’s movement amplitude depends on node’s own range and its distance

to the given deployed sink node. So, for each B-nodes, the movement
→
M

Sk

Sb(i)
can

be defined as
→
M

Sk

Sb(i)
= Pnew(Sb(i))− Pcur(Sb(i)) (8.10)

→
M

Totall

Sb(i)
=

→
M

Sk

Sb(i)

In the case of more than one deployed sink node, B-nodes movement can be mod-

ified by considering the weighted effect of those sink nodes as,

→
M

Totall

Sb(i)
=

Ns∑
k=1

ζk.
→
M

Sk

Sb(i)
(8.11)
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where ζk is weight of importance of sink node k based on its distance to B-node

Sb(i).

The relocation of Sb(i) for coverage hole l due to the overall effect of centre of

mass of Sb(i)’s neighbours of different types,
→
M

CMl

Sb(i)
, can be defined as a function

of f(Equation 8.12). The function f considers the effect of the centres of mass

of B-nodes’ undamaged and damaged neighbours (obtained in Section 8.2.4 and

Equations 8.1 and 8.2) for CH of l.

→
M

CMl

Sb(i)
= f(

→
M

CMlU

Sb(i)
,
→
M

CMlD

Sb(i)
) (8.12)

where
→
M

CMlU

Sb(i)
and

→
M

CMlD

Sb(i)
are centres of masses of undamaged neighbour and

damaged neighbours computed. Using weights in Equation 8.9, f is defined as a

linear combination of centres of mass
→
M

CMlU

Sb(i)
and

→
M

CMlD

Sb(i)
as

→
M

CMl

Sb(i)
= ω

N
Dl
Sb(i)

.
→
M

CMlU

Sb(i)
+ω

N
Dl
Sb(i)

.
→
M

CMlD

Sb(i)
. (8.13)

Therefore, function f can be used to tune the effect of B-nodes’ centres of mass

on their relocations towards CHs similar to Equations 8.9 and 8.13.

If each B-node solely moves towards the CHs regardless of the status of the de-

ployed sink nodes, the amount and directions of nodes’ movements can be governed

by the centres of mass of B-nodes’ undamaged and damaged neighbours according

to Equation 8.13. So in this case, primary objective of moving B-nodes is to repair

of CHs rather to modify the B-nodes’ distances to the sink nodes in the network.

In this case, the relocation of each B-node is obtained as,

→
M

Totall

Sb(i)
=

→
M

CMl

Sb(i)
(8.14)

Combined SS and CM Movement (CSSCMM): In this algorithm, the movement

amplitude and direction of each B-node depends on both the neighbouring nodes’
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centres of mass weight (calculated as λcm = 1−λs ) and the sink node weight λs ∈
[0, 1], defined as the sink move weight. Using these weights, the total movements

are linear combinations of Equations 8.10 and 8.12:

→
M

Cmbl

Sb(i)
= λs·

→
M

CMl

Sb(i)
+λcm·

→
M

Sk

Sb(i)
(8.15)

where
→
M

Cmbl

Sb(i)
is B-node Sb(i)’s combined movement vector due to CH l.

→
M

Totall

Sb(i)
=

→
M

Cmbl

Sb(i)

Modified CSSCMM (M-CSSCMM): In this algorithm, the amount of movement of

participating nodes is tuned with regard to the status of B-nodes around the CH

and the sink node, as defined in Equations 8.16 to 8.19,

α〈cm,s〉 =⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

arccos

[
→
M

CMl
Sb(i)

·→M
Sk
Sb(i)

‖→
M

CMl
Sb(i)

‖‖→
M

Sk
Sb(i)

‖

]
, if ‖ →

M
CMl

Sb(i)
‖, ‖ →

M
sk

Sb(i)
‖�= 0

0, otherwise

(8.16)

where α〈cm,s〉 is angle between the moving vectors obtained from Equations 8.10

and 8.12.

βl
〈cm,s〉 = α〈cm,s〉 ·

(
θτ
π/2

)−1

(8.17)

where θτ is defined as threshold angle and βl
〈cm,s〉 is define as modification angle.

γl
〈cm,s〉 = cos2(βl

〈cm,s〉) (8.18)

and the attenuated movement is obtained using the Equation 8.15,

→
M

Totall

sb(i)
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

γl
〈cm,s〉·

→
M

CMl

sb(i)
, if (βl

〈cm,s〉 < 1),

0, otherwise

(8.19)
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The idea of M-CSSCMM is that B-nodes movement be calculated flexibly accord-

ing to the angle between the two movement vectors that each B-node forms with

its neighbours centres of mass and the deployed sink node. In Equation 8.19, If

γl
〈cm,s〉 = 1, movement of B-nodes is tuned solely based on the angle of α〈cm,s〉. This

movement algorithm is denoted as dM-CSSCMM. If the condition of βl
〈cm,s〉 < 1

is relaxed, the movement algorithm is denoted as aM-CSSCMM in which only

amplitudes of movements are attenuated.

It should be noted that appropriate selection algorithms of boundary nodes similar

to the ones presented in Chapter 3 and Appendix A can be used, if required, to

reduce the probability of physical collisions, interferences and movements among

autonomous boundary nodes.

8.2.8 Condition at Border of Deployment area

As the result of relocation algorithms, if nodes move beyond the borders of the

deployment area, their locations are limited to the borders of xmin, xmax, ymin,

and ymax.

8.3 Performance Evaluation

In this section, suitable performance metrics and benchmarks are introduced, and

simulation results are presented.

8.3.1 Performance Metrics

The following performance metrics are used for evaluating the proposed models.
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8.3.1.1 Percentage of Coverage

The 2D rectangular deployment area ([xmin, xmax] × [ymin, ymax]) is divided into

grid cells. Grid cells are covered by sensor nodes if their coordinates zi=(xi, yi)

resided within the nodes’ ranges. Percentage of 1-coverage is the number of grid

cells that are covered by at least one sensor nodes over the total number of grid

cells in the given deployed area.

8.3.1.2 B-Nodes to Sink Nodes Distances

In the recovery of consecutive random CHs, it is desirable that the moving B-nodes

maintain or reduce their distances to the deployed sink nodes in the network. Thus,

as the result of the proposed recovery model, distances of the set of moving B-

nodes to the deployed sink node(s) are expected to monotonically decrease as the

given nodes relocate towards the CHs. The movement algorithms’ performance

are evaluated in terms of the cumulative mean of maximum, minimum and aver-

age distances of B-nodes to the deployed sink nodes in the course of recovery of

consecutive random CHs in the network.

8.3.1.3 Sparsity of Cut

As in Trevisan’ study [377], it is mentioned that property of clique can be used

as the standard of network reliability, as the clique is considered to be the most

reliable network layout if a fraction of vertices are disconnected from the graph.

Therefore, the expansion and sparsity cut parameters that Trevisan defined [377]

can be used to measure the reliability of the network with respect to clique (as a

criteria).

Definition 11 [377], Let G = (V,E) be a graph and let (S, V −S) be a partition
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of the vertices (a cut). Then the sparsity of the cut is

φ(S) :=
E(S, V − S)

|E| .

( |S|.|V − S|
|V |2/2

)−1

(8.20)

where E(S, V − S) is the number of edges in E that have one endpoint in S and
one end point in V − S.

Sparsity can be used to measure of how the set of B-nodes are connected to the rest

of U-nodes that is defined as the normal nodes (N-nodes) (see Section 8.2.2). A

higher sparsity cut requires a larger number of link disconnections to cause a par-

titioning of the network. The performance of movement algorithms are compared

by the cumulative mean of sparsity throughout the consecutive damage events and

recovery.

8.3.2 Benchmark Movement Algorithms

The proposed movement algorithms are compared with the distributed self spread-

ing algorithm (DSSA) [227] (a force-based movement algorithm) and Vor-voronoi

and MinMax-voronoi (two Voronoi-based movement algorithms) [231]. The per-

formance of limited version of Vor-Voronoi and MinMax-Voronoi movement algo-

rithms (Vor-voronoi (L) and MinMax-voronoi (L), respectively) are also compared

with the proposed movement algorithms. Nodes’ movements in Vor-voronoi(L)

and MinMax-voronoi (L) are limited when they move beyond their ranges.

8.3.3 Results

Using Matlab, N=1000 nodes with communication and sensing ranges of 15 m

(Rc = Rs = 15 m) were deployed with a uniformly distributed 2D random distri-

bution in a rectangular deployment area of [−100, 100]× [−100, 100]. Each cover-

age hole is modelled as a circle with random radius rHole(Ur ∼ [0, 50]) and random
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centre of (xHole, yHole) with the uniform distribution (Ux ∼ [−100, 100], Uy ∼
[−100, 100]). To properly compare the proposed movement algorithms with the

benchmarks, we used a randomly generated radii of r
{1st,···,5th}
Hole = [47.3, 48.9, 35.2

,41.8, 42.5] m and randomly generated locations of x
{1st,···,5th}
Hole = [23.5,−59, 41.7

,12.7,−67.3] and y
{1st,···,5th}
Hole = [47, 31, 76.2,−18.5,−42] to model the 5 consecu-

tive CHs with respect to their order of occurrences (resulted in large scale CHs).

The performance of the movement algorithms in terms of sparsity, percentage

of coverage and boundary-sink inter-nodal distances were examined for different

parameters of λs = {0.9, 0.5, 0.1} (λcm = 1 − λs), sink node at the locations of

(±100,±100). Due to similar performance patterns for the given parameters and

for sake of brevity, only results for λs = 0.9 with the sink node at the location of

(100, 100) are presented in this chapter. The experiment was repeated #Exp = 50

times for the movement algorithms.

It should be noted that in this chapter that the movement algorithms’ perfor-

mances were considered for the disk-shaped coverage holes of random radii and

centres (with uniform distribution) which were generated sequentially and their

recoveries began as soon as they were detected. Therefore, efficiency of movement

algorithms for other damage patterns and CHs may be different, which could be

investigated in further studies.

Performance of movement algorithms were compared in terms of network’s spar-

sity (Table 8.1 and Figure 8.5), percentage of coverage (Table 8.2 and Figure 8.6),

and B-nodes to sink node distances (Table 8.3 and Figures 8.7, 8.8, and 8.9). To

compare different movement algorithms from Tables 8.1, 8.2, and 8.3, performance

was calculated based on the efficacy of each algorithm, which is applied immedi-

ately after the occurrence of each damage event (i.e., 2nd row from each movement

algorithms in the tables are used to compare their performance).
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Algs. Sparsity
1st 2nd 3rd 4th 5th

SSM
1.7125 1.4266 1.2806 1.1905 1.1182
1.7120 1.4410 1.2974 1.2049 1.1336

CSSCMM
1.8860 1.4527 1.2880 1.1550 1.0466
1.7082 1.3169 1.1675 1.0471 0.9495

M-
CSSCMM

1.8969 1.4754 1.3304 1.1994 1.0973
1.7995 1.4137 1.2814 1.1572 1.0611

aM-
CSSCMM

1.8897 1.4673 1.3223 1.1915 1.0893
1.7831 1.3969 1.2653 1.1417 1.0460

dM-
CSSMM

1.8201 1.4368 1.3084 1.1829 1.0824
1.6980 1.3584 1.2463 1.1290 1.0364

DSSA
1.8035 1.4604 1.3845 1.2655 1.1686
1.8324 1.4799 1.4012 1.2803 1.1816

Vor-
Voronoi

1.7352 1.4247 1.3859 1.2862 1.1972
2.0631 1.6582 1.5712 1.4493 1.3359

Vor-
Voronoi(L)

1.8448 1.4733 1.4025 1.2761 1.1767
2.1112 1.6597 1.5399 1.3968 1.2816

MinMax-
Voronoi

1.7053 1.4147 1.3902 1.2842 1.1880
1.9868 1.5892 1.5042 1.3844 1.2706

MinMax-
Voronoi(L)

1.7275 1.4455 1.4056 1.2982 1.1994
1.9957 1.6054 1.5191 1.4026 1.2865

Table 8.1. Sparsity of Network with Sink Nodes located at (100, 100) and 5 Con-
secutive CHs

From Table 8.1 and Figure 8.5, it can be seen that the Voronoi-based movement

algorithms and DSSA outperform our proposed algorithms by 20% and 10%, re-

spectively. Among the proposed movement algorithms, only SSM improved net-

work sparsity cut. Vor-Voronoi movement algorithms had the best performance.

DSS outperformed SSM by about 5%.

Results from Table 8.2 and Figure 8.6 show that the proposed movement algo-

rithms either slightly outperformed or matched DSSA. Voronoi-based algorithms

outperformed the proposed movement algorithms and DSSA with average of 20%−
24% during the recovery of consecutive CHs.
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Algs. Percentage of Coverage(%)
Initial 1st 2nd 3rd 4th 5th

SSM
100 90.62 78.45 76.27 66.94 57.85

90.65 78.46 76.19 67.08 58.15

CSSCMM
100 90.65 78.59 76.08 67.46 58.35

90.82 78.81 76.32 67.62 58.42
M-
CSSCMM

100 90.63 78.57 75.88 66.92 57.64
90.79 78.68 75.97 66.99 57.68

aM-
CSSCMM

100 90.63 78.55 75.86 66.89 57.55
90.77 78.64 75.94 66.96 57.52

dM-
CSSMM

100 90.56 78.63 76.02 66.93 57.93
90.74 78.77 76.13 67.03 57.99

DSSA
100 90.55 78.47 75.88 67.31 58.52

90.68 78.70 76.17 67.48 58.70

Vor-
Voronoi

100 90.80 87.92 91.54 90.19 87.60
99.65 97.31 98.24 97.00 96.00

Vor-
Voronoi(L)

100 90.62 86.00 89.09 87.62 86.01
97.15 94.64 95.94 95.33 93.10

MinMax-
Voronoi

100 90.63 87.36 91.28 90.11 89.27
98.76 96.96 97.66 97.83 96.38

MinMax-
Voronoi(L)

100 90.63 87.33 91.28 90.22 88.83
98.76 96.89 97.75 97.53 96.16

Table 8.2. Percentage of Coverage of Network, with Sink Nodes located at
(100, 100) and 5 Consecutive CHs
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Figure 8.5: Sparsity of Network
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Figure 8.9: Min Distances CHs’ Boundary Nodes to Sink Node



S
in
k
-B

a
se
d

R
e
c
o
v
e
ry

M
o
d
e
l

2
6
3

Algs. Average Distance Maximum Distances Minimum Distance
1st 2nd 3rd 4th 5th 1st 2nd 3rd 4th 5th 1st 2nd 3rd 4th 5th

SSM
102.35 117.47 120.69 126.25 132.73 151.30 188.47 200.53 206.31 218.73 36.25 36.09 29.96 26.74 25.48
99.69 115.07 118.19 123.79 130.39 149.81 187.23 199.37 205.19 217.66 30.02 29.83 21.75 17.44 16.07

CSSCMM
101.83 115.60 120.87 126.28 131.03 151.14 188.40 200.55 206.47 219.10 36.30 36.58 30.63 27.65 25.84
101.15 115.07 120.38 125.80 130.59 149.69 187.26 199.59 205.64 218.26 36.86 37.12 30.98 27.89 26.02

M-
CSSCMM

101.98 115.86 120.95 126.21 130.84 151.12 188.40 200.60 206.56 219.19 36.39 36.37 30.52 27.59 25.84
101.46 115.47 120.61 125.88 130.53 149.75 187.37 199.73 205.81 218.41 36.35 36.33 30.49 27.57 25.82

aM-
CSSCMM

101.94 115.81 121.01 126.30 130.96 151.13 188.41 200.61 206.57 219.16 36.39 36.62 30.69 27.64 25.79
101.35 115.36 120.59 125.89 130.58 149.75 187.38 199.74 205.81 218.39 36.85 37.06 30.87 27.71 25.80

dM-
CSSMM

102.83 116.46 121.50 126.69 131.36 151.98 189.17 201.26 207.14 219.56 36.21 36.21 30.49 27.62 25.90
102.21 115.99 121.08 126.29 130.99 150.49 187.97 200.23 206.21 218.61 36.21 36.21 30.49 27.62 25.89

DSSA
102.73 117.42 122.67 128.19 133.21 151.80 189.53 202.27 208.65 220.71 35.41 35.60 30.10 27.35 25.70
102.75 117.45 122.72 128.21 133.23 152.35 190.22 202.93 209.23 221.29 35.02 29.84 17.52 27.12 25.48

Vor-
Voronoi

102.31 115.87 121.51 127.06 132.54 150.49 188.43 200.74 206.51 219.44 35.44 35.44 30.19 27.88 26.56
101.94 116.14 121.83 127.32 132.89 197.52 230.11 232.78 237.96 244.44 35.44 34.41 29.92 27.46 26.25

Vor-
Voronoi(L)

102.59 116.44 121.68 126.98 132.03 150.95 188.50 200.88 206.93 219.46 35.96 35.97 29.94 27.01 25.42
101.85 116.06 121.40 126.68 131.79 150.93 189.13 201.35 207.16 219.47 35.98 35.94 30.03 27.24 25.64

MinMax-
Voronoi

102.32 115.81 121.19 126.81 132.49 151.85 189.34 201.35 206.99 219.40 36.21 36.49 30.90 28.40 27.19
101.76 115.76 121.25 126.79 132.45 155.05 191.96 204.87 210.57 222.32 35.32 36.11 30.74 28.50 27.53

MinMax-
Voronoi(L)

102.55 189.02 120.98 126.51 132.20 151.59 226.44 201.23 206.91 219.28 35.74 35.96 30.33 27.70 26.44
101.88 115.95 121.12 126.59 132.31 154.61 191.83 205.35 210.90 222.44 35.13 35.80 30.15 27.78 26.61

Table 8.3. Distances to Sink Nodes located at (100, 100) and 5 Consecutive CHs
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As shown in Table 8.3 and Figure 8.7, the proposed movement algorithms slightly

outperform and/or matches the Voronoi-based algorithms in terms of average

boundary to sink node distance during the course of the recovery process. DSSA

has the worst performance among the other algorithms. SSM marginally has the

best performance.

From Table 8.3 and Figure 8.8, regarding the maximum distance of boundary to

sink node, the proposed algorithms marginally outperform the DSSA and Voronoi-

based algorithms. SSM and Vor-Voronoi have the best and worst performances,

respectively as the SSM outperforms the Voronoi-based algorithms by an average

of 17% in the course of recovery from consecutive CHs. The performance improve-

ment in SSM progressively decreases from 25% to 10% as the number of coverage

holes increase from 1 to 5.

From Table 8.3 and Figure 8.9, performance of SSM’s minimum distances bound-

ary to sink node is noticeable. SSM outperforms other movement algorithms which

varies from 15% to 40% as the number of CHs increase from 1 to 5. SSM out-

performs Voronoi-based algorithms by an average of 25%. The performance dif-

ferences increase with the occurrence of more coverage holes. The other proposed

movement algorithms marginally outperform DSSA and Voronoi-based algorithms

between 1% and 5%.

8.4 Conclusion

This chapter presented a new approach to the recovery of CHs via node relocation

algorithms in WSNs. In the proposed cooperative recovery model, the status of

deployed sink nodes are considered by autonomous moving nodes in the recovery

process. The proposed distributed node relocation algorithms aimed to address
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additional design goals, such as reducing the moving nodes’ distances to the de-

ployed sink nodes. The approach presented in this chapter can be considered as an

initial exploratory effort to partially address the issues that arise due to the grad-

ual and undesirable impact of sink nodes’ disconnections with their surrounding

nodes.

The performance of the proposed movement algorithms used in the CH recovery

model were compared with a range of suitable benchmarks previously introduced in

this thesis (DSSA as a representative of force-based algorithms together with two

Voronoi-based movement algorithms), including percentage of coverage, bound-

ary to sink node distances and sparsity cut during the course of recovery from

the consecutive random and large scale CHs in the network. Results show that

there are trade-offs between targeted design goals for each relocation algorithm.

Depending on the performance metric, the proposal model outperform, under-

perform or matches its benchmarks. The proposed model presents new approach

by considering the importance of sink nodes into for prospective node relocation al-

gorithms. Therefore, further performance improvements and novel node relocation

algorithms still hold a great potential.



CHAPTER 9

Concluding Remarks

9.1 Conclusions

We reviewed concepts of resiliency in general and in networks, topology control

schemes, networks’ events, and faults and fault management techniques in WSNs

in addition to stages of network recovery in this thesis. By presenting a thorough

classifications of networks’ holes, we focused on the coverage holes (CHs) as they

are most prevalent holes in WSNs and can severely disrupt networks’ operation

and integrity if they are unattended. Large scale coverage holes (LSCHs) have

more deteriorating effects on WSNs. Therefore, the resiliency of networks was

investigated with respect to the CHs that resulted from correlated node failures

in WSNs. Different stages of network recovery from CHs were considered based

on idea of an emergent cooperation among nodes, through which a global pattern

would be reached in a network that swiftly reacts to the dynamic topology changes

solely based on local interactions and knowledge of autonomous nodes. Devising

such models with the proper level of complexity to address the requirements of

given applications is a non-trivial task that requires further study.

266
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In order to surmount the emerging undesirable changes in topology and dy-

namic behaviours of networks, different topology control (TC) schemes (e.g. node

relocation) were introduced [66,110,181,182,250,251]. Different (distributed) node

relocation algorithms were proposed. Distributed node relocation algorithms are

suitable for the recovery of CHs in many real-time and security-sensitive appli-

cations where extensive message exchanges among the nodes are not practical.

By preventing unnecessary broadcasts and using available 1-hop information, the

nodes’ energy can be preserved and the overall lifetime of the network extended

as the burden of decision making is spread among the (autonomous) nodes rather

than delegated back to a centralised supervisor. We considered the benefit and

performance of hybrid strategies in TC of network because hybrid approaches can

combine the strengths and avoid the weaknesses of individual approaches. How-

ever, such flexibility comes at the price of new challenges that need to be addressed

if their the benefits are to be realised. For example, the problem of power con-

trol has been mainly considered in tandem with stationary rather than mobile

nodes [66]. If it is applied in conjunction with other topology control schemes,

new opportunities and challenges arise.

Coverage holes modelled mainly in the shapes of circles with given radii and

locations, are used to represent omni-directional correlated node failures, such

as explosions. Other shapes of coverage hole can be formed by combinations of

simpler convex shapes [273].

This work showed that topology control schemes (e.g. node relocation) perfor-

mance would change if the scale of the CHs changes. Therefore, although a topol-

ogy scheme is known to be efficient in addressing changes in networks’ topology,

it may not be considered as a general solution for other CH shapes and/or scales.

In the proposed CHs detection model, the presence of CHs is detected as
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soon as nodes, known as boundary nodes (B-nodes) perceive the damage event

within their ranges. Based on available 1-hop knowledge inferred from the B-

nodes’ statistical and geometrical features, (distributed) B-node selection algo-

rithms (BNS-algorithm) are proposed, in which B-nodes autonomously self-select

to participate in the potential recovery processes. With nodes’ local information

and their autonomous decisions, BNS-algorithms can reach a global pattern in

WSNs. Benefiting from the redundancy of deployed nodes, BNS-algorithms re-

duce the number of B-nodes that are selected for required levels of service in the

margin of B-nodes, such as coverage. The significance of BNS-algorithms is in the

time-sensitive applications which may have the security concerns in hostile and

deserted environments without the need for the centralised supervision.

A constrained node movement model in which autonomous B-nodes par-

tially/wholly recover LSCHs was presented. B-nodes make autonomous decisions

based on their available 1-hop information of immediate neighbouring nodes and

use the concept of α-chord to either move towards or circulate around the damaged

areas (CHs). Autonomous B-nodes movements, connectivities and the network’s

global behaviour as the result of B-nodes’ local interactions can be easily controlled

by the B-nodes’ α-chords. This model is an example that, with B-nodes’ local in-

teractions, an emergent cooperation can be achieved so that B-nodes swiftly are

able to partially recover the CHs when damage events occur within their ranges.

The significance of such node movement model is for the time-sensitive applica-

tions where centralised control and recovery are neither feasible nor encouraged,

possibly due to the security concerns.

In this work, the proposed fuzzy node relocation models based on force-based

fuzzy node movement algorithms are suitable to consider the uncertainty governed

by distributed and local interactions of moving nodes and the indefinite choices of
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movements. Properly considering the uncertainty among interacting nodes would

reduce the likelihood of collision, isolation and oscillations of nodes which improve

the network’s connectivity. In the proposed fuzzy node relocation models, the

problem of choosing appropriate fuzzy parameters to achieve higher performances

was addressed by tuning these parameters via either expert knowledge or particle

swarm optimisation (PSO) (in the initial and each movement iteration). Each

mobile node is able to locally tune its parameters solely based on its neighbours’

distances within its ranges.

Inspired by nature, a model of cooperative recovery of CHs in which nodes move

towards damaged areas in the form of disjoint spanned trees (DS-Trees) was pro-

posed. Based on nodes’ local and autonomous interactions with their neighbouring

nodes and their distances to CHs, a set of disjoint trees around the CH spans as

they are notified about the CHs. As a result of independent movements of DS-Trees

towards CH, a cooperative behaviour in the recovery of LSCHs emerges. Nodes’

movements change proportionally with respect to their DS-Trees’ depths and their

movements are controlled to reduce the chance of collisions among nodes. Nodes

are notified about their surrounding CHs with given levels as they are spanned in

their disjoint trees. The effects of different number of participating nodes and the

depths of nodes notified around CHs in the recovery process (i.e. node relocation)

of damaged area were investigated for Voronoi-based and force-based node relo-

cation algorithms. From the results, increasing the number of participating nodes

and/or the depth of notified nodes beyond certain degrees, did not seem to improve

the performance of node relocation algorithms used for the CHs recovery signif-

icantly, especially with respect to percentage of coverage. Therefore, if proper

fractions of nodes are notified and participate in recovery process, a significant

amount of autonomous nodes’ energies can be preserved, which would increase the

mobile WSNs’ lifetime.
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In this work, by devising hybrid topology control scheme, a CH recovery

algorithm was proposed for Mobile WSNs (MWSNs). The proposed algorithm

combined sensing power control and physical node relocation using a game theo-

retic approach. With respect to simulation results over number of different node

densities and CH events, the proposed approach outperformed other CH recovery

algorithms in terms of percentage of coverage and energy consumption. The signif-

icance of proposed algorithm is that it reduces the required energy for recovering

the CHs which increase network’s lifetime and resiliency. By applying a new game

theoretic approach to repair CHs in a distributed manner, nodes decide only based

on local information of their neighbouring nodes and autonomously take CH re-

covery actions such that a global behaviour emerges, which can maintain network

coverage in the presence of random damage events.

A new approach of CH recovery via node relocation was presented. We suggested

that moving autonomous nodes consider the status of sink nodes in the recovery

process. Significance of this work as an initial exploratory effort, is that the pro-

posed node relocation algorithm aimed to reduce the distances of moving nodes to

the deployed sink nodes while repairing the CHs in order to account for the gradual

and undesirable impact of sink nodes’ disconnections with surrounding nodes. The

results of comparing the proposed algorithm with its suitable benchmarks showed

that there are trade-offs between targeted design goals for each relocation algo-

rithm. The proposed model present a new approach by considering the importance

of sink nodes for prospective node relocation algorithms. Therefore, there is still

a great potential for further performance improvements and novel node relocation

algorithms.
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9.2 Future Research Suggestions

Several interesting opportunities and research directions have been identified in

the course of this thesis. Some of them are listed as follows:

• Node Selection Algorithms. Different BNS-algorithms based on simple

but interesting geometrical and statistical properties of B-nodes and their

neighbours could be proposed. These algorithms could be devised such

that a sensible global behaviour and emergent cooperation could be achieved

with no or the least possible message exchanges among nodes in network.

Such lightweight BNS-algorithms are effective in many time-sensitive and/or

security-oriented applications.

• Relocation Algorithms vs. CHs. Recovery capability and efficiency of

conventional and/or newly devised relocation algorithms for different types

of CHs with respect to their scales, numbers and distributions should be

investigated.

• CHs’ Direct/Indirect Effects. Depending on their locations, CHs of dif-

ferent scales/shapes not only directly affect nodes in the immediate vicinities,

but also result in indirect changes in more distant parts of network. Such

indirect effects are significant and should not be neglected in the design and

recovery mechanism of networks. Therefore, by having a clear understand-

ing of the indirect/direct effects of CHs, it could possible to design networks

that are more resilient and robust to undesirable events, such as minimum

phenomena, funnel effects, and to devise more realistic recovery strategies

and topology control schemes of higher performances in response to dynamic

topological changes.

• Nano Scale and Molecular Networks. Due to their different environ-



Concluding Remarks
272

ments and communication nano robots, molecular communications and mi-

cro bio-robots [378–383], many of approaches to cope with the topological

changes and fault management mechanisms should be revised.

• Realistic Fault Model. In order to more effectively examine the impact of

different faults on the lifetime and performance of the networks and hence

devise more targeted recovery mechanisms and fault management strategies,

it is suggested that these faults be modelled more realistically with respect to

their behaviours (i.e. aggressive, transient, temporary node failure, cascaded

failures, etc.), the geometry, the distribution, the frequency of occurrences

(i.e. simultaneous or sequential, single or multiple, random or collocate,

etc.) and the features of network environments (i.e. air, ocean, terrain,

underground, etc.) and alignments of nodes. This is important for network

design and fault-tolerance mechanisms to either recover the failure or isolate

[258] it from rest of the network by accepting some performance degradation.

• Other Categories of Network Holes. Although CHs are considered as

the most prevalent holes in WSNs [24,86,91], the recovery models should be

designed such that networks can be resilient to multiple categories of holes

(e.g. wormholes attacks) and can simultaneously meet multiple objectives,

such coverages, energy and security.

• Hybrid/Heterogeneous Networks. New trends of using a hybrid net-

work has brought new possibilities to increase the networks’ robustness and

resiliency, and increase the speed of adaptability to networks’ dynamic be-

haviours in volatile environments. Different types of mobile robots are used

in disaster recovery and critical mission management [384]. In addition to

dropping sensors from the air [385, 386], for instance, unmanned aerial ve-

hicles (UAVs) [87, 387] can play an important role in mobile sensor net-

works. UAVs as the mobile nodes, can flexibly cope with harsh and isolated
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environments, and autonomously act as a relay to compensate for the dis-

connection of ground based-terminals and nodes and repair the failures in

WSNs [388–392]. Similarly, autonomous underwater vehicles (AUVs) can

be used to mend underwater sensor node failures [393, 394]. Combining the

capabilities of ground, aerial, and/or underwater vehicles to collaboratively

operate and move in different environments could warrant attention. As

an example, the combination of unmanned ground vehicle (UGV) and UAV

as UGV-UAV would cooperatively increases the mobility, navigation, coor-

dination [395] and monitoring [396], which could be used to fill the gaps

and failed nodes in the harsh environments with rough terrain and obstacles

(e.g. rivers). In hostile and harsh environments, wheeled or hopping mobile

nodes [249,384,397,398] may not be able to form and repair the network with-

out the aid of airborne nodes. Similarly, a combination of UAVs and AUVs

could cooperate to have better performance, such as coordination for ocean

exploration [399]. However, such a hybrid UAV-AVU deployment have its

own challenges and issues, which require careful examinations [400]. Hybrid

robots, which can act partly as UAV and/or UGV based on the environment,

have also been garnering interest from researchers recently.

• Centralised and Distributed Recovery Schemes. Although many dis-

tributed and centralised coverage hole recovery algorithms have been devised,

it is not quite clear what is the optimal amount of exchanged messages and

overhead among the nodes in order to perform desirable tasks. Distributed

approaches may suffer from slower convergence in the network and could

cause oscillations among the interacting nodes. Distributed approaches may

not able to solve the problems as optimally as their centralised counterparts.

On the other hand, with centralised approaches, the delay as the result of

propagation to/from central supervisor may increase beyond acceptable lev-
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els. Due to the nature of scenarios with security or real-time concerns, using

centralised approaches may neither be encouraged nor feasible. For example

in WSNs’ CH recovery, in many applications, swiftness is more important

than accuracy. They may not able to tolerate the time required for the noti-

fications or coordination of nodes in centralised recovery paradigms. Thus, it

is preferable that coverage of area be partially repaired and quality of service

maintained to a certain acceptable level as soon as damages occur, rather

than to have a full recovery. In this case, a reasonable trade-off between

recovery response time and accuracy should be considered.

• Nature and Bio-inspired Recovery. As nature tends toward optimal

or near-optimal solutions [53, 324], (e.g. bio-inspired clustering [206]), in-

teresting recovery strategies may be inferred from nature, such as Glow-

worm [341, 342], slime mold [401], game theory [402], PSO [403] or cellular

automata [404–406]. In the recovery model, nature can inspire many ideas,

as many bio-inspired models can be used to model the behaviour of sensor

nodes redundantly deployed in a given field that only have control and vision

within their neighbourhood ranges. For example, by defining different neigh-

bours in a cellular automata model, the level of abstraction and computation

can be kept local and minimum, and an emergent cooperation among sensor

nodes could be reached in the recovery of coverage holes [404–406].

• Real-time Large Scale CHs Detection. Autonomous nodes with limited

visibilities would detect the presence of large coverage holes, but it would be

challenging to grasp the scale and shape of these holes without significant

message exchanges among the nodes in time sensitive and real-time applica-

tions. Swiftly detecting and determining the scope and scale of node failures,

especially in the form of large, distributed coverage holes with high accuracy

should be considered in more detail.
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• K-Connectivity and K-Coverage. New recovery models based on the

distributed and local interactions of autonomous nodes can be defined to

satisfy some degrees of coverage and connectivity requirements. This can be

useful in many applications in which nodes are deployed in an isolated envi-

ronments with minimum or no centralised control. Recovery and restoration

via node relocation to achieve k-connectivity and/or k-coverage, especially in

3D environments and networks such as underwater wireless sensor networks

(UWSNs) efficiently is a challenging task [110] and warrants further study.

• Energy Scavenging and Harvesting. Technical advancements, more ef-

fective power utilisation and ambient harvesting in (mobile) sensor nodes in

WSNs [407–410] in the near future is expected to offer autonomous nodes

more flexibility and longevity during the topology control schemes and re-

covery processes. Further studies would be useful.

• Boundary Reinforcements and CHs Avoidance. Node relocation algo-

rithms are mainly developed to address coverage problems and unbalanced

deployments in WSNs. In many cases, addressing undesirable effects such as

minimum phenomenon around the coverage holes has higher priority than

repairing the lost coverages (of the damaged area) and/or node relocation

towards the damaged area is not possible (e.g. fire, explosion) [86,411,412].

Therefore, based on the application and types of coverage holes, new reloca-

tion algorithms could help avoid damaged areas and/or reinforce the nodes

at the CHs boundaries. With the newly devised (distributed) node reloca-

tion algorithms, autonomous nodes should also move such that an emergent

cooperative behaviour can be reached. The avoidance and/or reinforcement

of boundary nodes around the CHs (i.e. damaged areas) could be achieved

by flexible behaviours such as circulating and/or moving away from the given

areas, in addition to possibly increasing the node density around the dam-
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aged areas. By using such node relocation algorithms, progressive damages

and failures could be prevented and/or isolated in WSNs [277,310,411].

• Appropriate Performance Metrics. The efficiency of newly devised algo-

rithms can not be acknowledged and seen with their counterparts without us-

ing suitable performance metrics in WSNs. With a wide range of performance

metrics tailored for different layers of communications networks [413, 414],

it is important to either choose or introduce appropriate metrics that cor-

rectly reflect the advantages of the newly proposed algorithms over their

counterparts, especially if those algorithms are application-specific.

• Decision Making Under Uncertainty. Sensor nodes of limited computa-

tion and communication power with the local visibility, inevitably suffer from

a degree of uncertainty in their decision-makings and responses to events such

as node failures. When devising TC schemes and recovery models, in order

to cope with the uncertainties relevant to the states of nodes’ immediate

neighbours, it may be reasonable to harness the models and schemes that

encompass such uncertainties per se to address the challenges resulted from

nodes’ limited information about network status [354,356,415–419].

• Multi-Objective TC Schemes. Huang et al. [156] pointed out the effect

of considering other factors in devising topology control schemes such as

proximate nodes around sink nodes for node scheduling. In this thesis, an

example of such TC schemes that considers sink nodes while applying node

relocation algorithms in WSNs is presented. If their challenges are addressed,

TC schemes that consider multiple objectives and trade-offs (e.g. coverage

and energy consumptions) can be more effective (Huang et al. [156]). Hybrid

TC schemes seem to be able to address of some of these challenges. Therefore,

hybrid TCs are interesting and open to further examination and research.

One such has been presented in this thesis.
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• Fault Isolation and Avoidance. By idea of forming an optimal route as

in the travelling salesperson problem, Xiangrong et al. [420], considered a

mobile node as a scanner to find and isolate faulty nodes by not allowing

them to connect to the normal nodes based on the importance and priority

of nodes’ tree levels, in which nodes are formed, in the deployment area

and within their communication regions from base station, and periodically

selected/visited all monitoring station as well as static nodes. It is suggested

the effect of faulty node isolation in increasing the resilience of network. Even

though it is expected that recovery mechanisms and fault management may

be different based on the type of faults, it is interesting to note that, even

for specific types of fault that may have different features, in the recovery

mechanism may be different as well. For example, in the recovery of networks

from failures, whether they are random or co-located, the intensity and scale

is different. Results from thesis show that, depending on the scale of coverage

holes, one relocation algorithm outperforms and/or becomes unsuitable and

slow and vice versa. Recovery from random and multiple sporadic, scattered

node failures can be achieved with different topology control schemes in the

case that failures are correlated and/or co-located in the form of coverage

holes.

• Autonomy and Emergent Cooperation. Benefitting from light over-

head information, swift response, distributed control over agents in complex

systems, it is desirable but challenging to have a global behaviour from lo-

cal interaction of agents of limited vision [361, 421, 422]. Many models of

such designs should be exhaustively examined [281, 423, 424]; this should

be performed with different parameters that are empirically and patiently

tuned. This is because, with a small change in certain parameters relating

to the agents, the environment, and their reaction rules, a drastic change
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in the global behaviour of complex systems may be observed [425]. For

a better understanding of such sharp transitions and drastic changes to

a global behaviour as the result of small modifications in individual be-

haviours/parameters, many models, such as percolation, flocking, forest fire

spreading and ’heroes and cowards’, are examined and visually shown in

Netlogo (Netlogo is a multi-agent, programmable modelling environment)

[280, 281]. For example, in the fire spreading forest model, modification

and small changes in one or more of the model’s parameters (i.e. den-

sity of trees, probability of spread, wind directions and possibility of sparks

across long distances) would drastically change the global behaviour of the

model [280, 281]. The level and detail of the agent (node) abstract model is

another key factor to consider. Furthermore, design differentiation between

intentional cooperation and emergent cooperation in complex systems is cru-

cial [159]. It should be noted that devising the distributed systems (nodes)

to show emergent cooperation is not straightforward or trivial, and there

is no guarantee that micro limited behaviour of agents (nodes) will result

in the expected and desirable macro and global behaviour in response to

predictable or unpredictable events [212,213,317].
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italiana, 2009.

[93] R. V. Kulkarni, A. Forster, and G. K. Venayagamoorthy, “Computational intelligence in
wireless sensor networks: A survey,” IEEE Communications Surveys Tutorials, vol. 13,
no. 1, pp. 68–96, First 2011.
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in sensor networks,” ACM Trans. Sen. Netw., vol. 2, no. 1, pp. 94–128, February 2006.

[360] W. W. V. Srinivasan and K.-C. Chua, “Trade-offs between mobility and density for
coverage in wireless sensor networks,” in Proceedings of the 13th annual ACM international
conference on Mobile computing and networking, ser. MobiCom 2007. New York, NY,
USA: ACM, 2007, pp. 39–50.

[361] M. B. Jan A Bergstra, Promise Theory, 1st ed. XtAxis Press, Oslo, Norway: XtAxis
Press, Febraury 2014.

[362] R. Diestel, Graph Theory, 4th Edition, 3rd ed., ser. Graduate texts in mathematics.
Springer, 2012, vol. 173.

[363] S. M. Hedetniemi, S. T. Hedetniemi, and A. L. Liestman, “A survey of gossiping and
broadcasting in communication networks,” Networks, vol. 18, no. 4, pp. 319–349, 1988.

[364] L. Orecchia, A. Panconesi, C. Petrioli, and A. Vitaletti, “Localized techniques for
broadcasting in wireless sensor networks,” in Proceedings of the 2004 joint workshop on
Foundations of mobile computing, ser. DIALM-POMC ’04. New York, NY, USA: ACM,
2004, pp. 41–51.

[365] E. S. Lee and C. M. Foust, “The measurement of surge voltages on transmission lines due
to lightning,” Journal of the A.I.E.E., vol. 46, no. 2, pp. 149–158, February 1927.

[366] M. Huang, S. Chen, and Y. Wang, “Minimum cost localization problem in wireless sensor
networks,” Ad Hoc Networks, vol. 9, no. 3, pp. 387 – 399, 2011.

[367] M. Maschler, E. Solan, and S. Zamir, Game theory. Translated from the Hebrew by Ziv
Hellman and edited by Mike Borns. Cambridge University Press, 2013.

[368] J. Marden, H. Young, G. Arslan, and J. Shamma, “Payoff-based dynamics for multiplayer
weakly acyclic games,” SIAM Journal on Control and Optimization, vol. 48, no. 1, pp.
373–396, 2009.

[369] D. Fudenberg and D. K. Levine, The theory of learning in games. MIT press, 1998, vol. 2.
[370] D. Monderer and L. S. Shapley, “Potential games,” Games and Economic Behavior,

vol. 14, no. 1, pp. 124 – 143, 1996.
[371] N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani, Algorithmic Game Theory.

New York, NY, USA: Cambridge University Press, 2007.
[372] Q. D. L, Y. H. Chew, and B.-H. Soong, Potential Game Theory: Applications in Radio

Resource Allocation, 1st ed. Springer Publishing Company, Incorporated, 2016.
[373] H. Coxeter, “Inversion in a circle and inversion of lines and circles,” Introduction to Ge-

ometry, 2nd ed. John Wiley and Sons, New York, pp. 77–83, 1969.
[374] E. W. Weisstein, “Inversion-from mathworld–a wolfram web resource.”
[375] C. M. Bishop, Pattern Recognition and Machine Learning (Information Science and Statis-



BIBLIOGRAPHY
300

tics). Springer-Verlag New York, Inc., 2006.
[376] J. Mount, “The equivalence of logistic regression and maximum entropy models,” www.win-

vector.com/dfiles/LogisticRegressionMaxEnt.pdf, 2011.
[377] L. Trevisan, “Cs359g: Graph partitioning and expanders, lecture 1,” Course at Stanford

University, http://www.eecs.berkeley.edu/ luca/cs359g/index.html, January 2011.
[378] T. Nakano, A. W. Eckford, and T. Haraguchi, Molecular communication. Cambridge

University Press, 2013.
[379] B. Atakan, Molecular Communications and Nanonetworks. Springer, 2014.
[380] S. F. Bush, Nanoscale Communication Networks. Artech House, 2010.
[381] M. Kim and E. Steager, Microbiorobotics: biologically inspired microscale robotic systems.

William Andrew, 2012.
[382] J. Schiller, Nanorobots and Microrobots Exciting Tools of Future. CreateSpace Indepen-

dent Publishing Platform, 2013.
[383] Y. Chen, T. Nakano, P. Kosmas, C. Yuen, A. V. Vasilakos, and M. Asvial, “Green touchable

nanorobotic sensor networks,” IEEE Communications Magazine, vol. 54, no. 11, pp. 136–
142, November 2016.

[384] R. R. Murphy, Disaster robotics. MIT Press, 2014.
[385] Y. Taniguchi, T. Kitani, and K. Leibnitz, “An airdrop deployment method for sensor nodes

with coordinated gliding and falling,” Proceedings of Workshop on Sensor Networks for
Earth and Space Science Applications (ESSA 2009), pp. 41–48, 2009.

[386] ——, “A uniform airdrop deployment method for large-scale wireless sensor networks,”
International Journal of Sensor Networks, vol. 9, no. 3-4, pp. 182–191, 2011.

[387] A. Ryan, J. Tisdale, M. Godwin, D. Coatta, D. Nguyen, S. Spry, R. Sengupta, and J. K.
Hedrick, “Decentralized control of unmanned aerial vehicle collaborative sensing missions,”
in 2007 American Control Conference, July 2007, pp. 4672–4677.

[388] I. Guvenc, W. Saad, M. Bennis, C. Wietfeld, M. Ding, and L. Pike, “Wireless communica-
tions, networking, and positioning with unmanned aerial vehicles [guest editorial],” IEEE
Communications Magazine, vol. 54, no. 5, pp. 24–25, May 2016.

[389] E. P. de Freitas, T. Heimfarth, I. F. Netto, C. E. Lino, C. E. Pereira, A. M. Ferreira, F. R.
Wagner, and T. Larsson, “Uav relay network to support wsn connectivity,” in International
Congress on Ultra Modern Telecommunications and Control Systems, October 2010, pp.
309–314.

[390] P. Corke, S. Hrabar, R. Peterson, D. Rus, S. Saripalli, and G. Sukhatme, “Autonomous
deployment and repair of a sensor network using an unmanned aerial vehicle,” in 2004 IEEE
International Conference on Robotics and Automation, Proceedings. ICRA ’04., vol. 4,
April 2004, pp. 3602–3608 Vol.4.

[391] Y. Zeng, R. Zhang, and T. J. Lim, “Wireless communications with unmanned aerial vehi-
cles: opportunities and challenges,” IEEE Communications Magazine, vol. 54, no. 5, pp.
36–42, May 2016.

[392] P. Zhan, K. Yu, and A. L. Swindlehurst, “Wireless relay communications with unmanned
aerial vehicles: Performance and optimization,” IEEE Transactions on Aerospace and Elec-
tronic Systems, vol. 47, no. 3, pp. 2068–2085, July 2011.

[393] J. Yuh, “Design and control of autonomous underwater robots: A survey,” Autonomous
Robots, vol. 8, no. 1, pp. 7–24, 2000.

[394] S. Wadoo and P. Kachroo, Autonomous underwater vehicles: modeling, control design and
simulation. CRC Press, 2011.

[395] M. Garzón, J. Valente, D. Zapata, and A. Barrientos, “An aerial-ground robotic system
for navigation and obstacle mapping in large outdoor areas,” Sensors, vol. 13, no. 1, pp.
1247–1267, 2013.



BIBLIOGRAPHY
301

[396] M. A. Hsieh, A. Cowley, J. F. Keller, L. Chaimowicz, B. Grocholsky, V. Kumar, C. J.
Taylor, Y. Endo, R. C. Arkin, B. Jung, D. F. Wolf, G. S. Sukhatme, and D. C.
MacKenzie, “Adaptive teams of autonomous aerial and ground robots for situational
awareness,” Journal of Field Robotics, vol. 24, no. 11-12, pp. 991–1014, 2007.

[397] R. Siegwart, I. R. Nourbakhsh, and D. Scaramuzza, Introduction to autonomous mobile
robots. MIT press, 2011.

[398] Y. Gao, Contemporary Planetary Robotics: An Approach Toward Autonomous Systems.
John Wiley & Sons, 2016.

[399] P. B. Sujit, J. Sousa, and F. L. Pereira, “Uav and auvs coordination for ocean exploration,”
in OCEANS 2009 - EUROPE, May 2009, pp. 1–7.

[400] M. Faria, J. Pinto, F. Py, J. Fortuna, H. Dias, R. Martins, F. Leira, T. A. Johansen,
J. Sousa, and K. Rajan, “Coordinating uavs and auvs for oceanographic field experiments:
Challenges and lessons learned,” in 2014 IEEE International Conference on Robotics and
Automation (ICRA), May 2014, pp. 6606–6611.

[401] K. Li, K. Thomas, L. Rossi, and C.-C. Shen, “Slime mold inspired protocol for wireless
sensor networks,” in 2008 Second IEEE International Conference on Self-Adaptive and
Self-Organizing Systems, SASO ’08., October, pp. 319–328.

[402] R. Machado and S. Tekinay, “A survey of game-theoretic approaches in wireless sensor
networks,” Computer Networks, vol. 52, no. 16, pp. 3047 – 3061, 2008.

[403] X. Fan, Z. Zhang, X. Lin, and H. Wang, “Coverage hole elimination based on sensor
intelligent redeployment in wsn,” in 2014 IEEE 4th Annual International Conference on
Cyber Technology in Automation, Control, and Intelligent Systems (CYBER),, June 2014,
pp. 336–339.

[404] S. Choudhury, K. Salomaa, and S. G. Akl, “Cellular automaton-based algorithms for
the dispersion of mobile wireless sensor networks,” International Journal of Parallel,
Emergent and Distributed Systems, vol. 29, no. 2, pp. 147–177, 2014.

[405] S. Choudhury, S. G. Akl, and K. Salomaa, “Energy efficient cellular automaton based
algorithms for mobile wireless sensor networks,” in 2012 IEEE Wireless Communications
and Networking Conference (WCNC), April 2012, pp. 2341–2346.

[406] S. Choudhury, Cellular Automata and Wireless Sensor Networks. Cham: Springer
International Publishing, 2017, pp. 321–335.

[407] Y. K. Tan, Energy harvesting autonomous sensor systems: design, analysis, and practical
implementation. CRC Press, 2013.
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APPENDIX A

Boundary Node Selection Algorithms

A.1 Introduction

Catastrophic events can result in large holes in the coverage of WSNs. Repair of

such damage requires accurate identification of the proper subset of nodes that

form the boundaries of damaged regions (B-nodes). Some of these nodes, defined

as outer boundary nodes, may be directed to reduce the size of damaged regions

by either increasing nodes’ sensing/transmission ranges and/or physically moving

nodes towards the damaged regions. In order to address the burden of centralised

decision making in WSNs, decisions of participating in the hole recovery process

can autonomously be made by nodes based on their limited and local information

about their surroundings and neighbouring nodes. In the following section a num-

ber of node selection algorithms are proposed based on which nodes determine

whether or not they belong to a set of outer boundary nodes. The efficacy of each

algorithm is examined by using a number of performance metrics.
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Figure A.1: Coverage Hole

A.2 Method and Assumptions

A.2.1 Sensor and Network Hole Models

Similar to Section 3.2.1, sensor nodes, damaged area (coverage hole) and network’s

area of deployment are modelled.

A.2.2 Node classification

Similar to Section 3.2.3, after a damage event (D-event), based on the nodes’

distances to the region of interest (ROI) (i.e. the coverage hole), they are classi-

fied mainly as undamaged nodes (U-nodes) and damaged nodes (D-nodes) (Figure

A.1). D-nodes can also be called virtual nodes (V-nodes) as the information about

their locations and degrees is used by their neighbouring B-nodes to enhance the

precision of hole detection and selection algorithms.
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U-nodes that detect the D-event within their ranges are considered as boundary

nodes (B-nodes); otherwise, they are known as normal nodes (N-node). B-nodes

can form a margin of B-nodes (MB-nodes) around the damaged area as in Figure

A.1. In this chapter, B-nodes in the margin that are closer to the D-event and are

selected to participate in recovery process (SB-nodes as in Section (3.2.4.2)) are

defined as outer boundary nodes (OB-nodes).

A.2.3 Visibility, information and model of decision

Considering its status, each B-node autonomously decides whether it is an OB-

node or not. B-nodes use their available 1-hop information (degrees and locations

of their neighbour nodes) in order to make decision. They are aware of their

damaged neighbouring nodes due to signal loss. After the D-event, B-nodes are

not able to determine whether their undamaged neighbours nodes (UDN-node)

are B-nodes or N-nodes.

A.2.4 Outer Boundary Estimation/Selection Algorithms

The goal of node selection is to efficiently increase the number of B-nodes engaged

in the recovery mechanism in order to alleviate problems such as the redundant

coverage of boundary areas within B-nodes’ ranges and the interference around D-

areas. The proper selection can be achievable via simple criteria and decisions of

autonomous B-nodes. Based on its available local knowledge of neighbours before

and after the D-event, each B-node can autonomously decide to consider itself

an OB-node. Similar to Section 3.2.4, in this chapter, different boundary node

selection algorithms (BNS-algorithms) based on the statistical and geometrical

feature of B-nodes are introduced. BNS-algorithms (Algorithms A.1 and A.2) are

listed below:
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ALGORITHM A.1: Boundary Selection Algorithms

Input:
uk: Undamaged Node (U-Node) k
dj: Damaged Node (D-Node) j
bi: Boundary Node (B-Node) i
Nb: Number of B-nodes, bi, i ∈ {1, · · ·Nb}
Dbi : Degree of B-node bi, i ∈ {1, · · ·Nb}
Nbdi

: Number of B-node bi‘s DN-nodes

Nbui
: Number of B-node bi‘s UN-nodes

�X
dj
bi
: Distance vector from B-node bi to its DN-Node dj

�Xuk
bi
: Distance vector from B-node bi to its UN-Node uk

D
dj
bi
: Degree of DN-Node dj of B-node bi

Duk
bi
: Degree of UN-Node uk of B-node bi

CosineLaw(a, b): (a2 + b2 − 2.a.b.cos(atan(a/b)))1/2

α: Threshold

Output:
Selected (Outer) B-nodes (OB-node) bs(i)

Algorithm CLMinB Outer Boundary Selection:
foreach bi ∈ Nb do

Calculate �Xdmin
bi

=min(|| �Xdj
bi
||), ∀Nbdi

Calculate S
(pmin,uk)
bi

=CosineLaw
(
|| �Xdmin

bi
||, || �Xuk

bi
||
)
, ∀Nbui

if min(S
(pmin,uk)
bi

) > || �Xdmin
bi

|| then
bi is OB-node

else
uk is OB-node

end

end

End

Algorithm CLAvgB Outer Boundary Selection:
foreach bi ∈ Nb do

Calculate �X
dAvg

bi
=

∑
j∈N

bd
i

( �X
dj
bi

N
bd
i

)

Calculate S
(pAvg ,uk)
bi

=CosineLaw
(
|| �XdAvg

bi
||, || �Xuk

bi
||
)
, ∀Nbui

if min(S
(pAvg ,uk)
bi

) > || �Xdmin
bi

|| then
bi is OB-node

else
uk is OB-node

end

end

End
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ALGORITHM A.2: Boundary Node Selection Algorithms (Alg. A.1 Contd.)

Input:
For the Input Parameter please refer to Algorithm (A.1)

Output:
Selected (outer) B-nodes (OB-node) bs(i)

Algorithm CLwb Outer Boundary Selection:
foreach bi ∈ Nb do

Calculate �XdCM
bi

=

∑j∈N
bd
i

(
�X
dj
bi

.D
dj
bi

)

∑
j∈N

bd
i

(
D

dj
bi

)

Calculate S
(pCM ,uk)
bi

=CosineLaw
(
|| �XdCM

bi
||, || �Xuk

bi
||
)
, ∀Nbui

if min(S
(pCM ,uk)
bi

) > || �Xdmin
bi

|| then
bi is OB-node

else
uk is OB-node

end

end

End

Algorithm QB Outer Boundary Selection:
foreach bi ∈ Nb do

Calculate �X
dAvg

bi
=
∑j∈N

bd
i

( �X
dj
bi

N
bd
i

)
Calculate S

(pτ ,uk)
bi

=Quantile
(
�X

dj
bi
, α
)
, ∀Nbdi

if S
(pτ ,uk)
bi

> || �XdAvg

bi
|| then

bi is OB-node
else

uk is OB-node
end

end

End

Algorithm WQB Outer Boundary Selection:
foreach bi ∈ Nb do

Calculate �X
dWgt

bi
=

∑j∈N
bd
i

(
�X
dj
bi

.D
dj
bi

)

∑
j∈N

bd
i

(
D

dj
bi

)

Calculate S
(pτ ,uk)
bi

=Quantile
(
�X

dj
bi
, α
)
, ∀Nbdi

if S
(pτ ,uk)
bi

> || �XdWgt

bi
|| then

bi is OB-node
else

uk is OB-node
end

end

End
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Figure A.2: QB (0.5) OB-Node Selection Algorithm applied on B-nodes

Figure A.3: Cosine Law Boundary Min Distance, Selection Algorithm
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• Margin of Boundary Nodes (MBN). Each B-node detects the damage

and considers itself as an OB-node. So, a band of boundary nodes forms

around the D-area.

• Random Boundary Node (RBN). Each B-node randomly considers it-

self as an OB-node with a given probability of p (here p = 0.5). This is a

simple network node sampling applied only to MB-nodes instead of all the

nodes in network.

• Quantile-Based Boundary (QB). Each B-node compares its α-quantile

(here median) and average distances to all its D-node neighbours (DN-nodes)

in order to decide on its status. One reason for using quantile is to show the

central tendency of distances of B-nodes to their DN-nodes, which cannot

be shown by their simple averages (Figure A.2).

• Weighted Quantile-Based Boundary (WQB). Similar to QB, WQB

algorithm considers the DN-nodes’ degree of B-nodes as a weight. The de-

grees of D-nodes are considered in order to account for the importance and

effect of DN-nodes of a given B-node in the decision-making process.

• Cosine Law Min Boundary (CLMinB). Each B-node estimates the

distances of its U-node neighbours (UN-nodes) to its closest DN-node by

using the cosine law. Then, if the B-node is closer to its closest DN-node

than all of its UN-nodes, it considers itself an OB-node (Figure A.3).

• Cosine Law Average Boundary (CLAvgB). Each B-node tries to ob-

tain the average distance vector to its DN-nodes. Then, similar to the

CLMinB algorithm, it checks to see if one of its UN-nodes is closer to DN-

node average point (vector’s tail) or not. If not, the given B-node considers

itself an OB-node.

• Cosine Law weighted Boundary (CLwB). Each B-node tries to obtain
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the centre of mass vector to its DN-nodes (degree as the mass). Then, similar

to CLMinB algorithm, it checks to see if one of its UN-nodes is closer to the

DN-nodes’ centre of mass (vector’s tail) or not. If not, the given B-node

considers itself an OB-node.

Figures A.2 and A.3 respectively depict the selected boundary nodes by QB(0.5)

and CLMinB) selection algorithms.

A.3 Performance Evaluation

A.3.1 Performance Metrics

Average distance from the damaged area : The average distance to D-area

(AVD) for OB-nodes and a given coverage hole modelled in section 3.2.2, is defined

according to Section 3.3.1. Since B-nodes closer to ROI would be able to sense

and collect more precise information, it is more desirable to select B-nodes closer

to the D-area as as OB-nodes. One reasonable way to show that these OB-nodes

are rather distributed evenly around the damaged area would be the histogram of

angles of OB-nodes at the centre of coverage hole,

θHole
OBi

= tan−1

(
yOBi

− yhole
xOBi

− xhole

)
(A.1)

Therefore, if the distribution of OB-nodes’ angles are rather uniform in the his-

togram, it shows that the selected nodes are evenly selected around the damaged

area. As an example, the angle distribution of OB-nodes in radian with range of

(−π, π] for 3 BNS-algorithms is shown in Figure A.4.

k-redundant Sensing Coverage (k-RSC) : In their proposed coverage con-

figuration protocol (CCP), Xing et al. [426] defined degree of sensing coverage and

average degree of sensing coverage as a performance metric to activate a proper
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Figure A.4: 5 Distribution of Angles (histogram) OB-nodes at (xhole, yhole)

number of nodes and reduce redundant sensing coverages. By slightly modifying

their metrics, percentages of k-redundant sensing coverage as (Perc-k-RSC) can

be defined as,

Perck−RSC =

[
Number − Covered Cells {n = k + 1, . . . , Nnode}

Total Number Cells in the area

]
× 100, (A.2)

WhereNnode is number of sensor nodes. Since before and after damage event in this

model, other parts of the network’s coverage do not change, only the rectangular

area of [xhole–rhole, xhole + rhole], [yhole − rhole, yhole + rhole] is considered here and

the given area is divided into grid cells. Similar to Section 3.3.1.2, the coverage of

grid cells is measured by the number of nodes covering the cells. By this metric,

it can be seen how coverage redundancies change as the number of selected nodes

are reduced in BNS-algorithms (Figures A.6 and A.5). For example, Perc-1-RSC,

shows the percentage of a given area that is covered by at least more than two

nodes.
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Figure A.5: Average distances from damage area of BNS-algorithms

A.3.2 Results

Similar to Section 3.3.2, Nnode = 400 nodes within a area of [0 100]2 m2 were

deployed in a random uniform distribution, grid and randomly perturbed grid

models (random perturbations of 0.25, 0.5, and 0.75). The experiment was done

1000 and 100 times for random uniform distribution and 100 times for grid and

perturbed grid distributions in the area of deployment. Nodes had the transmission

and sensing radius ranges of Rc = Rs = 15 m. The damaged area was modelled

with the circle of radius rhole = 30 m centred at (xhole, yhole)=(50, 50).

The sample results of BNS-algorithms are shown in Figures A.2 and A.3. Perfor-

mance results are shown with error bars (Figures A.5, A.6 and A.7) that contain

the value and their standard deviation (SD). As shown in Figure A.5 that the

AVD of OB-nodes in random uniform distribution reduced from 6.82− 6.83 m to

5− 5.7 m and 1.4− 1.6 m when QB and CL algorithms were applied respectively.

The number of selected B-nodes and Perc-k-RSC of the roposed BNS-algorithms
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Figure A.6: Number of Selected B-nodes of BNS-algorithms

are shown in Figures A.6 and A.7, respectively.

Perc-k-RSC for k = 1, 2, 3 presents the percentage of redundant sensing coverage

when grid cells are covered by at least 2, 3, 4 nodes respectively. It can be seen that

redundancy in coverage was reduced faster in CLMinB, CLwB, CLAvgB than with

the other BNS-algorithms. Thus, these algorithms are useful for the applications

where 1 and 2-coverage is required to be maintained around the damaged area

and at the same time the lifetime and energy of the B-nodes are important. As

Figure A.6 shows, the number of B-nodes with CLMinB, CLavgB, and CLwB

BNS-algorithms were reduced 10 times while they are halved in the others. Those

algorithms that halved the number of selected B-nodes are suitable for applications

with a moderate degree of sensing coverages. Therefore, as shown in Figures A.6

and A.7, the number of selected nodes reduced to half and the required degree

of sensing coverage were kept to some acceptable levels. Therefore, depending on

the application, different BNS-algorithms can be applied to MB-nodes. Hence,

BNS-algorithms can reduce interference and redundancy in coverage/connectivity
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Figure A.7: Perc-k-RSC of BNS-algorithms

and increase the lifetime of margin of boundary area (MB-area), which in turn

may avoid or delay further failure expansion in MB-area around the coverage hole.

A.4 Conclusion

In this chapter, different BNS-algorithms based on the statistical and geometrical

feature of B-nodes were introduced. The proposed BNS-algorithms used B-nodes’

available 1-hop information and can be considered as one of solutions for reduc-

ing the number of participating nodes in the recovery process and maintaining an

acceptable level of network performance, such as coverage around the damaged

area. This is because, the redundancy of participating B-nodes in the potential

recovery process of damaged area are expected to cause interference and colli-

sion/disconnection when such B-nodes relocate to damaged area. For the proposed

BNS-algorithms, a trade-off between the required number of B-nodes and network

quality of service, such as coverage, can be expected.



APPENDIX B

Performance of DSSA for Large Scale CH

B.1 Introduction

Large scale coverage holes disturb normal operation of networks and may severely

affect their integrity. As a feasible and economical topology control scheme, dis-

tributed node relocation can be considered as an effective solution to repair node

failures in WSNs especially where sensor nodes are deployed in harsh and iso-

lated environments without central supervision. Devised relocation algorithms

may effectively meet their design goals; however, they may not be responsive to

unpredicted events such as networks’ coverage holes. In this chapter, one of such

case is demonstrated. DSSA seems to be suitable for balancing the deployed nodes

and for repairing small coverage holes. However, as it is shown, DSSA is not able

to fully repair large scale coverage holes, even if all the nodes participate in the

recovery process and relocate with sufficient number of iterations.
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Figure B.1: Network Hole and Node Types

B.2 Method and Assumptions

In our scenario, the deployed sensor nodes, area of deployment and coverage hole

were modelled according to Section 3.2.1.1. Similar to Section 3.2.3, nodes are

classified as damaged and undamaged nodes (D-nodes and U-nodes) with respect

to their locations and the damaged area (coverage holes). U-nodes that detect the

damage event within their ranges are further defined as boundary nodes (B-nodes)

as in Section 3.2.3 (Figure B.1). Distributed Self-Spreading Algorithm (DSSA)

[227], as one of force-based relocation algorithms with the promising performance,

was applied to either B-nodes or all U-nodes. Their performances in term of

coverage and the ability to repair the damaged area is depicted in Figures B.2

and B.3. Nodes stop at the boundaries of area of deployment if they reach them

(Section 5.2.2).
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B.3 Performance Evaluation

B.3.1 Results

N=500 nodes with transmission and sensing range of Rc=Rs=15m deployed in the

rectangular 2-D area of [−100, 100]× [−100, 100] m2. By considering the boundary

condition used in Section 5.2.2, DSSA was applied to B-nodes and U-nodes in the

area of deployment. Figures B.2 and B.3 show network deployment and coverage

status before and after occurrence/recovery of a coverage hole as DSSA algorithm

applied to B- and U-nodes for 50 iterations. It should be noted that the most re-

covery resulted form the first 10 iterations. As the number of iterations increased,

the DSSA performance did not improve accordingly. Therefore according to Fig-

ures B.2 and B.3, although DSSA is an efficient relocation algorithm for aligning

unbalanced deployments or repairing small coverage holes, it is a not proper choice

for recovering large scale coverage holes.

B.4 Conclusion

In this chapter, as a force-based relocation algorithms, DSSA was chosen for the

recovery of a large coverage hole. DSSA recovery capability and efficiency in

term of coverage was demonstrated as it was applied to either boundary or all

undamaged nodes. As shown, DSSA is not a proper choice for recovery of a large

scale coverage holes even if all of the network’s nodes participate in the recovery

process and/or the number of relocation iterations are increased sufficiently.



APPENDIX C

Fuzzy Logic Movement Model Figures

In this section result for angular force strategies A2 are presented in Figures C.1,

C.2, and C.3 for the fuzzy logic node relocation model based on the expert knowl-

edge.
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Figure C.1: Percentage of 1-Coverage (100%) for different boundary conditions
with angular force strategy A2
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Figure C.2: Uniformity for different boundary conditions with angular force
strategy A2
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Figure C.3: Average movement for different boundary conditions with angular
force strategy A2
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