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by Khaled Aldebei

Decomposing a document written by more than one author into sentences based on au-

thorship is of great significance due to the increasing demand for plagiarism detection,

forensic analysis, civil law (i.e., disputed copyright issues) and intelligence issues that

involves disputed anonymous documents. Among the existing studies for document de-

composition, some were limited by specific languages, according to topics or restricted

to a document of two authors, and their accuracies have big rooms for improvement. In

this thesis, we propose novel approaches for decomposition of a multi-author document

written in any language disregarding to topics, based on a Naive-Bayesian model and

Hidden Markov Model (HMM). The proposed approaches of the Naive-Bayesian model

aim to exploit the difference in its posterior probability to improve the performance

of decomposition. Two main procedures are proposed based on Naive-Bayesian model,

and they are Segment Elicitation procedure and Probability Indication Procedure. The

segment elicitation procedure is proposed to form a strong labeled training dataset. The

probability indication procedure is developed to improve the purity of the sentence de-

composition. The proposed approaches of the HMM strive to exploit the contextual

correlation hidden among sentences when determining their authorships. In this thesis,

it is for the first time the sequential patterns hidden among document elements is con-

sidered for such a problem. To build and learn the HMM, a new unsupervised learning

method is proposed to estimate its initial parameters. The proposed frameworks do not

require the availability of any information of authors or document’s context other than
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iii

how many authors have contributed to writing the document. The effectiveness of the

proposed algorithms is proved using benchmark datasets which are widely used for au-

thorship analysis of documents. Furthermore, scientific papers are used to demonstrate

the performance of the proposed approaches on authentic documents. Comparisons with

recent state-the-art approaches are also presented to demonstrate the significance of our

new ideas and the superior performance of the proposed approaches.
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Chapter 1

Introduction

This thesis addresses the problem of decomposing sentences of a multi-author document

into components according to their authorship. Section 1.1 of this chapter presents the

background for multi-author document decomposition process. The motivations for the

work presented in this thesis and objectives are given in Section 1.2. The contributions

and novelty of the work are explained in Section 1.3. Section 1.4 outlines the structure

of the remainder of this thesis, followed by a summary of this chapter in Section 1.5.

1.1 Background

Research interest in document decomposition has increased as a result of the large growth

rate of online documents that need to be analysed. Typically, document decomposition

is a process of segmenting a document into components according to a specific criterion.

Traditional studies on document decomposing, as shown in Brants et al. (2002), Hennig

and Labor (2009) and Mota et al. (2016), focus on dividing a document into components

based on topic, so that all texts in a component are relevant to only one topic. Further-

more, some other studies, as shown in Cesarini et al. (1999) and Duygulu and Atalay

(2002), aim to decompose a document based on a regular layout using a specific type of

document that contains tabular structures (i.e., invoice documents). Those works were

done based on Natural Language Processing (NLP) techniques and different machine

learning schemas.

1
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Nowadays, with the evolution of online communication facilities, the cooperation of

authors to produce a document becomes much easier. Therefore, it is not surprising

that the amount of multi-author documents has drastically increased. Multi-author

documents can be found in Web pages, books, academic papers and blog posts. Inter-

estingly, although numerous approaches have been presented to handle various problems

related to multi-author documents, very few of these approaches are based on decom-

posing a multi-author document according to authorship. Formally, authorship-based

multi-author document decomposition is a process of segmenting sentences of a multi-

author document into components according to their authorship, so that all sentences in

any component are written by only one author. The main assumption made is that each

sentence in the document is written by only one author. The process should be applied

when no training data are available at all. An illustration of the process of decomposing

a document written by N authors according to authorship can be seen in Figure 1.1.

Some researchers, such as Koppel et al. (2011a) and Daks and Clark (2016), have focused

on authorship-based document clustering problem where the task is to group documents

written by the same author in one cluster. Practically, this problem is quite different

from, and easier than, the authorship-based multi-author document decomposition prob-

lem because in the authorship-based document clustering problem all sentences of each

document are written by only a single author, and so an author’s writing style of the

document can be easily observed and distinguished from the other authors’ writing styles

of other documents. However, in the authorship-based multi-author document decom-

position problem, because sentences of a document are irregularly written by more than

one author, the process of differentiating writing styles among authors in the document

is intrinsically hard. Note that in some works, such as Graham et al. (2005), the au-

thors have addressed an easier version of the authorship-based multi-author document

decomposition when it is assumed that each paragraph in the document is written by

one single author.

Authorship-based multi-author document decomposition process has many advantages

that make it attractive and essential for researchers in recent years. For example, it can

be useful in defining the contributions of authors in a multi-author document, such as

academic papers and theses. Furthermore, the process can be helpful in identifying the
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Figure 1.1: An illustration of the decomposing process of a document written by N authors.
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true author of a piece of text (such as a ransom note) that has a doubt on authority (i.e.,

Civil Law problems) and so it may save lives or catch the offender. The process is also

beneficial for forensic analysis problems, such as authorship attribution (Stamatatos,

2009a), where the objective is to determine the authorship of a disputed document

using a set of training documents with known authorships. Another advantage of the

multi-author document decomposition is on intrinsic plagiarism detection (Zu Eissen

and Stein, 2006), where the task is to retrieve all plagiarized sentences from a document

when no external sources are available.

Despite all of the aforementioned advantages of the authorship-based multi-author docu-

ment decomposition process, its few existing studies suffer from considerable limitations,

such as being applicable only to specific types of documents (i.e., Hebrew language doc-

uments), being restricted to a document of two authors only, being useful only when

topics among authors are distinguishable, requiring a set of labeled sentences for training

and being less accurate.

This thesis intends to address the aforementioned limitations and proposes approaches

that can be efficiently applied for authorship-based multi-author document decomposi-

tion. These approaches are completely unsupervised and do not require the availability

of any information of authors or document’s context. They are efficacious even when

the topics in the document are not detectable among authors. They are also language-

independent approaches and can be used in a document written by any number of

authors. Although there is a current research direction to overcome these limitation,

still there are rooms for improvements.

1.2 Motivations and Objectives

Motivations

The quality of an authorship-based multi-author document decomposition system is de-

fined by its effectiveness and adaptability. The effectiveness of a system is evaluated via

its ability to correctly segment sentences of a multi-author document into components

based on their authorship. The adaptability, however, is measured by the ability of
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segmenting sentences of different types of document with less restrictive assumptions.

Five main challenges need to be overcome through the development of authorship-based

multi-author document decomposition systems, which have motivated this Ph.D re-

search. These challenges are detailed as follows.

The first challenge is that a system for decomposing a multi-author document according

to authorship must be used in a document where the topics among authors are not

differentiated. Having more than one topic for each author or sharing topics among

authors in the document makes the decomposing process harder. Several approaches on

document decomposition rely on topics to differentiate the writing styles among authors.

They assume that each author has different topics from other authors. Decomposing

a multi-author document with single topic is also challenging because all sentences in

the document represent only one topic, and so distinguishing the writing styles among

authors is more difficult. As a benchmark authorship analysis dataset, Becker-Posner

blogs dataset is a typical example of multi-topic and single-topic documents where the

topics among authors are totally non distinguishable.

The second challenge is the unavailability of labeled training datasets. Decomposing

sentences of a multi-author document into authorial components with an unsupervised

learning scenarios, where no labeled data are available, is much more difficult than in

supervised learning scenarios. That is, a system that can decompose a document into

authorial components using only the sentences of the document with no any other infor-

mation about the authors or the document should be developed. In fact, unsupervised

learning for this system is desired because collecting training data of authors contributed

to the document is very hard. For some cases, no training data of authors are available

at all.

The third challenge is that the authorship-based multi-author document decomposition

must be used in a document of any number of authors. It is very important for the

authorship-based document decomposition systems that no limitation on the number

of authors in the document is implied. The authors of Koppel et al. (2011a) have pro-

posed an approach for decomposing a document into components based on authorship.

However, their approach is only applicable for documents formed by two authors.
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The fourth challenge is the ability to decompose a document into authorial components

with high efficiency. It is very fundamental for document decomposition systems to

achieve high accuracy in grouping sentences written by the same author in one com-

ponent as possible. A significant amount of work has been carried out to address this

challenge. Several machine learning and distance measurement techniques, including

Support Vector Machine (SVM) Akiva and Koppel (2013), spectral clustering Koppel

et al. (2011a) and cosine similarity measurement Akiva and Koppel (2012), have been

employed to strengthen the decomposition process. However, their accuracies still need

to be improved.

The fifth challenge is the difficulty of providing an authorship-based multi-author docu-

ment decomposition system that can be used in any language document. Achieving that

requires using a language-independent feature set to represent a document of any lan-

guage. Some approaches, such as Koppel et al. (2011a), have used a customised feature

sets that can only be applicable to specific types of documents (i.e., Hebrew language

documents).

Objectives

The overall aim of this thesis is to develop novel authorship-based multi-author docu-

ment decomposition approaches that are completely unsupervised and do not need the

availability of any information of authors or document’s context. The approaches should

also be effective even when the topics in the document are not distinguishable among

authors and when the number of authors is more than two. The specific objectives of

this thesis are as follows.

1. We will propose multi-author document decomposition based on authorship ap-

proach that does not require any information about the document’s context or

authors’ writing profiles. The approach should be able to handle documents of

any types and any topics written by any number of authors.

2. We will develop a refinement procedure to improve the performance of the authorship-

based multi-author document decomposition approach.
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3. We will propose a procedure for creating an accurate labeled training dataset used

to train a more powerful classifier in order to achieve better segmentation results.

4. We will propose a novel framework that uses the useful sequential correlations

among consecutive sentences to group a sentences written by the same author.

1.3 Thesis Contributions

The main contributions of this thesis are summarised as follows:

• In Chapter 3 of this thesis, we develop a new unsupervised approach for segmenting

a multi-author document into authorial components by exploiting the difference in

the posterior probability of the Naive-Bayesian model to increase the efficiency of

the clustering assignment and classification process. The proposed approach has

the following properties.

– It effectively selects the most discriminative data vectors from each cluster

component based on the difference of the posterior probability and uses them

to train a classifier.

– It selects trusted sentences from a document and involves them to reclassify

all sentences in the document.

• To enhance the performance of the approach presented in Chapter 3, a general

unsupervised, two-level hierarchical learning framework for decomposing a docu-

ment based on authorship is developed in Chapter 4. In this two-level learning

framework, the purpose of the first level of learning is to generate a discriminative

training dataset from unlabeled input data using a probability-based segment elic-

itation procedure, and use it to train the first-stage classifier. The results of the

first-stage classifier are utilized to create a new but more accurate training dataset,

which is then used for training the second-stage classifier in order to achieve better

purity results.

• In Chapters 3 and 4, we assume that the sentences of a document are indepen-

dent and identically distributed (iid), i.e., no consideration has been given to the



Chapter 1. Introduction 8

contextual information between the sentences. However, in some cases, the iid

assumption is deemed as a poor one. Therefore, in Chapter 5, we utilize the

sequential patterns hidden among document elements (i.e., sentences) when deter-

mining their authorships. The proposed approach has the following properties.

– It captures the dependencies between consecutive elements in a document

to identify different authorial components and constructs a Hidden Markov

Model (HMM) for classification.

– It initialises the HMM parameters using an unsupervised learning method.

– Different from the approaches presented in Chapters 3 and 4, this unsuper-

vised approach no longer relies on any predetermined threshold for document

decomposition.

• In Chapter 6, we further extend our approach in Chapter 5 and propose a two-

stage HMM model in order to utilize the sequential patterns among sentences more

comprehensively. The proposed approach has the following properties.

– It creates a new labeled training dataset to learn a more accurate HMM and

further boost the performance of this approach.

– It utilizes the contextual relationships among sentences in order to refine the

classification results.

1.4 Thesis Structure

The remainder of this thesis is organised as follows. Chapter 2 reviews previous research

work in the area of authorship analysis, stylometric features, feature representations and

authorship analysis techniques. Furthermore, it introduces the Naive Bayesian method,

Hidden Markov Model (HMM) and Gaussian Mixture Models (GMMs) and shows some

of their applications in authorship analysis. Chapter 3 presents a new unsupervised

method for decomposing a multi-author document into authorial components. A new

procedure called “Segment Elicitation” for selecting best segments is presented. Further-

more, this chapter proposes a “Probability Indication Procedure” to increase the purity
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results using five criteria. The two procedures (i.e., Segment Elicitation and Probabil-

ity Indication) are based on exploiting the difference in the posterior probability of the

Naive-Bayesian model. Chapter 4 proposes a general unsupervised, two-level hierarchi-

cal learning framework for segmenting a document into distinct authorial components.

In this framework, results of the first level learning are utilized to generate a new but

more accurate training dataset, which is then used for training the second level learning

in order to achieve better purity results. The framework is evaluated on challenging

benchmarks, such as Single-Topic Becker-Posner Blogs. A scientific paper is also used

to show the application of the proposed approach to the authorship decomposition on

an authentic document. The experimental results show that the approach is capable

of achieving remarkable multi-author document decomposition results. The approaches

presented in Chapters 3 and 4 assume that the sentences in a document are indepen-

dent and identically distributed (iid) and no relation among sentences in the document.

Chapter 5 presents a new unsupervised approach for segmenting a multi-author doc-

ument into authorial components. The proposed approach uses the sequential patterns

hidden among document elements when determining their authorships. For this pur-

pose, a Hidden Markov Model (HMM) is adopted and a sequential probabilistic model is

constructed to capture the dependencies of sequential sentences and their authorships.

This chapter also proposes an unsupervised learning method for initializing the HMM

parameters. Furthermore, the chapter presents an application of the proposed approach

on Authorship Attribution (AA). Chapter 6 proposed an algorithm for Sequential and

Unsupervised Decomposition of a Multi-Author Document (SUDMAD) through the

construction of a Hidden Markov Model reflecting authors’ writing styles. Within this

algorithm, SequentialUD and a refined SequentialUD approaches for multi-author doc-

ument decomposition are presented. Many experiments are included in this chapter to

demonstrate the superior performance of the proposed approach. Finally, Chapter 7

summarises the contributions of this thesis.
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1.5 Summary

This chapter has provided the reader with a background of this thesis. It includes

an overview of a document decomposition process and an introduction to authorship-

based multi-author document decomposition task. It has been shown that this task

plays an increasingly important role in many applications and has great significance on

security and forensic investigation. Despite its value, there are very few works reported.

Existing works have limitations on topic, specific languages, styles of writing, or requiring

the availability of the profiles of authors. These limitations are the motivations for

this thesis research. Four different approaches of the authorship-based multi-author

document decomposition will be presented in this thesis. The major contributions of

the approaches are briefly listed in this chapter. An overview of the structure of this

thesis is also presented at the end of this chapter.



Chapter 2

Background and Related Work

In this chapter, background information is given to introduce the reader to the works

that have been achieved in the following chapters of this thesis. The outline of this

chapter is as follows. Section 2.1 introduces the authorship analysis and reviews some

of existing authorship analysis methods. Section 2.2 presents a Naive Bayes model

and its applications in authorship analysis. Section 2.3 describes a well-known sequen-

tial model, Hidden Markov Model (HMM), and provides some previous HMM-based

approaches on document analysis. Section 2.4 briefly discusses a classical Gaussian

Mixture Model (GMM) and related Expectation Maximisation (EM) algorithm, and

presents some GMM-based approaches on document analysis. Finally, a summary to

the chapter is given in Section 2.5.

2.1 Authorship Analysis

Authorship Analysis is the task of analysing the characteristics of documents in order

to draw conclusions on its authorships. Currently, authorship analysis has become more

popular in determining and analysing the features of authorships of documents because

of the huge number of documents on the Web and the needs for techniques to analyse

their authorships. Furthermore, abusing and misusing the Internet makes the existence

of effective authorship analysis techniques highly demanded. The documents include,

for example, e-mail messages, scientific papers, blogs and online forums.

11
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Authorship analysis is considered as a relatively old task. The first endeavor was on

the 19th century, when Mendenhall (1887) used word-length distribution statistics to

identify the writing styles of Bacon, Marlowe and Shakespeare. In the first half of the

20th century, some works have also been done on authorship analysis, such as the works

of Zipf (1932), Yule (1939) and Backoff et al. (1944). These works have exploited vocab-

ulary richness and sentence length to capture the authors’ writing styles of documents.

Another detailed work on authorship analysis was by Mosteller and Wallace (1964). The

work addressed an authorship identification problem and attempted to solve the author

debates over the Federalist Papers 1.

In recent time, the development of some scientific areas, such as Information Retrieval

(IR), machine learning techniques and Natural Language Processing (NLP), has a strong

impact on the development of authorship analysis field as follows.

• Information Retrieval. The researches on information retrieval propose efficacious

methods for representing a large amount of text.

• Machine Learning. The researches on machine learning provide powerful tech-

niques to classify text data more accurately. Furthermore, the techniques have an

ability to handle multidimensional data.

• Natural Language Processing (NLP). The researches on natural language process-

ing provide different tools for analysing text data in many different patterns.

Due to the impact of scientific areas, as described above, numerous approaches of au-

thorship analysis have been developed. The approaches are adapted to handle different

types of documents, such as text in literature (Burrows et al., 2002; Hoover, 2004), e-

mails (De Vel et al., 2001; Estival et al., 2007; Iqbal et al., 2010), Web forum messages

(Abbasi and Chen, 2005; Abbasi et al., 2008; Solorio et al., 2011), blogs (Koppel et al.,

2006, 2011b; Akiva and Koppel, 2013), chat messages (Kucukyilmaz et al., 2006; Lay-

ton et al., 2010; Iqbal et al., 2013) and programming codes (Krsul and Spafford, 1997;

Burrows et al., 2014; Alazab, 2015).

1Federalist Papers are a collection of 85 papers in favor of the ratification of the proposed United
State Constitution.
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Nowadays, authorship analysis has been applied in many diverse fields with great suc-

cess (Stamatatos, 2009a). The fields include, for example, civil law (i.e., determining

real author characteristics of a piece of text which has a doubt on authority) (Ginsburg,

2002; Ariani et al., 2014), forensic analysis (i.e., determining a real author of a disputed

text given a set of candidate authors) (Grant, 2007; Iqbal et al., 2013), criminal law

(i.e., determining authors of harassing messages and verifying the authenticity of sui-

cide notes) (Zheng et al., 2003, 2006), computer forensic (i.e., determining authors of

unclassified source code of malicious software) (Kothari et al., 2007; Bandara and Wija-

yarathna, 2013), plagiarism detection (i.e., finding similarities between two documents

to detect a plagiarised text) (Potthast et al., 2010; Mirza and Joy, 2015) and marketing

(i.e., determining what types of people like or dislike a specific product) (Ikeda et al.,

2013; Jiang et al., 2015).

Due to the geographically unbounded nature of the Internet and the multilingual func-

tionality of many online forums, different authorship analysis approaches have been

developed to handle text of different languages. For example, the authors of Abbasi and

Chen (2005) have proposed an approach for authorship identification for Arabic web

forum messages. In Yu (2012), the authors have used function words for authorship

attribution in Modern Chinese language documents. Furthermore, the work of Mikros

and Argiri (2007) has investigated an authorship attribution task using Modern Greek

language documents. However, some works, such as Peng et al. (2003) and Keselj et al.

(2003), have developed language independent approaches for authorship analysis that

can be applied on documents of different languages (i.e., Greek, English and Chinese).

The work of Juola (2004) has also provided an authorship analysis approach that can

be used in documents of various languages (i.e., English, French, Latin, Dutch and

Serbian-Slavonic).

Most researches break down the authorship analysis task into five categories, i.e., au-

thorship attribution, authorship verification, plagiarism detection, authorship profiling

and authorship-based text decomposition. The five categories will be briefly introduced

in the next subsection.



Chapter 2. Background and Related Work 14

2.1.1 Authorship Analysis Categories

As illustrated before, the authorship analysis is the task of examining writing character-

istics in order to make inferences about authorship. Five main categories are included

in authorship analysis (Stamatatos, 2009a). Each category is associated with a certain

task of authorship analysis. The five categories are shown as follows.

2.1.1.1 Authorship Attribution

Authorship Attribution (AA), or Authorship Identification as named in Zheng et al.

(2003), is the process of identifying the real author of a disputed document given a set

of labeled documents of candidate authors. The process involves analysing writing styles

of documents knowingly written by the candidate authors to determine the authorship

of the disputed document.

Several approaches have been shown to handle authorship attribution, such as the ap-

proaches of Eder (2013), Koppel et al. (2013), Brand et al. (2015) and Rocha et al.

(2017). In the literature, two kinds of authorship attribution are presented. The first

one is a closed-set authorship attribution (Diederich et al., 2003; Khonji et al., 2015),

where the real author of a disputed document is one of the candidate authors. The

second one is an open-set authorship attribution (Schaalje et al., 2011, 2013), where the

real author of a disputed document may or may not belong to the candidate authors.

The open-set authorship attribution is much more difficult than the closed-set author-

ship attribution especially when the size of the candidate author set is small (Koppel

et al., 2011b). A special scenario of authorship attribution is called Needle-in-a-Haystack

(Rappoport and Koppel, 2013; Nirkhi and Dharaskar, 2013). The scenario occurs when

there are many thousands of candidate authors with a very limited writing samples for

each candidate author.

2.1.1.2 Authorship Verification

Authorship Verification is the process of checking whether a disputed document (i.e.,

target document) was written or not by a certain author. In this category, there is only
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one suspect rather than a set of candidate authors. The main question in authorship

verification is “Did the candidate author x write the document?” In fact, authorship

verification is a more realistic task than authorship attribution, since the set of candidate

authors for a document is basically unknown. Forensic scientists not only want to

recognise the real author given a small set of candidate authors, they also intend to

make certain that the real author is not someone else not under investigation (Luyckx

and Daelemans, 2008).

Several researchers have proposed and developed approaches for authorship verification.

For example, Koppel and Schler (2004) have presented an authorship verification ap-

proach named “unmasking”, which can only be successfully applied on long documents

(i.e., documents of at least 500 words long). Furthermore, the authors of Chen et al.

(2011) and Canales et al. (2011) have studied authorship verification on short email

messages and exam documents, respectively.

2.1.1.3 Plagiarism Detection

Plagiarism Detection is the process of comparing two or more documents and finding

degree of similarity among them. According to research, there are two basic types of

plagiarism detection, i.e., external plagiarism detection and intrinsic plagiarism detec-

tion. The external plagiarism detection (Gupta et al., 2014; Vani and Gupta, 2014; Ravi

et al., 2016) is mainly concerned with the comparison of contents of a suspect document

against contents of a set of external documents (e.g., web pages, text books, etc.) in

order to unveil portions that might be plagiarised. The external plagiarism detection

is based on finding passages in the suspect document which were copied from other

external documents. On the other side, the intrinsic plagiarism detection (Bensalem

et al., 2014; Kuta and Kitowski, 2014; Wijaya and Wahono, 2015) is only concerned

with detecting plagiarized portions from a suspect document without comparing it with

any external documents. The intrinsic plagiarism detection is based on analysing the

suspect document with respect to writing style changes.
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2.1.1.4 Authorship Profiling

Authorship Profiling, or Authorship Characterization, is the process of inferring infor-

mation -rather than identity- of an author of a disputed document. The authorship

profiling is an important task in many real applications. For example, in forensic, the

authorship profiling can help police to identify the characteristics of the criminal of the

crime. Furthermore, the authorship profiling is useful in marketing when a large com-

panies may be concerned to define what types of people like or dislike their products,

based on analysing blogs and online product reviews.

Some particular author’s information that was previously reported in a literature are

age (Argamon et al., 2009; Villena Román and González Cristóbal, 2014), gender (Schler

et al., 2006; Mechti et al., 2014), educational level (Corney et al., 2002; Estival et al.,

2007), language background (Koppel et al., 2005; Estival et al., 2007), political orienta-

tion (Koppel et al., 2009a) and occupation (Pham et al., 2009).

2.1.1.5 Authorship-Based Text Decomposition

Authorship-Based Text Decomposition is the process of clustering texts into components

according to authorship. Unlike the authorship attribution, the authorship-based text

decomposition does not require a set of labeled documents to be employed as training

data. Therefore, unsupervised learning models that are able to capture similarities or

differences among authors’ writing styles in texts are expected to be built.

Two main versions of the authorship-based text decomposition can be discerned, i.e.,

Authorship-Based Document Clustering and Authorship-Based Multi-Author Document

Decomposition.

Authorship-Based Document Clustering

Authorship-based document clustering is the process of clustering a group of single-

author documents into authorial components. Each component contains the documents

that are written by the same author. The authorship-based document clustering is
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strongly related to authorship verification (Koppel and Winter, 2014; Stamatatos et al.,

2014). Many applications can take advantages of this process. For example, suppose

that there are a group of single-author documents (e.g., novels, blogs, papers, product

reviews) with anonymous authors. Then, by applying an effective authorship-based

document clustering technique, we can extract useful conclusions, such as that a group

of anonymous novels is written by a single author or a group of blogs, which have same

alias, is in fact written by different authors.

Very few works have been reported in the literature on the authorship-based document

clustering. For example, the work of Koppel et al. (2011a) proposed an unsupervised

approach for clustering chapters of Bible books written by two different authors. In

Daks and Clark (2016), the authors developed a document clustering approach using

part-of-speech (POS) feature sets.

Authorship-Based Multi-Author Document Decomposition

Author-based multi-author document decomposition is the process of decomposing a

multi-author document into authorial components. Each component contains the sen-

tences that are written by the same author. The author-based multi-author document

decomposition is considered more difficult and challenging than the first version (i.e.,

authorship-based document clustering). That is because in the first version, since all

sentences in each document are written by only one author, authors’ writing styles of

documents can be easily captured and differentiated. However, in the author-based

multi-author document decomposition, since sentences of a document are written by

multiple authors without a specific order, authors’ writing styles implied in the docu-

ment are hard to be captured and differentiated.

The author-based multi-author document decomposition has a great practical impor-

tance in forensic analysis, civil law, criminal law, plagiarism detection and intelligence

issues. For example, it can be utilised to estimate the contribution of each author in a

collaborative document (e.g., thesis, scientific paper). Furthermore, it can be used as

an evidence to determine the real author of a piece of text (such as a ransom note) that

has a doubt on authority and so it may save lines or catch the offender.
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Despite the above-mentioned importance of the authorship-based multi-author docu-

ment decomposition, only very few works are reported in the literature in this regard.

In Graham et al. (2005), the authors proposed a supervised approach assuming that each

paragraph was written by only one single author. They trained their approach using

a set of labeled pairs of paragraphs. Each pair of paragraphs contains two paragraphs

written by the same author or two different authors, while each paragraph is written by

only one author. The authors of Koppel et al. (2011a) are the first researchers who im-

plemented an unsupervised approach for decomposing a two-author document into two

authorial components. In their approach, each paragraph is not necessarily written by a

single author. However, the authors employed a feature set consisting of 1595 synonyms

that are only applicable on particular types of documents such as Bible books written in

Hebrew. Furthermore, the approach required specific tools for identifying synonyms in

biblical books. The approach is also only useful for a document written by two authors.

The work of Akiva and Koppel (2012) investigated the limitations in the approach of

Koppel et al. (2011a) and presented an generic unsupervised approach. The approach

utilised distance measurements to increase the precision and accuracy of clustering and

classification phases, respectively. However, the resultant accuracy of the approach was

not satisfactory. In Akiva and Koppel (2013), the authors further improved their origi-

nal work presented in Akiva and Koppel (2012) and proposed an effective approach for

the authorship-based multi-author document decomposition. They also utilised distance

measurements to improve the efficiency of the proposed approach. However, The accu-

racy of their approach is highly dependent on the number of authors. When the number

of authors increases, the accuracy of the approach drops significantly. For the same

purpose, the author of Giannella (2015) presented a new approach named BayesAD,

where the number of authors of the document can be either known or unknown. In his

approach, a Bayesian segmentation algorithm is applied, which is followed by a segment

clustering algorithm. The approach was tested on short documents (i.e., the number of

sentences in a document is less than 500). However, the approach was tested by using

only documents with a few transitions among authors. Furthermore, the performance

of the approach is very sensitive to the setting of its parameters.

In this thesis, we address the authorship-based multi-author document decomposition
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and develop new approaches that can effectively and efficiently decompose a multi-author

document into authorial components.

Generally, the main task of the categories of authorship analysis mentioned before (i.e.,

authorship attribution, authorship verification, plagiarism detection, authorship profil-

ing and authorship-base text decomposition) is to capture and define authors’ writing

styles and differentiate among them. Typically, the authors’ writing styles are captured

by employing an appropriate feature set that is used to vectorise text data by considering

a certain representation form. A proper approach is then applied on the resulted feature

vectors in order to identify the writing styles of authors. In the following three subsec-

tions, we will discuss these three main factors in authorship Analysis (i.e., stylometric

features, feature representations and approaches for authorship analysis), respectively.

2.1.2 Stylometric Features

The main idea of capturing and discriminating the authorships of text data is by extract-

ing the appropriate features from the text data which can differentiate the fingerprints

among authors (Stamatatos, 2009a). The development in statistical and machine learn-

ing methods allows researchers to consider a wide variety of different types of features,

and provides techniques that can effectively handle multidimensional and sparse data.

Furthermore, the availability of Natural Language Processing (NLP) tools provides an

ability to efficiently analyse text and produce new forms of measurements for represent-

ing writing styles.

In fact, the selection of an appropriate feature set, which can capture the writing styles of

authors, is one of the important factor in authorship analysis because it may significantly

affect the performance of authorship definition. In this subsection, some feature types

that have been, or will be, utilised for authorship analysis are presented.
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2.1.2.1 Syntactic Features

Syntactic features are deemed as one of the most important features used in authorship

analysis. The implicit point of the syntactic features is that authors tend to uninten-

tionally employ same syntactic patterns in their writings.

Usually, the extraction process of syntactic features requires robust and accurate NLP

tools (i.e., parsers) to be available. The tools should be qualified for analysing a partic-

ular natural language with comparatively high performance. Therefore, the extraction

process of syntactic features is highly language dependent.

Many works of authorship analysis have been done by utilising the syntactic features

in representing documents for the purpose of identifying authors’ writing styles of the

documents. In Baayen et al. (1996), the authors were the first to employ syntactic

feature measurements for representing documents and determininig authors’ writing

styles. They have used a full parse tree to describe two different aspects. The first

aspect is what the syntactic class of each word is. The second aspect is how the words

are combined to form phrases. For example, the following rule:

A : PP −→ P : PREP + PC : NP

means that an adverbial prepositional phrase is defined by a preposition followed by a

noun phrase as a prepositional complement (Stamatatos, 2009a).

The authors of Stamatatos et al. (2000), Stamatatos et al. (2001), Gamon (2004) and

Hirst and Feiguina (2007) have also exploited NLP parsers in order to produce syntactic

patterns. They have utilised the frequencies of these patterns to define the writing styles

of authors.

Examples of syntactic patterns that are exploited in authorship analysis include the

following.

• Noun Phrase.

• Proper Noun Phrase.
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• Determiner Phrase.

• Preposition Phrase.

• Adjective Phrase.

• Plural Nouns Phrase.

• Verb Phrase.

Some authors, such as those for Diederich et al. (2003), Zheng et al. (2006), Zhao and

Zobel (2007) and Qian et al. (2014), have used a Part-Of-Speech (POS) tagging method

to detect the actual tag of each word (i.e., verb, noun, adjective, etc.). The authors have

exploited POS tag frequencies and POS tag n-gram frequencies to represent documents

and capture author’s writing styles.

Another interesting use of syntactic features in authorship analysis was proposed in

the approach of Koppel and Schler (2003) where syntactic error information, such as

sentence fragments and mismatched tense, have been detected using a commercial spell

checker and utilised for representing document styles.

Recently, the approach of Daks and Clark (2016) has made use of syntactic structure for

document clustering based on authorship. In that approach, POS n-grams have been

utilised for identifying an individual writer.

2.1.2.2 Lexical Features

A simple way to represent a text is as a sequence of tokens grouped into sentences, with

each token corresponding to a word, number, or punctuation mark. Some approaches

of authorship analysis have employed measurements of these tokens and used it for

representing the text and recognising authors’ writing styles. Some examples of the

token measurements are the mean number of words per sentence, the standard deviation

of the number of words per sentence (i.e., sentence length variation) and the count of

commas or colons per sentence. The extraction process of lexical features is language

independent because such type of features can be extracted and used to represent the
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text written in any language without requiring any extra tools or information of language

structure.

Some works on authorship analysis, such as the works done in Luyckx and Daelemans

(2008), Akiva and Koppel (2012) and Qian et al. (2014), have exploited vocabulary

richness functions to measure the lexical diversity of the text. They have computed the

ratio of the number of the unique tokens in the text to the total number of all tokens in

the text. However, the number of tokens in the text strongly depends on the length of

the text. Therefore, another set of lexical features that are not dependent on text length

has been constructed. The set contains a group of function words (e.g., prepositions,

pronouns, auxiliary verbs). The function words are topic independent and are able to

capture writing styles of authors across different topics because they do not carry any

semantic information but serve to express grammar relationships with other words. In

literature, different sets of function words have been proposed and used for authorship

analysis. For example, the works of Argamon et al. (2003), Abbasi and Chen (2005)

and Argamon et al. (2007) have proposed sets of 150, 303 and 675 function words,

respectively.

The vast majority of authorship analysis researches are based on using a set of bag-

of-words for representing the text. The representation process starts by deeming the

text as a set of unique words. Each word in the set has a frequency of occurrence

disregard of contextual information. Then, most common words (i.e., words of highest

frequencies) are selected and used for representing the text in order to define authors’

writing styles (Burrows, 1987; Argamon and Levitan, 2005). Different bag-of-words sets

have been used in authorship analysis for text representation. For example, the authors

of Koppel et al. (2011a) have used a set of 223 lexical words to vectorise the text.

Furthermore, the work of Akiva and Koppel (2012) has utilised a set of the most 500

words for representing a document in a multi-author document decomposition problem.

Likewise, in Savoy (2013a), the authors have created a feature set containing the most

50 words occurred in their texts. On the other hand, several approaches of authorship

analysis have created different feature sets containing all words that appear at least k

times in their text. For example, a feature set of all words occurring at least two times

and five times in a text has been employed in the approaches of Koppel et al. (2011a)
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and Akiva and Koppel (2013), respectively. Furthermore, a feature set containing all

words occurring in a text has been used in Savoy (2013b).

2.1.2.3 Application Specific Features

The variety of documents used in authorship analysis, such as E-mail messages and online

documents, reveals a possibility to define new feature sets that are directly relevant to

some specific documents. For instance, the approach of Koppel et al. (2011a) has created

a new feature set able to distinguish writing styles of authors in Hebrew Bible books.

The feature set includes 1595 synonyms written in Hebrew language. Furthermore, the

authors of Roffo et al. (2013) have developed a new feature set able to better discriminate

authors’ writing style of online messages and chats. The feature set includes writing

speed, mimicry and answering time. Other features, such as signature types, paragraph

lengths, font-color count, font-size counts and the use of indentation, have also been

used in researches of authorship analysis.

Some other approaches have developed a generalised feature set comprising a mixture of

different types of features for describing stylometric styles (Chitrakar and Franke, 2014).

2.1.3 Feature Representation

The feature representation is the way of using the extracted stylometric features to form

feature vectors, which are then utilised by one of machine learning techniques or sta-

tistical methods in order to achieve a certain task. A feature vector includes a set of

elements, where each element of the feature vector is associated with a corresponding

feature. Different feature representations have been involved for authorship analysis.

The most common representation is a feature-frequency representation. In this repre-

sentation, the value of each element of the feature vector represents the frequency of

the corresponding feature in a text. That is, each feature vector forms a sequence of

integer numbers, in which each number is equal to or more than zero. Many approaches,

such as the approaches in Koppel et al. (2011a), Savoy (2013a) and Qian et al. (2014)

have utilised feature-frequency representation to form feature vectors. Since this type
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of feature representation depends on text length (i.e., when the text length increases,

the frequencies of features increase), different methods have been used to normalise the

resulted feature vectors. For example, a Frobenius norm (2-norm) is a common way used

for normalising the numeric vectors. Furthermore, a Term Frequency-Inverse Document

Frequency (TF-IDF) is one of the most important methods for normalising and weight-

ing data, where each feature of the feature set is given a term-frequency that reflects the

importance of the feature. In other words, a higher value is assigned to a feature if the

feature occurs in a particular text and very seldom anywhere else, and a lower value is

assigned to a feature if the feature occurs in each text.

Another way widely used for feature representation in authorship analysis is a feature-

binary representation. In this representation, each element of the feature vector takes

a value of 1 or 0, with 1 indicating the corresponding feature in a set appears in the

text and 0 indicating not. That is, each feature vector forms a sequence of binary

values. Examples of authorship analysis approaches that have employed the feature-

binary representation to form feature vectors include Akiva and Koppel (2012) and

Akiva and Koppel (2013).

In Segarra et al. (2014), the authors have adopted a different way to form feature vectors.

They have used a normalised Word Adjacency Networks (WANs), which show a relation

between every pair of function words in a document.

Literatures show that there is no best way for feature representation in authorship anal-

ysis, because there are many factors that affect the performance of each representation,

such as the length of a text and the number of candidate authors. For example, in

WANs, it requires that a text should be long and the number of candidate authors is

small.

2.1.4 Approaches for Authorship Analysis

Over the last several years, a wide variety of approaches have been applied for authorship

analysis. Some invariant approaches have been first proposed to study the authorships

of text. The approaches are based on using some statistical measurements to differen-

tiate writing styles among authors. These measurements include average word length
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(Mendenhall, 1887; Mascol, 1888), average letter length (Brinegar, 1963) and average

number of words in a sentence (Yule, 1946; Morton, 1965). Although this type of ap-

proaches has been adopted in many authorship analysis studies, it has not been proved

stable (Sichel, 1986).

The non-stability of the invariant approaches has forced researchers to apply multivariate

approaches for authorship analysis. In a lot of cases, a distance measure, such as Delta

rule (Jockers and Witten, 2010; Savoy, 2013a), cosine similarity (Kjell et al., 1994; Kop-

pel et al., 2011b) and Chi-square distance (Grieve, 2007; Luyckx and Daelemans, 2008;

Savoy, 2013b), is defined and considered to distinguish writing styles among authors.

For example, the most likely author of a document is the one that is corresponding to

the smallest distance.

Recently, due to the vast improvements in machine learning and pattern recognition

methods, many computer scientists have applied different machine learning and pattern

recognition methods for authorship analysis task. Examples for such methods employed

for this task are Neural Networks (NN) (Hoorn et al., 1999; Zheng et al., 2006), Naive-

Bayesian (Clement and Sharp, 2003; Zhao and Zobel, 2005; Altheneyan and Menai,

2014), Support Vector Machine (SVM) (De Vel, 2000; De Vel et al., 2001; Akiva and

Koppel, 2012, 2013), k-Nearest Neighbors (k-NN) (Abou-Assaleh et al., 2004; Halvani

et al., 2013), decision tree (Diederich et al., 2003; Cheng et al., 2011), Bayesian regression

(Madigan et al., 2005; Argamon et al., 2009) and random forest (Popescu and Grozea,

2012; Daks and Clark, 2016).

In authorship analysis tasks, data are usually either independently and identically dis-

tributed (iid) or sequential manner. Two events are said to be iid if the occurrence of

the first event does not provide any information as to whether the second event occurs

or not. For example, defining the authorship of one document does not help in defining

the authorship of another document. However, in sequential data, it is assumed that the

data form sequences. These sequences provide valuable sequential relations which can

enhance the prediction accuracy of classifiers. For example, identifying the writer of one

line is of great help for identifying the writer of the next line in handwriting document.

Throughout the years, several models have been proposed to handle iid and sequential



Chapter 2. Background and Related Work 26

data. The next two sections of this chapter (i.e., Section 2.2 and 2.3) present two dif-

ferent models for iid and sequential data, i.e., Naive Bayes and Hidden Markov Model

(HMM), respectively. These two models are used in the next chapters to develop new

approaches for the authorship-based multi-author document decomposition problem.

The majority of practical machine learning methods accepted for authorship analysis

use supervised learning algorithms (see Figure 2.1). The idea of the supervised learning

algorithms is that we have training data of input variables and an output variable and

we use an algorithm to learn the mapping function from the input to the output. This

learned function is then run to predict the output variable of new input variables. The

approaches of Pearl and Steyvers (2012) and Hurtado et al. (2014), for example, have

employed a set of labeled documents in order to define the writing styles of authors. On

the other hand, some other machine learning methods accepted for authorship analysis

use unsupervised learning algorithms (see Figure 2.2). In this case of learning, no desired

outputs are available and the input data are only utilized in order to optimize a mapping

function. The approach of Layton et al. (2013), for example, has proposed an unsuper-

vised method to cluster a group of anonymous single-author documents according to

authorship by applying an NUANCE (N-gram Unsupervised Automated Natural Clus-

ter Ensemble). Some other machine learning methods, however, apply semi-supervised

learning algorithms for authorship analysis. This type of learning stands between su-

pervised and unsupervised learning and is operated when we have a large amount of

unlabeled data but only a small number of labeled data. The approach of Qian et al.

(2014), for example, has used a semi-supervised learning methods for authorship identi-

fication task.

As mentioned before, this thesis proposes unsupervised approaches for authorship-based

multi-author document decomposition problem. One of the popular techniques applied

for unsupervised learning is Gaussian Mixture Models (GMMs) clustering. In this thesis,

the GMMs are considered in the proposed approaches and constructed to handle the

unlabelled text data. Section 2.4 of this chapter gives a brief overview of the GMMs.
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Figure 2.1: An illustration of the supervised learning of text data.

Figure 2.2: An illustration of the unsupervised learning of text data.
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2.2 Naive Bayes

Naive Bayes model is one of the most well-known algorithms in classification and widely

used in many applications. The Naive Bayes model is based on Bayes’ theorem with the

“naive” assumption of independence between every pair of features, i.e., it is assumed

that the presence of a specific feature does not have any relation with the presence of

any other features. In the following two subsections, the Bayes theorem and a Naive

Bayesian classifier will be discussed, respectively. Furthermore, how Naive Bayesian can

be applied in document analysis will be described in the last subsection of this section

and supported with examples.

2.2.1 Bayes’ Theorem

Bayes’ theorem, which is named after Reverend Thomas Bayes (1701-1761), is used to

estimate the probability of a specific event, based on prior knowledge of conditions that

could be related to the event. For example, if lung cancer is related to smoking, then,

by using Bayes’ theorem, a person’s smoking status (i.e., smoker or nonsmoker) can be

used to more accurately determine the probability that the person has lung cancer or

not, compared to the determination of the probability of having lung cancer without

knowledge of the person’s smoking status.

Let A = {a1, a2, . . . , aD} be a data sample. The data sample has values of D features.

In Bayesian terms, A is considered as “evidence”. Let B be a hypothesis, such that

the data sample A is a member of class C. For classification purpose, the goal is to

determine the probability that the hypothesis B is true given the “evidence” A, p(B|A).

In other words, the probability that the data sample A is a member of class C, given

the data sample A, is what we are looking for.

To explain, let us go back to the example of lung cancer. Suppose that the data sample,

A, represents a person and it has one feature (i.e., D = 1). The feature is the person’s

smoking status (i.e., smoker or nonsmoker). Let us suppose that the value of the feature

is “smoker”. The hypothesis B represents that the person gets a lung cancer. Then
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p(B|A) is the probability that person A gets a lung cancer given that we know the

person’s smoking status, which is “smoker”.

In contrast, p(B) is the prior probability of B. It represents the probability that any

person gets a Lung cancer regardless of person’s smoking status, or any other features.

Similarly, p(A|B) is the probability that a person A is smoker given that the person

gets Lung cancer. p(A) is the prior probability of A. It represents the probability that

a person A is smoker.

According to the Bayes theorem, the probability that is requested to be computed (i.e.,

p(B|A)) is calculated as shown in Eqs. 2.1 and 2.2.

p(B|A) =
p(A|B)p(B)

p(A)
, (2.1)

p(A) =
∑

all status of B

p(A|B)p(B), (2.2)

where p(A) 6= 0 and

• p(B|A) is the posterior probability of B given A.

• p(B) is the prior probability of B.

• p(A|B) is the likelihood (i.e., the probability of A given B).

• p(A) is the prior probability of A.

2.2.2 Naive Bayesian Classifier

Typically, a classifier is a function that maps input feature vectors X = {x1, x2, . . . , xN},

where N is the number of the vectors, to output class labels Y = {y1, y2, . . . , yM},

where M is the number of the classes. It is assumed that each input feature vector

xi, i ∈ {1, 2, . . . , N}, represents IRD or {0, 1}D. The first representation (i.e., IRD) means

that each feature vector is a group of D real numbers. The second representation (i.e.,
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{0, 1}D), however, means that each feature vector is a group of D binary bits. Usually,

the main objective is to learn the function of the classifier using a labeled training dataset

(i.e., labeled vectors). Notice that this is an example of supervised learning (Kotsiantis

et al., 2007).

In this section, we focus on a probabilistic classifier, which returns p(yj |xi), where j ∈

{1, 2, . . . ,M} and i ∈ {1, 2, . . . , N}. The p(yj |xi) is called a posterior probability and it is

the probability of assigning yj into xi conditioned on xi. Accordingly, the feature vector,

xi, is labeled with the class that achieves highest posterior probability, conditioned on

xi. In other words, the feature vector, xi, is predicted to have label yj if and only if

p(yj |xi) > p(yj′ |xi) for 1 6 j′ 6M, j′ 6= j. (2.3)

Therefore, in order to assign a label to the feature vector (i.e., xi), we find the class

yj that maximizes the posterior probability p(yj |xi). This process is called maximum a

posterior (MAP ) hypothesis.

The posterior probability, p(yj |xi), can be estimated using Bayes theorem as follows.

p(yj |xi) =
p(xi|yj)p(yj)

p(xi)
. (2.4)

Since the prior probability of the feature vector (i.e., p(xi)) is constant for all classes,

the posterior probability is proportional to the likelihood of the training feature vectors

times the prior probability of a class, as shown in Eq. 2.5.

p(yj |xi) ∝ p(xi|yj)p(yj). (2.5)

That is, only p(xi|yj)p(yj) needs to be maximized, where p(yj) is the class prior proba-

bility and p(xi|yj) is the likelihood probability. For simplicity, we substitute each feature

vector xi, i ∈ {1, 2, . . . , N} with x as shown in Eq. 2.6.

p(yj |x) ∝ p(x|yj)p(yj). (2.6)
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2.2.2.1 Class Prior Probability

The prior probability of class yj , i.e., p(yj), where j ∈ {1, 2, . . . ,M}, is estimated by

considering yj as a multinomial random variable as shown in Eq. 2.7.

p(yj = r|π) = πr, (2.7)

where π is a M -dimensional vector of class probabilities.

By assuming that there areN ′ training labeled vectors, {(x1, y1), (x2, y2), . . . , (xN ′ , yN ′)},

used to train the classifier, the maximum likelihood of π is estimated as follows.

πr =

∑N ′

n=1 I(yn = r)

N ′
=
N ′r
N ′

, (2.8)

where I(yn = r) is an indicator function equal to 1 if yn = r and 0 otherwise, and N ′r

represents the number of training vectors labeled with r.

Note that if a class label does not occur in the training dataset (i.e., N ′r = 0), then the

class prior probability, πr, is equal to zero. Unfortunately, a zero estimate probability

can cause significant problem when we classify a new input that has not been detected

in the training dataset. Therefore, in order to solve this problem, Laplace smoothing

(Lidstone, 1920; Johnson, 1932; Manning et al., 2008a) is used in order to prevent zero

probability for class prior probability. The class probability with Laplace smoothing is

given in Eq. 2.9.

πr =
N ′r + αr
N ′ + α

, (2.9)

where αr is some constant and α =
∑

r αr.

A special case of Laplace smoothing, which is widely used in document analysis, is add

one smoothing (Martin and Jurafsky, 2000; Hazimeh and Zhai, 2015). In this type of

smoothing, a value of 1 is assigned to αr as shown in Eq. 2.10.
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yj

x1 x2 xD. . .

Figure 2.3: The conditional independent assumption of features in vector x = {x1,
x2, · · · , xD} given the class yj .

πr =
N ′r + 1

N ′ +M
, (2.10)

where M is the number of classes.

For some cases, if the prior probabilities of all classes (i.e., p(yj), j = 1, 2, . . . ,M) can

not be estimated, then it is assumed that all classes have the same prior probability,

that is, p(y1) = p(y2) = · · · = p(yM ) = 1/M .

2.2.2.2 Likelihood Probability

In order to estimate the likelihood probability, p(x|yj), the “naive” assumption (i.e.,

every pair of features are conditionally independent given the class) is made. Suppose

that each input feature vector contains D features, i.e., x = {x1, x2, . . . , xD}. The

independent assumption among features is illustrated in Figure 2.3.

Therefore, the likelihood probability, p(x|yj), is estimated as shown in Eq. 2.11.

p(x|yj) =

D∏
d=1

p(xd|yj), (2.11)

where xd is the dth feature of vector x.

The value of p(xd|yj) can be easily estimated using the training dataset (i.e., N ′ labeled

vectors). In normal cases, the value of p(xd|yj) is the number of times that the feature
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xd occurs in training vectors labeled as yj , divided by the number of training vectors

labeled as yj .

In case that a vector x contains discrete features, where each feature is a boolean value,

i.e., xd ∈ {0, 1}, then a Bernoulli distribution can be used to estimate p(xd|yj), as follows.

p(xd|yj , θdj) = θx
d

dj (1− θdj)1−x
d
, (2.12)

where θdj is a probability of class yj to generate the feature xd.

The value of θdj is the number of times that the feature xd occurs in training vectors

labeled as yj , divided by the number of training vectors labeled as yj .

However, if the features of vector x are continuous-values, then it is commonly assumed

that the values associated with each class are distributed according to a Gaussian distri-

bution with a mean µ and a standard deviation σ. The p(xd|yj) of this case is estimated

as shown in Eq. 2.13.

p(xd|yj) = g(xd, µj , σj), (2.13)

The g(xd, µj , σj) is a Gaussian distribution defined as follows.

g(xd, µj , σj) =
1√

2πσj
exp− (xd − µj)2

2σ2j
, (2.14)

where µj and σj are the mean and the standard deviation of values in xd of training

vectors labeled as yj , respectively.

After all, to predict the class label of feature vector x, we find the value of p(x|yj)p(yj)

for each class (i.e., j = {1, 2, . . . ,M}). Then, we select the class that maximizes the

value of p(x|yj)p(yj) and assign it to the feature vector x, as indicated in Eq. 2.15.

ŷ = argmax
yj

p(yj)
D∏
d=1

p(xd|yj), j = 1, 2, · · · ,M, (2.15)
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where ŷ is the predicted class label.

Generally, the Naive Bayesian classifier is an important technique in many classification

problems. The importance of the classifier is due to its remarkable properties, such as its

simple representation, its speed and its good performance with a small training dataset.

However, despite these advantages, there are some disadvantages associated with this

classifier. One of these disadvantages is its strong assumption of independency between

every pair of features. This “naive” assumption makes the method not applicable for

many real-world tasks where the dependence among features is determined.

2.2.3 Naive Bayesian in Document Analysis

Document Analysis is the process of analysing a document in order to study and deter-

mine the characteristics of the document. Due to the huge number of documents on the

World Wide Web, and the need for techniques for analysing these documents, document

analysis is becoming very important in recent years in many fields of information re-

trieval and linguistic analysing. The documents include, for example, saved Web pages,

email messages, scientific papers, reports, etc. According to the literature, document

analysis involves a variety of tasks. Document Classification is one of the tasks that has

received considerable research attention in recent years. The Document Classification is

the task of assigning documents, or parts of a document, into predefined categories or

classes. One interesting example is the process of classifying given documents into two

categories (i.e., classes), “spam” or “non-spam”. There are many other examples of doc-

ument classification, such as Web pages classification, topic categorization, authorship

attribution and polarity detection.

Numerious approaches have widely been employed in the document classification, includ-

ing Support Vector Machine (SVM) (Joachims, 1998; Tong and Koller, 2001; DOrazio

et al., 2014), Decision Tree (DT) (Li and Jain, 1998; Johnson et al., 2003; Farid et al.,

2014), Naive Bayes classification (McCallum et al., 1998; Pop, 2006; Ting et al., 2011),

K-Nearest Neighbors (KNN) classification (Han et al., 2001; Zhang and Zhou, 2005;

Jiang et al., 2012), Neural Network (NN) (Farkas, 1993; Manevitz and Yousef, 2007;

Moraes et al., 2013) and maximum entropy technique (Nigam et al., 1999; Zhu et al.,



Chapter 2. Background and Related Work 35

2005; El-Halees, 2015). Among these approaches, Naive Bayesian method is considered

as one of the most common techniques widely used in document classification.

The Naive Bayesian classification model simply works on document classification as

follows. Assume that a set of questioned documents needs to be classified into two

classes, i.e., “spam” and “non-spam”. The classification process starts by transforming

a training dataset (i.e., “spam” and “non-spam” labeled documents) into feature vectors

using a selected feature set. The resulted feature vectors are then used to train the

Naive Bayesian classifier, i.e., the prior probabilities of two classes and the likelihood

probabilities of documents given classes are estimated. Each questioned document is

also represented as a vector using the same feature set used in representing the training

dataset. Finally, the estimated probabilities (i.e., the prior and likelihood probabilities)

are used to compute a posterior probability of each class given the feature vector of the

questioned document. As the result, the question document is labeled with a class that

maximizes the posterior probability.

Typically, in document analysis, a simple feature set that contains a group of words

occurred in a document set is used to form feature vectors. The researchers normally

call this type of features as Bag of Words. If we suppose that D words are selected

to vectorise each document, then a vector of D elements is created for each document.

Some approaches, such as Ye et al. (2009), Wajeed and Adilakshmi (2011) and Huang

and Li (2011), have assigned the values of vector elements based on word frequency,

where the value of each element in the vector represents the count of the corresponding

word in the document. In other words, if it is assumed that xd is a feature vector

element referring to word d in the document and this word occurs exactly k times in

the document, then the value of xd is equal to k (i.e., xd = k). k can be any value

between 0 and K, where K is a maximum value of occurrence of all words of the feature

set. Therfore, we can say that each word of the feature set can have a value of K + 1

categories. The naive Bayesian assumption is made that the probability of each word

occurring in the document is totally independent of the occurrence of other words in

the document. Since there are K + 1 possible categories for each element in the feature

vector, the likelihood probability can be represented as a product of multinomials as

shown in Eq 2.16.
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p(x|yj , θ) =
D∏
d=1

K∏
k=0

θ
I(xd=k)
djk , (2.16)

where θdjk = p(xd = k|yj) is the probability of class yj to generate the feature xd that

occurs k times, and I(xd = k) is an indicator function equal to 1 if xd = k and 0

otherwise.

The Maximum Likelihood Estimation (MLE) of θdjk is estimated as shown in Eq. 2.17

θMLE
djk =

Ndjk

K∑
k′=0

Ndjk′

, (2.17)

where Ndjk is the number of times that feature xd (i.e., word d) occurs exactly k times

in documents of class j.

In order to prevent zero counts in Eq. 2.17, the Laplace smoothing is used as shown in

Eq. 2.18.

θMLE
djk =

Ndjk + αk
K∑
k′=0

Ndjk′ + αk′

, (2.18)

where αk is a constant.

Some other approaches, such as Hussin and Kamel (2003), Koppel et al. (2011b) and

Akiva and Koppel (2013), have suggested a simple way to assign the values vector

elements based on a word occurrence, rather than word frequency. The value of each

element in the vector (i.e., xd, d = 1, 2, · · · , D) is either 0 or 1, where 0 indicates

that a corresponding word does not occur in the document, while 1 indicates that a

corresponding word occurs in the document. Therefore, each feature vector forms a

binary values vector and the likelihood probability can be represented as a product of

Bernoulli distribution as shown in Eq. 2.19.

p(x|yj , θ) =
D∏
d=1

θx
d

dj (1− θdj)1−x
d
, (2.19)
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where θdj is a probability of class yj to generate the feature xd.

The Maximum Likelihood Estimation (MLE) of θdj is estimated as follows.

θMLE
dj =

Ndj

Nj
, (2.20)

where Ndj is the number of times that feature xd (i.e., word d) occurs in documents of

class j and Nj is the number of documents of class j.

As well as, the Laplace smoothing technique is used in order to avoid zero counts as

shown in Eq. 2.21.

θMLE
dj =

Ndj + αd
Nj + α

, (2.21)

where αd is a constant and α =
∑

d αd.

In this Section, as shown above, it is assumed that the data are independently and

identically distributed (iid) from an unknown probability distribution. However, in next

Section, it is assumed that the data are sequential rather than iid.

2.3 Sequential Data: Hidden Markov Model

Different applications in our life have been modeled based on an assumption that data

are independently and identically distributed (iid). For many applications, however,

this assumption is deemed as a poor one (Rogovschi et al., 2010). Therefore, in this

section, a different class of data sets, namely those that concern sequential data, will be

addressed. The sequential data are often obtained through measurement of time series,

or more generally, of sequence data, i.e., the order of the data is important. In fact, the

sequential data contain a wealth of precious information because adjacent measurements

and labels are expected to be related to each other in a form that can help to better

grasp the underlying principles of many real-life problems.
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The sequential data can be found in a variety of fields, such as pattern recognition,

speech recognition and bio signal analysis. Typically, the Sequential data are modeled

with Hidden Markov Model (HMM), which is defined as a dynamic classifier.

Before starting discussing the HMM and how it can be used for modeling the sequential

data, it is important to briefly describe Markov models first.

2.3.1 Markov Models

The classical, easiest, way to represent N sequential data, X = {x1, x2, · · · , xN}, would

be simply to disregard the sequential relations among data and assume that the data

are independently and identically distributed (iid), as shown in Figure 2.4. However,

this approach will fail to exploit the correlations among data.

x1 x2 x3 x4 x5 · · · · · · xN

Figure 2.4: A representation of N sequential data represented as independent, corre-

sponding to a graph without links.

Therefore, it would be necessary to relax the iid assumption in order to utilize the

correlations among data. The simplest way to do this is to consider a Markov model

(also called Markov chain). The joint distribution of N data points (i.e., observations)

using the Markov model can be defined using the product rule as follows.

p(x1, x2, · · · , xN ) =

N∏
n=1

p(xn|xn−1, · · · , x1). (2.22)

If it is assumed that each observation in the sequence is independent of all previous

observations except for the most recent one, then the sequence is called the first-order

Markov chain. Therefore, the joint distribution of N observations in first-order Markov

chain is defined in Eq. 2.23.
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p(x1, x2, · · · , xN ) = p(x1)
N∏
n=2

p(xn|xn−1). (2.23)

That is, the conditional distribution of a present observation, xn, given the sequence of

all observations up to the present time, n, is given by

p(xn|xn−1, · · · , x1) = p(xn|xn−1), for all n ≥ 2. (2.24)

It is clear that only the value of the current observation will be used to predict the next

observation in the sequence. The simplest first-order Markov chain is stationary (or

homogeneous), where the conditional probabilities remain constant over time.

The graphical representation of the first-order Markov chain is represented in Figure

2.5.

x1 x2 x3 x4 x5 · · · xN

Figure 2.5: The first-order Markov chain.

For some applications, the values of the last two observations, rather than the last

observation only, will provide useful information for predicting the value of the next

observation, i.e., each observation is affected by two previous observations. Therefore, a

second-order Markov chain is proposed. The joint distribution of N observations using

the second-order Markov chain is defined in Eq. 2.25.

p(x1, x2, · · · , xN ) = p(x1) p(x2|x1)
N∏
n=3

p(xn|xn−2, xn−1). (2.25)

The graphical representation of the second-order Markov chain is represented in Figure

2.6.
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x1 x2 x3 x4 x5 x6 · · ·

Figure 2.6: The second-order Markov chain.

In the same way, if each observation is affected by M previous observations, then an

M th-order Markov chain is presented.

2.3.2 Hidden Markov Model

The Hidden Markov Model (HMM) is a statistical probabilistic model used to form

sequential data. The HMM is a popular technique used extensively in a variety of fields,

such as speech recognition (Levinson et al., 1983; Juang and Rabiner, 1991), human

actions (Yamato et al., 1992; Ahmad and Lee, 2006), handwriting recognition (Hu et al.,

1996; Marti and Bunke, 2001), part-of-speech (POS) tagging of sentences (Brants, 2000;

Collins, 2002), face recognition (Nefian and Hayes, 1998; Liu and Cheng, 2003) and bio

signal analysis (Rabiner, 1989).

The HMM consists of a sequence of observable data and a hidden variable, which is not

directly observable, for each observed data. The observable data are called “observa-

tions” and the hidden variables are called “hidden states”. The hidden states in HMM

form a Markov chain and the probability distribution of the observation depends on the

underlying state.

Lets denote the N observations as X = {x1, x2, . . . , xN} and the hidden states as Q =

{q1, q2, . . . , qN}, where qn is the hidden state of the nth observation (i.e., xn). Each

observation, which is assumed to be a discrete symbol, has one value from the set of

observations W = {w1, w2, . . . , wM} and each hidden state has one value from the set of

states S = {s1, s2, . . . , sT }. Here, M and T represent the number of distinct observations
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and the number of distinct states in the model, respectively. Figure 2.7 illustrates the

graphical structure of the HMM.

As shown in Figure 2.7, the hidden states, Q, form the first-order Markov chain where

each state is independent of all previous states except for the most recent one, i.e.,

p(qn|qn−1, ..., q1) = p(qn|qn−1), for all n ≥ 2. (2.26)

The conditional probability p(qn|qn−1), which shows how adjacent states are related, is

called a “transition probability”. The transition probabilities of all possible state values

can be formed in an T × T transition matrix, denoted by A. Each probability is given

by Aij = p(qn = sj |qn−1 = si), where si, sj ∈ S, 0 ≤ Aij ≤ 1 and
∑

j Aij = 1.

The initial state q1 , which is special in that it does not have a previous state, is defined as

a marginal distribution p(q1). All initial states are represented by a 1×T vector, denoted

by πππ. Each probability is given by π(i) = p(q1 = si), where si ∈ S and
∑

i π(i) = 1.

As seen in Figure 2.7, the probability of observation xn depends only on the hidden state

qn. That means each observation is independent of all states and observations except

for the hidden state that emits the considerable observation, i.e.,

p(on|qN , xN , . . . , qn, qn−1, xn−1, . . . , , q1, x1) = p(xn|qn). (2.27)

The conditional probability p(xn|qn), which shows how observation xn is related to hid-

den state qn, is called the “emission probability”. The conditional probabilities of all

observations might, for example, be defined by Gaussians if the observations are con-

tinuous variables or by conditional probability matrices if the observations are discrete

variables. In this thesis, the observations are assumed to be discrete symbols where each

observation has one value of M possible values. Therefore, the emission probabilities of

all observations given their states are formed in an T ×M emission matrix, denoted by

B. Each conditional probability is given by bi(k) = p(xn = wk|qn = si), where wk ∈W ,

si ∈ S.



C
h

ap
ter

2.
B

a
ckgro

u
n

d
a
n

d
R

ela
ted

W
o
rk

42

q1 q2 · · · qn−1 qn · · · qN−1 qN

x1 x2 · · · xn−1 xn · · · xN−1 xN

Figure 2.7: A graphical model of the HMM with N hidden states, Q = {q1, q2, . . . , qN}, and N observations, X = {x1, x2, . . . , xN}.
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The transition and emission probabilities are assumed to be stationary conditional dis-

tribution, i.e., the distributions of A and B remain the same for all values of n.

Therefore, the HMM is defined by the above three probabilities, denoted as θθθ, with θθθ =

{A, B, πππ}, for brevity.

The main objective of HMM is to find the best sequence of states (i.e., Q) that represents

the sequence of observed data (i.e., X). In order to achieve that, the best estimate of

HMM parameters, θθθ, is obtained first by using a forward-backward algorithm. Then,

a decoding process, which aims to use the learned HMM parameters and find the best

sequence of states for the corresponding observations, is performed using the Viterbi

algorithm. The forward-backward algorithm and Viterbi algorithm are presented in the

next subsections, respectively.

2.3.3 The Forward-Backward Algorithm

As illustrated in the previous subsection and seen in Figure 2.7, the HMM, which consists

of sequence of hidden states (i.e., Q = {q1, q2, . . . , qN}) and independent observations

(i.e., X = {x1, x2, . . . , xN}), can be specified by three parameters, θθθ = {A, B, πππ}. The

model is learned by maximising the likelihood function of HMM in order to find a best

estimation of θθθ and so the probability of the observations becomes maximum, as in

θθθ = arg max
θθθ

(p(X|θθθ)). (2.28)

The learning process of θθθ is performed by using the Baum-Welch algorithm (Dempster

et al., 1977), which is considered as a special case of the Expectation Maximisation

(EM) algorithm. The process starts with using an initial value of θθθ and computing the

probabilities of being in each state at each time, which is done by using the forward-

backward algorithm (Rabiner and Juang, 1986). After that, the estimated probabilities

are used to obtain a better estimate of θθθ. Using the improved (hopefully) θθθ, the forward-

backward algorithm is applied again and the cycle repeats until the convergence of either

the θθθ or the estimated probabilities is occurred.



Chapter 2. Background and Related Work 44

The forward-backward algorithm is calculated using Eqs. 2.29 - 2.31.

p(qi|X) = p(qi|x1:i, xi+1:N ). (2.29)

p(qi|x1:i, xi+1:N ) ∝ p(qi, x1:i)p(xi+1:N |qi). (2.30)

γ(qi) ∝ α(qi) β(qi). (2.31)

One can see that the forward-backward algorithm γ(qi) is a combination of two proba-

bility algorithms. The first probability algorithm α(qi), which passes forward in order,

is called forward algorithm, while the second probability algorithm β(qi), which passes

backward in order, is called backward algorithm.

The forward algorithm represents the joint probability of observing all of the previous

observations up to the observation i and the value of state qi. The forward algorithm is

represented in Eq. 2.32.

α(qi) = p(xi|qi)
∑
qi−1

p(qi|qi−1)α(qi−1). (2.32)

According to Eq. 2.32, the iteration starts at finding the join probability of the first

observation and the first state, which is:

α(q1) = p(x1, q1) = p(q1)p(x1|q1). (2.33)

On the other hand, the backward algorithm represents the conditional probability of

all future observations starting from observation i + 1 up to T given the state qi. The

backward algorithm is represented in Eq. 2.34.
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β(qi) =
∑
qi+1

p(xi+1 |qi+1)p(qi+1 |qi)β(qi+1). (2.34)

One can see that the recursion starts by finding the conditional probability of the last

observation given the last state, β(qN ). The value of this conditional probability is equal

to 1 for all settings of qN .

The learned θθθ will be used in the next subsection in order to find the best state sequence

that represents the observation sequence.

2.3.4 The Viterbi Algorithm

The main goal of HMM is to find the most likely sequence of states (i.e., Q) that generate

the corresponding sequence of observations (i.e., X), as shown in Eq. 2.35. Actually,

the issue of finding the optimal sequence of states is not the same as that of finding the

individual optimal states. The second issue can be solved using the forward-backward

algorithm by finding the state variable marginal γ(qi) and then maximising each of these

separately (Duda et al., 2001).

Q∗ = arg max
Q

p(Q|X). (2.35)

According to the Naive-Bayesian model, Eq. 2.35 can be re-expressed as:

Q∗ = arg max
Q

p(Q,X)

p(X)
. (2.36)

The value of p(X) does not have any effect on the maximisation process and Eq. 2.36

can be then re-written as:

Q∗ = arg max
Q

p(Q,X) = arg max
q1,...,qN

p(q1, . . . , qN , x1, . . . , xN ). (2.37)



Chapter 2. Background and Related Work 46

In fact, the number of potential routes through a sequence of states in HMM increases

exponentially with the length of the sequence. Therefore, the Viterbi algorithm (Viterbi,

1967), also known as max sum algorithm, is used in order to find efficiently the most likely

sequence of states for the given observations in HMM, where the number of potential

routes increases only linearly, rather than exponentially, with the length of the sequence.

In the Viterbi algorithm, the probability of the most likely sequence ending in state

qn = sj , where sj ∈ S, given the first n observations is defined and denoted by δn(j).

This probability can be computed recursively using the Eqs. 2.38-2.42.

δn(j) = max
q1,...,qn−1

p(q1, . . . , qn−1, qn = sj , x1, . . . , xn). (2.38)

δn(j) = max
q1,...,qn−1

p(xn|qn = sj) p(qn = sj |qn−1) p(q1, . . . , qn−1, x1, . . . , xn−1). (2.39)

δn(j) = max
qn−1

p(xn|qn = sj) p(qn = sj |qn−1) max
q1,...,qn−2

p(q1, . . . , qn−1, x1, . . . , xn−1). (2.40)

δn(j) = max
i=1,...,T

p(xn|qn = sj) p(qn = sj |qn−1 = si) max
q1,...,qn−2

p(q1, . . . , qn−1 = si, x1, . . . , xn−1).

(2.41)

δn(j) = max
i=1,...,T

p(xn|qn = sj) p(qn = sj |qn−1 = si) δn−1(i). (2.42)

Furthermore, the most likely value of the state qn−1 which leads to qn = sj is defined

as:

Ψn(j) = arg max
i=1,...,T

p(qn = sj |qn−1 = si) δn−1(i). (2.43)
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The iterative process shown in Eq. 2.42 is terminated by finding the most probable last

state (i.e., n = N) of the most likely sequence of states, as shown in Eq. 2.44.

qN = arg max
i=1,...,T

δN (i). (2.44)

For the other states (i.e., n 6= N), a backtracking is performed in order to find the most

probable state of the most likely sequence of states. This is done using Eq. 2.45.

qn = Ψn+1(qn+1) n = N − 1, . . . , 1. (2.45)

After all, the best sequence of states, Q∗ = {q1, q2, . . . , qN}, that represents the corre-

sponding observations is determined.

2.3.5 Hidden Markov Model in Document Analysis

Due to the unique features and properties of Hidden Markov Model (HMM) in handling

sequential patterns, the HMM is of great practical importance for many linguistic ap-

plications and problems. One of these problems that has been intensely investigated

during the past several years is document analysis. Document analysis is primarily con-

cerned with reviewing and evaluating documents in order to find, select, appraise (i.e.,

making sense of) and synthesize data contained within the documents (Bowen, 2009).

Many researchers have exploited the contextual information hidden between characters,

words, sentences or passages through using of HMM in order to perform different tasks

of document analysis. For example, the works of Kupiec (1992) and Stratos et al. (2016)

have used a HMM for the task of part-of-speech tagging, i.e., the task of assigning each

word in a sentence a tag that describes how that word is used in the sentence. Further-

more, in Thede and Harper (1999), the authors have employed a second-order HMM for

the same task.

Some researchers, such as Yamron et al. (1998) and Blei and Moreno (2001), have

modeled a HMM for the task of document topic segmentation, where a document is

considered as mutually independent sets of words generated by a latent topic variable
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in a time series. Some other researchers, such as Denoyer et al. (2001), have developed

HMM-besed approaches for supervised document classification and ranking with respect

to category. Furthermore, in Nikolaos and George (2008) and Yi and Beheshti (2013), the

authors have used HMMs to automatically categorize digital documents into a standard

library classification schema. The work of Vieira et al. (2014) has also used a HMM for

classifying biomedical scientific documents according to their content.

Many works of document analysis have been done on analysing spoken documents using

the HMM. For example, the works of Chen et al. (2006) and Maskey and Hirschberg

(2006) are for building a HMM for the task of spoken document summarization (i.e., iden-

tifying information from a spoken document that summarizes, or captures the essence

of the document). In these works, the HMM is applied in order to predict the optimal

sequence of sentences that best summarize the spoken document.

In Pinto et al. (2003) and e Silva (2009), the authors have employed an HMM in order

to find table regions in a text. In addition, the work of Southavilay et al. (2010) has

implemented a HMM-based technique for extracting a semantic meaning of writing

activities and analysing the writing processing of collaborative documents written by

groups of students. Another task in document analysis that can avail the features of

HMM is multi-author document decomposition according to authorship, which is the

task addressed in this thesis. The main idea is to make use of the contextual relationship

between sentences in order to capture the authors of the sentences.

The Naive Bayesian, which is presented in Section 2.2, and Hidden Markov Model

(HMM), which is presented in Section 2.3, are employed mainly in a supervised learning

to classify a set of data, i.e., the classes are predefined. In next section (i.e., Section 2.4),

a clustering method for unsupervised learning, where the classes are not predefined, will

be presented.

2.4 Clustering Methods: Gaussian Mixture Models

In statistics and machine learning, the problem in which there are no labeled data

used to train a model, like the problem we are dealing with in this thesis, is called
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unsupervised learning. One of the most commonly adopted strategies in unsupervised

learning is data clustering. The data clustering is the process of segmenting unlabeled

data into groups, or clusters, that are not previously defined. Several techniques have

been developed for data clustering, such as k-means clustering (MacQueen et al., 1967),

Spectral clustering (Von Luxburg, 2007) and Fuzzy c-means clustering (Bezdek et al.,

1984). In this section, another technique for data clustering is presented and discussed.

The technique is Gaussian Mixture Models (GMMs). Before starting talking about the

GMMs, a brief discussion of a Gaussian distribution is given.

2.4.1 The Gaussian Distribution

The Gaussian distribution, also named as the normal distribution, is a commonly used

model for the distribution of continuous variables. The Gaussian distribution is undoubt-

edly one of the most famous and useful distribution in statistics and plays a significant

role in numerous applications in engineering, physics and many other fields (Nandi and

Mämpel, 1995; Kumar et al., 2010).

The univeriate Gaussian distribution of a one-dimensional feature vector x is formed as

shown in Eq. 2.46.

N (x|µ, σ2) =
1

(2πσ2)1/2
exp

{
− 1

2σ2
(x− µ)2

}
, (2.46)

where µ and σ2 are the mean and the variance of the univeriate Gaussian distribution.

The multivariate Gaussian distribution of a D-dimensional feature vector x is formed as

shown in Eq. 2.47.

N (x|µ,Σ) =
1

(2π)D/2
1

|Σ|1/2
exp

{
−1

2
(x− µ)T Σ−1 (x− µ)

}
, (2.47)

where µ is a D-dimensional mean vector, Σ is a D×D covariance matrix and |Σ| is the

determinant of Σ.
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2.4.2 Mixtures of Gaussians

In statistics, a case where a mixture of multiple component distributions that collec-

tively make a mixture distribution is called mixture model. The mixture model of K

component distributions of a vector x is formed as follows.

p(x) =

K∑
k=1

αk pk(x). (2.48)

The αk is a mixing coefficient for the kth component. The αk must satisfy

0 6 αk 6 1. (2.49)

together with

K∑
k=1

αk = 1. (2.50)

The pk(x), which is shown in Eq. 2.48, can be one of statistical distributions employed to

model the data. If the pk(x) is substituted with the multivariate Gaussian distribution,

then the mixture model, p(x), will represent the Gaussian mixture models (GMMs),

which is presented in Eq. 2.51.

p(x) =

K∑
k=1

αk N (x|µk,Σk). (2.51)

The model is a weighted linear superposition of K multivariate Gaussian distributions.

Each one is characterized by a multivariate normal distribution with weight αk, mean

µk and a covariance matrix Σk for k = 1, 2, · · · ,K.

The clustering process using GMMs is performed by assigning the data to the multi-

variate normal components that maximise the component posterior probability given

the data. The GMMs are trained using the iterative Expectation-Maximization (EM)

algorithm. In particular, the EM algorithm, which is discussed in the next subsection,
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aims to find maximum likelihood function of data with respect to the model parameters

in an efficient way.

2.4.3 Expectation-Maximisation for GMMs

Suppose that there is a set of N data observations, x = {x1, x2, · · · , xN} that need to

be clustered using GMMs of K components. The Expectation-Maximization (EM) algo-

rithm (Dempster et al., 1977; Bilmes et al., 1998) is used to train the model parameters

(i.e., µk, Σk and αk for k = 1, 2, · · · ,K) by maximising the likelihood function of data.

In general, the EM algorithm is an iterative process that consists of an E-Step and an

M-Step. The algorithm starts from the initial estimate of the model parameters, which

is often done randomly, and evaluates the initial value of the log likelihood of data.

The E-Step of the EM algorithm evaluates the following probability, which is sometimes

named as responsibility (Bishop, 2006), for all data points, x, and all K components

using the current values of the model parameters.

γnk =
αk N (xn|µk,Σk)
K∑
j=1

αj N (xn|µj ,Σj)

, (2.52)

where xn is a D-dimensional feature vector, αk is a mixing coefficient for the kth com-

ponent and N (xn|µk,Σk) is a multivariate Gaussian distribution with mean µk and

covariance matrix Σk.

The probability γnk is computed for all data points (i.e., n = 1, 2, · · · , N) and all mixture

components (i.e., k = 1, 2, · · · ,K), where
∑K

k=1 γnk = 1.

The M-Step of the EM algorithm re-estimates the model parameters using the current

responsibilities as follows.

αnewk =
Nk

N
, For k = 1, 2, · · · ,K. (2.53)
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µnewk =
1

Nk

N∑
n=1

γnk xn, For k = 1, 2, · · · ,K. (2.54)

Σnew
k =

1

Nk

N∑
n=1

γnk(xn − µnewk )(xn − µnewk )T , For k = 1, 2, · · · ,K. (2.55)

The value of Nk is defined as the effective number of data points assigned to component

k. That is,

Nk =
N∑
n=1

γnk. (2.56)

The new model parameters are now ready to compute the log likelihood of the data

using Eq. 2.57.

In p(x|µ,Σ, α) =
N∑
n=1

In

{
K∑
k=1

αkN (xn|µk,Σk)

}
. (2.57)

The E-Step and M-Step of the algorithm are then repeated until the convergence of

either the log likelihood of the data or the values of the model parameters is achieved.

2.4.4 Gaussian Mixture Models in Document Analysis

Gaussian Mixture Models (GMMs) are a probabilistic model which has been successfully

applied in numerous studies of document analysis. In fact, the GMMs technique plays an

important role in data clustering with a focus on density estimation and pattern recogni-

tion because of its mathematical tractability, asymptotic properties and computational

convenience. The GMMs technique has also the ability to model any given probability

distribution function when the number of Gaussian components is large enough (Xian

et al., 2015).

Traditionally, the main task of GMMs in document analysis is to cluster a set of docu-

ments (or text) based on specific criteria. For example, the authors of Liu et al. (2002)

have used the GMMs for clustering a group of documents according to topic and main
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content. Furthermore, the authors of Xing et al. (2014) have employed the GMMs on

document classification task.

The works reported in Schlapbach and Bunke (2006), Schlapbach and Bunke (2008)

and Christlein et al. (2014) have applied the GMMs in writer identification task, i.e.,

determining the author of a handwriting document from a set of writers. In these works,

the distribution of feature vectors extracted from a person’s handwriting is modeled by

a Gaussian mixture density.

2.5 Summary

This chapter has presented a background information of authorship analysis and briefly

discussed some of existing techniques that have been used in authorship analysis. The

stylometric feature sets and feature representations that are engaged in representing text

and capturing writing styles are varied. The most three common stylometric feature sets

and feature representations used in authorship analysis have been listed in this chapter.

Several tasks are included in authorship analysis. One of these tasks is an authorship-

based multi-author document decomposition, which is the topic addressed in this thesis.

The authorship-based multi-author document decomposition is the task for segmenting

sentences of a multi-author document into authorial components. Each component

contains the sentences that are written by the same author. In this chapter, some

of the difficulties associated with the task have been explored.

Two different scenarios will be considered in this thesis to handle the authorship-based

multi-author document decomposition task. The first scenario is when an independency

between the authority of sentences is assumed, i.e., it is assumed that knowing the author

of a sentence in a document does not have any relation with the authors of other sentences

in the document. Therefore, in this thesis, a probabilistic-based model for independent

data (i.e., Naive Bayesian model) is employed to address this scenario. However, the

second scenario is when a sequential data between the authority of sentences is assumed,

i.e., it is assumed that knowing the author of an sentence in a document does have a

relation with the authors of other sentences in the document. Therefore, in this thesis,
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a probabilistic-based model for sequential data (i.e., Hidden Markov Model (HMM)) is

developed to address this scenario. In this chapter, the Naive Bayesian classifier and the

HMM both have been described.

This thesis, as mentioned above, addresses the task of authorship-based multi-author

document decomposition. This task is considered as an example of unsupervised learning

algorithm where no desired outputs are available. Therefore, in this thesis, a clustering

technique (i.e., Gaussian Mixture Models (GMMs)) is applied for the unsupervised learn-

ing algorithm. This chapter has presented and reviewed the GMMs clustering technique

and its applications in document analysis.



Chapter 3

Unsupervised Decomposition of a

Multi-Author Document Based

on Naive-Bayesian Model

This chapter proposes a new unsupervised approach for decomposing a multi-author

document into authorial components. We assume that we do not know anything about

the document and the authors, except for the number of the authors of that document.

The key idea is to exploit the difference in the posterior probability of the Naive-Bayesian

model to increase the precision of the clustering assignment and the purity result of our

approach. Even if this type of problem has a great attention on security and forensic in-

vestigation, there are very few researches trying to think through it. We systematically

evaluate the efficiency of our proposed approach by using three benchmark datasets.

An authentic document is also used to examine the performance of the proposed ap-

proach on authentic documents. Experimental results show that the proposed approach

outperforms three state-of-the-art approaches.

55
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3.1 Introduction

The traditional studies on text segmentation, as shown in Choi (2000), Brants et al.

(2002), Misra et al. (2009) and Hennig and Labor (2009), focus on dividing the text into

significant components such as words, sentences and topics rather than authors. Those

works were done based on Natural Language Processing (NLP) techniques and various

machine learning schemas. Nowadays, due to the availability of online communication

facilities, the cooperation between authors to produce a document becomes much easier.

The co-authored documents include Web pages, books, academic papers and blog posts.

There are a very few approaches that have concentrated on developing techniques for

segmentation of a multi-author document according to the authorship. As a matter of

fact, many applications can take advantage of these techniques. For example, the tech-

niques can be used to clarify the contributions of the individual authors of a document.

The techniques can also be applied in security reasons such as forensic investigation

(Iqbal et al., 2008) and plagiarism detection (Zu Eissen et al., 2007; Stamatatos, 2009b).

Most of existing approaches that are closely related to the research of this thesis, such as

those in Schaalje et al. (2013), Layton et al. (2013) and Segarra et al. (2014), have dealt

with determining authors of single-author documents. The works of Rosen-Zvi et al.

(2004), Rosen-Zvi et al. (2010) and Savoy (2013a), however, have worked on segmenting

a group of single-author documents according to topics in order to extract information

about their authors.

In Koppel et al. (2011a), the authors have developed an approach for segmenting a multi-

author document according to authorship. The approach requires manual translations

and concordance to be available beforehand. Hence, the approach can only be applied

on particular types of documents such as Bible books. Akiva and Koppel (2012) have

investigated this limitation and presented a generic unsupervised approach for multi-

author document segmentation according to authorship. However, the performance

of segmentation is not good enough. The authors of Akiva and Koppel (2013) have

developed an approach which relies on the distance measurement to increase the precision

and accuracy of the clustering and classification process. Two different sets of features

have been used in the approach in order to capture authors’ writing styles. The first
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feature set contains 500 most common words in the document. The second feature

set, which is only valid on special types of documents like Bible books, contains 1595

synonyms written in Hebrew language. The performance of the approach is degraded

when the number of authors increases to more than two.

The contributions of this chapter are as follows.

• A procedure for segment elicitation is developed and it is applied in the clustering

assignment process. It is for the first time to develop such a procedure relying

upon the differences in the posterior probabilities.

• A probability indication procedure is developed to improve the purity of sentence

segmentation. It selects the significant and trusted sentences from a document

and involves them to relabel all sentences in the document. Our approach does

not require any information about the document and the authors other than the

number of authors of the document. Therefore, it is completely unsupervised

learning.

• Our proposed approach is not restricted to any type of documents. It is still

workable even when the topics in a document are not detectable.

The organisation of this chapter is as follows. Section 3.2 demonstrates the frame-

work of the proposed approach. Section 3.3 discusses the segmentation process, feature

representation and clustering techniques which are used in our approach. Section 3.4

demonstrates the segment elicitation procedure and feature re-vectorization. Section

3.5 illustrates a supervised learning process. Section 3.6 describes a probability indica-

tion procedure. Experimental results are conducted in Section 3.7. Finally, Section 3.8

presents the summary of the chapter.

3.2 Framework of the Proposed Approach

Precisely, the problem that we are interested in can be formulated as follows. Given

a multi-author document written by N authors, it is assumed that every author has
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written consecutive sequences of sentences, and every sentence is completely written by

only one of the N authors. The value of N is pre-defined. The objective is to segment

the sentences in the document into authorial components.

Our approach goes through the following steps:

• Step 1 Divide the document into segments of fixed length.

• Step 2 Represent the resulted segments as vectors using an appropriate feature set

which can differentiate the writing styles among authors and make a distinction

between them.

• Step 3 Cluster the resulted vectors into N clusters using an appropriate clustering

algorithm targeting on achieving high recall rates.

• Step 4 Re-vectorize the segments using a different feature set to more accurately

discriminate the segments in each cluster.

• Step 5 Apply the “Segment Elicitation Procedure” to select the best segments from

each cluster to increase the precision rates.

• Step 6 Re-vectorize all selected segments using another feature set that can capture

the differences among the writing styles of all sentences in a document.

• Step 7 Train the classifier using the Naive-Bayesian model.

• Step 8 Label each sentence in the document using the learned classifier.

• Step 9 Apply the “Probability Indication Procedure” to increase the purity of the

sentence classification process using five criteria.

The framework of the proposed approach is shown in Figure 3.1.

To assess the performance of the proposed scheme, we perform our experiments on

an artificially merged document. The artificially merged document are generated by

employing the same procedure used in Koppel et al. (2011a), Akiva and Koppel (2012)

and Akiva and Koppel (2013) for fair comparison. This procedure aims to combine

a group of documents of N authors into a single merged document. Each of these
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Figure 3.1: The framework of the proposed approach
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documents is written by only one author. The generation of the merged document

begins with randomly choosing an author from an author list. Then, we pick up the

first m previously-unselected sentences from a document of that author, and merge them

with the first m previously-unselected sentences from the documents of other randomly

selected authors. This continues until all sentences from all authors’ documents are

selected. The value of m on each switch is an integer value chosen randomly from a

uniform distribution varying from 1 to V. That means that the sentences of each author

are distributed randomly over the document, and this makes our problem more factual

and more difficult. We also follow the approaches of Koppel et al. (2011a), Akiva and

Koppel (2012) and Akiva and Koppel (2013) and assign 200 to V.

For interpretative purpose, we will exploit the bible books of Ezekiel and Job to create

a merged document. The bible book of Ezekiel contains 1,273 sentences and the bible

book of Job contains 1,018 sentences. We use this example of a merged document to

clarify each step of our proposed framework. We also use this merged document to work

out the values of parameters used in our approach. We create the merged document

using the procedure described above. In the merged document, there are 2,291 sentences

in total and there are hence 20 transitions from Ezekiel sentences to Job sentences and

from Job’s to Ezekiel’s.

3.3 Segmentation, Feature Representations and Cluster-

ing

For Step 1 of our approach shown in Section 3.2, we divide the merged document into

segments. Each segment has v sentences. The value of parameter v is chosen in a way

that the division of the document can generate segments with a sufficient length to

reflect the authors’ writing styles, and also, it should result in an adequate number of

segments (so as to be employed later to form a training dataset for the Naive Bayesian

classifier). In the Ezekiel-Job merged document, we set the value of v to be 30 because

we get the highest purity result with this value as shown in Table 3.2. Table 3.2 shows

the purity result obtained by applying our approach using different values of v on the
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Table 3.1: The clustering results of segments in the Ezekiel-Job document

Segments Cluster 1 Cluster 2

Ezekiel 34 0

Job 0 27

Mixed 8 8

Total 42 35

Ezekiel-Job merged document. Table 3.2 illustrates also the influence of changing the

value of v on the purity results. A large value of v (indicating long segments) does

not give a preferable result since the number of segments is not enough for training a

supervised learning in this case. On the other hand, a small value of v (corresponding

to short segments) does not produce superior result since the length of segments is not

adequate for representing the authors’ writing styles in this case. As a result, we get 77

segments of 30 sentences each (except for the last segment which has only 11 sentences).

In these 77 segments, 34 segments are written by Ezekiel, 27 segments are written by

Job and 16 are mixed segments written by Ezekiel and Job.

For Step 2 of our approach, we represent each segment using a binary vector that reflects

all words that appear at least three times in the document. In the Ezekiel-Job merged

document, we represent all 77 segments using a binary vector that reflects all words that

appear at least three times in the document.

In Step 3, the Gaussian Mixture Models (GMMs) are applied in order to cluster the

segments (i.e., feature vectors) to N multivariate Gaussian densities. The GMMs are

trained using the iterative Expectation-Maximization (EM) algorithm. More details

about the GMMs can be found in Section 2.4. In the Ezekiel-Job document, the 77

segments (34 Ezekiel’s segments, 27 Job’s segments and 16 mixed segments) are clustered

by using the GMMs into two multivariate Gaussian densities. We set the value of N to

be two (Ezekiel and Job). The results of this clustering are shown in Table 3.1.

We find that all 34 Ezekiel segments are clustered in Cluster 1 (Ezekiel cluster), and all

27 Job segments are clustered in Cluster 2 (Job cluster). Mixed segments are divided

equally between the two clusters. Note that the recalls of both clusters are 100%, and

the precisions are 81% and 77% in Cluster 1 and Cluster 2, respectively.
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Table 3.2: Purity results of applying our approach in the Ezekiel-Job document using different values of segment length (v) and different values of
vital segments percentage (s)

Vital Segments percentage (s)

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

5 84.2% 88.7% 88.9% 87.8% 86.3% 86.4% 86.9% 87.1% 86.3% 85.0%

10 85.6% 90.7% 91.2% 90.1% 88.5% 88.7% 89.6% 90.6% 90.8% 90.0%

15 88.9% 92.1% 93.4% 90.5% 90.0% 91.2% 92.8% 93.2% 93.5% 94.3%

20 81.2% 96.2% 97.9% 98.1% 96.6% 97.5% 98.2% 98.5% 98.7% 98.7%

Segment 25 82.1% 97.2% 97.7% 94.1% 91.4% 93.0% 92.2% 92.1% 94.1% 95.2%

length 30 87.4% 95.2% 95.4% 96.0% 96.9% 96.8% 97.0% 99.0% 97.4% 97.7%

(v) 35 83.0% 91.3% 96.1% 96.5% 96.6% 96.5% 96.6% 97.7% 98.0% 97.6%

40 63.7% 72.9% 80.3% 85.2% 84.9% 85.0% 86.9% 86.3% 87.3% 87.2%

45 55.4% 73.1% 97.2% 98.5% 98.8% 98.5% 98.5% 98.7% 98.3% 97.6%

50 57.8% 55.7% 60.1% 82.0% 82.8% 86.0% 88.3% 87.5% 88.3% 87.7%

55 53.6% 53.8% 67.9% 81.1% 85.4% 85.1% 86.0% 86.9% 86.8% 82.3%



Chapter 3. Unsupervised Decomposition of a Multi-Author Document Based on
Naive-Bayesian Model 63

Based on the Gaussian component that a segment is clustered to during the above

clustering process, each segment is given a label. The segments of each class (noting

that, the term ‘cluster’ is now substituted with ‘class’) will be filtered in the next section

by applying the proposed Segment Elicitation procedure. The filtered segments will be

used later to form a training dataset for the Naive Bayesian classifier.

3.4 Segment Elicitation Procedure and Feature Re-vectorization

For Step 4 of our approach shown in Section 3.2, all of the segments in all clusters

are re-vectorized using the binary representation of the 1500 most frequently-appeared

words in the document.

For Step 5 of our approach, a Segment Elicitation procedure is proposed. The key idea

is to choose only the segments from a cluster that can best represent the writing style

of the cluster. We call these selected segments vital segments.

The vital segments have the following two features. First, they can represent the ex-

pressive style of a specific cluster. Second, they can distinguish the writing style of that

cluster from other clusters. After all, the purpose of this procedure is to find the vital

segments of each cluster to form a training dataset for the supervised learning in Step 7

of the approach.

To find the vital segments of each class, we consider the differences in the posterior

probabilities of each segment according to the other classes. The posterior probability

of segment x in class ci, where i ∈ {1, 2, · · · , N}, is computed using the Naive-Bayesian

model as shown in Eq. 3.1. We assume that the features are mutually independent.

More details about the Naive-Bayesian model can be found in Section 2.2.

p(ci|x) =
p(ci)p(x|ci)

p(x)
, i ∈ 1, 2, · · · , N, (3.1)

where the likelihood probability of the segment, p(x|ci), is estimated as follows.
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p(x|ci) =
D∏
d=1

p(xj |ci). (3.2)

For a given class ci, i ∈ {1, 2, · · · , N}, if any one of the D features of segment x does

not exist, then the probability value in Eq. 3.2 becomes zero. In order to avoid this

probability value from becoming zero, the Laplace Smoothing as shown in Eq. 3.3 is

used to regularize this value:

p(xj |ci) =
ndi + 1

ni +D
, (3.3)

where ndi is the number of times that feature xd (i.e., word d) occurs in a segments of

class i, ni is the number of segments of class i and D is the dimension of the segment’s

features.

The computation of the likelihood probability of segment x in Eq. 3.2 needs D mul-

tiplication operations. Note that p(x|ci) has a value between 0 and 1. Floating point

underflow may occur when the multiplication operations are performed. Therefore, we

change the multiplication operations to addition operations by taking logarithms on

both sides of Eq. 3.2. We do the same to Eq. 3.1.

For a given segment, its posterior probability p(ci|x) of a class provides a good indication

in determining the importance of the segment in the class. However, there are some

segments which posterior probabilities are high in more than one class, so these segments

cannot be used to infer which class the segments should belong to and hence are not

good features to distinguish between the classes. Therefore, we proceed to remove this

type of segments to obtain the vital segments based on their posterior probabilities.

For each segment x in a class, the difference between its posterior probability of the

class and its maximum posterior probability of all other classes is computed. We are

looking for segments that have high posterior probabilities of their classes and have low

posterior probabilities of other classes. We select s% of the segments from each class as

vital segments that have the biggest differences mentioned above. Here, the percentage

of the segments to be selected in each class, s, should be chosen carefully for the optimal
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extraction of vital segments and feature representation of a class. Furthermore, the

number of vital segments should be large enough to form a training dataset for the

supervised learning in Step 7.

In the Ezekiel-Job document, Cluster 1 is the Ezekiel class and Cluster 2 is the Job

class. There are 42 segments assigned into the Ezekiel class, of which only 34 of them

(i.e. 81%) are correctly assigned and 8 are the segments mixed from the Ezekiel and Job

documents. There are 35 segments assigned to the Job class, of which only 27 of them

(i.e. 77%) are correctly assigned and 8 are the segments mixed from the Ezekiel and

Job documents. From each class, 80% of the segments that have the biggest differences

are selected and used as vital segments. Table 3.2 lists the final purity results using

different percentage values for testing on the Ezekiel-Job document. Table 3.2 shows

that 80 percent produces the highest purity. As a result, we get 34 vital segments for

the Ezekiel class and 28 vital segments for the Job class. Of the 34 vital segments in

Ezekiel class, 30 are truly written by Ezekiel, and of the 28 vital segments in Job class,

25 are truly written by Job. As a result, the precisions of Ezekiel class and Job class

are increased to 88.2% and 89.3%, respectively.

The vital segments for two classes are used in the next section to train the supervised

classifier which can best classify each sentence to the correct author’s class.

3.5 Supervised Learning

For Step 6 of our approach shown in Section 3.2, the vital segments are represented in

terms of the frequencies of all words that have appeared at least three times in the whole

document.

In Step 7, the Naive-Bayesian model is applied to learn a classifier. The goal of the

classifier is to classify each sentence in the document into one of the N classes. The

classifier is trained using the vital segments for the N classes.

In Step 8, the classifier is used to predict the class label ci of each sentence in the

document. In the Ezekiel-Job document, the Naive-Bayesian model is used to learn a
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classifier. We use the 62 vital segments for the two classes (i.e., the Ezekiel and Job

classes) to train the supervised classifier.

The learned classifier is used to classify all sentences in the merged document into the

Ezekiel class or the Job class. We find that 93.2% of all sentences of Ezekiel and Job

classes are correctly classified. The results of the classification are shown in Table 3.3.

Table 3.3: The purity results of sentences in the Ezekiel-Job document

Ezekiel Class Job Class

Ezekiel Sentences 1,208 65

Job Sentences 92 926

As shown in Table 3.3, the purity results are not satisfactory enough because there are

still 157 misclassified sentences in total. We have observed that the misclassification is

mainly due to the following two reasons.

1. Some sentences may not have sufficiently discriminative features to be correctly

classified into a class.

2. There may be a case that one sentence shares some features used to classify two

or more classes so that the posterior probabilities of these classes for the sentence

are close. These sentences may not have been classified with a high confidence and

have hence led to a misclassification.

In the next section, a probability indication procedure is presented and applied in order

to enhance the purity result of the Naive-Bayesian classifier.

3.6 Probability Indication Procedure

For Step 9 of our approach shown in Section 3.2, a probability indication procedure is

proposed based on the following five criteria.

1. Any sentence in the document is considered as trusted sentence if its posterior

probability in its class is greater than its posterior probabilities in all other classes

by more than a threshold q. Thereupon, every trusted sentence holds its class.
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2. If the first sentences in the document are not deemed to be trusted sentences, then

they are assigned to the same class of the first trusted sentence that follows them.

Figure 3.2 illustrates this criterion.

3. If the last sentences in the document are not deemed to be trusted sentences, then

they are assigned to the same class of the last trusted sentence that precedes them.

Figure 3.2 illustrates this criterion.

4. If a group of unassigned sentences is located between two trusted sentences which

have the same class, then all of the sentences in that group are assigned to the

same class of these trusted sentences. Figure 3.3 illustrates this criterion.

5. If a group of unassigned sentences is located between two trusted sentences which

have different labels, then the best separating point in that group is detected to

separate it into two subgroups, left and right subgroups. The left subgroup is

assigned to the same label of the last trusted sentence that precedes it and the

right subgroup is assigned to the same label of the first trusted sentence that

follows it. Figure 3.4 illustrates this criterion.

Figure 3.2: The illustration of criteria 2 and 3 of the proabability indication proce-
dure. TSci and TScj are trusred sentences for classes ci and cj , respectively.

In the Ezekiel-Job document, by setting the value of q to be 5.0, 98.8% of the Ezekiel

sentences and 99.1% of the Job sentences are correctly labeled. The overall purity

result of all sentence classification is 99.0%. Table 3.4 shows the number of classified

Figure 3.3: The illustration of criterion 4 of the proabability indication procedure.
TSci is a trusred sentence for class ci.
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Figure 3.4: The illustration of criterion 5 of the proabability indication procedure.
TSci and TScj are trusred sentences for classes ci and cj , respectively.

sentences and the number of correctly classified sentences based on the five criteria of

the probability indication procedure in the Ezekiel-Job document.

Table 3.5 shows the purity results obtained by using different values of q on the Ezekiel-

Job document. It is clear that our approach achieved highest purity results when we set

5.0 to q.

3.7 Experiments

In this section, the performance of the proposed approach is evaluated and compared

with state-of-the-arts on three benchmark datasets widely used for authorship detec-

tion. We have used these datasets because the author of each document is known with

certainty and because they are canonical datasets that have served as benchmarks for

Koppel et al. (2011a), Akiva and Koppel (2012) and Akiva and Koppel (2013).

In this thesis, experimental results are evaluated by using Purity (Zhao and Karypis,

2001; Manning et al., 2008b; Amigó et al., 2009). The purity measure focuses on the fre-

quency of the most common category in each class. Assuming that L = {L1, L2, · · · , LN}

is the set of classes to be evaluated, U = {U1, U2, · · · , UN} is the set of categories, N is

the number of classes (or categories) to be evaluated, and T is the number of observa-

tions, the purity is computed by taking a weighted average of maximal precision values,

as shown in Eq. 3.4:

Purity =

N∑
i=1

(
|Li|
T

max
j
P (Li, Uj))× 100%, (3.4)
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Table 3.4: The classified sentences and correctly classified sentences of the Ezekiel-Job document by applying the five criteria of the probability
indication procedure

Criterion Number
Ezekiel Class Job Class

Classified Correctly Classified Classified Correctly Classified

Criterion 1 923 922 404 399

Criterion 2 0 0 0 0

Criterion 3 0 0 41 41

Criterion 4 328 328 525 519

Criterion 5 16 8 54 50

Total 1,267 1,258 1,024 1,009

Table 3.5: The purity results obtained by using different values of q in Criterion 1 of the probability indication procedure on the Ezekiel-Job
document

q = 1.0 q = 2.0 q = 3.0 q = 4.0 q = 5.0 q = 6.0 q = 7.0 q = 8.0 q = 9.0

Purity 96.4% 98.3% 98.8% 98.8% 99.0% 98.8% 98.3% 97.1% 96.8%
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where P represents the precision of a class Li for a given category Uj and is defined as:

P (Li, Uj) =
|Li ∩ Uj |
|Li|

. (3.5)

3.7.1 Datasets

We use four datasets to test our approach and show the adaptability of our approach to

different types of documents.

The first dataset, referred to as “The Becker-Posner Blog” (www.becker-posner-blog.

com), is a group of 690 blogs written by the Nobel Prize winning economist Gary Becker

and the legal scholar and federal judge Richard Posner, where each blog contains on

average 39 sentences. The Becker-Posner Blog was started in 2004 to discuss current

issues of law, economics and policy in a dialogic format. It provides a good basis for

inspecting the performance of various approaches on documents where the topics among

authors are not differentiated. That means, we cannot rely on the topics to help us

distinguish the authors.

We test our approach on the second dataset, a group of 1,182 New York Times articles.

These articles, having diverse topics, were written by four columnists (see Table 3.6).

We use this corpus in order to evaluate the performance of the proposed approach on

documents that are written by more than two authors (i.e., three or four authors).

Table 3.6: Statistics of the New York Times articles.

Columnist Name Number of Opinion
Articles

Number of Sentences

Thomas Friedman (TF) 279 11,230

Maureeen Dowd (MD) 299 11,660

Paul Krugman (PK) 331 12,634

Gail Collins (GC) 273 11,327

www.becker-posner-blog.com
www.becker-posner-blog.com
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The third dataset tested is a group of five biblical books written by five authors (see

Table 3.7). These books are related to two genres of literature, wisdom and prophetic.

Note that, we adopted biblical books for three reasons. First, this corpus is highly mo-

tivated, since various researchers have been working on authorship analysis of biblical

literature for centuries. Second, written in Hebrew language, this corpus gives an oppor-

tunity to test non-English documents. Third, because the five bible books are related

to two literatures, it allows to evaluate the effectiveness of our approach in documents

created by merging two books of the same literature.

Table 3.7: Statistics regarding the five Bible books.

Author Name Chapter
Numbers

Literature Genre Number of Sentences

1 Proverbs (Prov) 1-31 Wisdom 915

2 Jeremiah (Jer) 1-52 Prophetic 1,364

3 Ezekiel (Eze) 1-48 Prophetic 1,273

4 Isaiah (Isa) 1-35 Prophetic 676

5 Job 3-41 Wisdom 1,018

In order to show that the proposed approach can work with authentic documents, we

test the proposed approach on a very early draft of a scientific paper1 produced by two

Ph.D students (Students A and B) in our research team. To use this document, we

have ignored all the figures as well as all metadata (e.g., titles, author names, references

and citations). The paper consists of 313 sentences and has 6 sections (including the

Abstract and Conclusion). Each author has written 3 sections. Student A has written

41.9% of sentences of the paper (i.e., 131 sentences) and Student B has written 58.1%

of sentences of the paper (i.e., 182 sentences).

3.7.2 Experimental Results

We conduct our experiments on four different datasets, each dataset has its character-

istics which yield us to use it. In our experiments (excluding the fourth dataset), the

1The paper is entitled “Cryptography-Based Secure Data Storage and Sharing Using HEVC and Public
Clouds” and is available online.
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Table 3.8: Purity comparison on a document of Becker-Posner Blogs. Approaches
compared: 1- Akiva and Koppel (2012), 2- Akiva and Koppel (2013) and 3- Our ap-

proach.

Document 1 2 3

Becker-Posner Blogs 94.0% 94.9% 96.6%

merged documents are created in the same way as we have discussed before (i.e., Sec-

tion 3.2). We use the same values of the parameters as we have used in the Ezekiel-Job

document. We use our proposed approach in these datasets where the objective is to

decompose the multi-author document into N groups according to the authorship.

3.7.2.1 Results on Becker-Posner Blogs Dataset (Controlling for Topic)

In the first dataset, each author has written for a lot of different topics, and there have

been some topics taken by both authors. Therefore, there is no topic indication to

distinguish between the two authors. We have achieved a purity result equal to of 96.6%

when testing on this dataset. This result is gratifying in this merged document that has

more than 246 transitions between sentences written by the two authors and more than

26,900 sentences.

In Table 3.8, we show the comparison between our approach and the approaches in Akiva

and Koppel (2012) and Akiva and Koppel (2013). As shown in Table 3.8, the purity

result of our approach is higher than that of the other two approaches.

3.7.2.2 Results on New York Times Articles Dataset (N ≥ 2)

This dataset contains articles written by four authors. First, we test our approach using

the merged documents created by any pair of the four authors. Table 3.9 shows the

purity results of the six documents created by merging any pair of the four authors and

the number of turns between authors in each document.
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Table 3.9: The purity results of documents created by merging any pair of the four
New York Times columnists using our proposed approach.

Document No. of
Turns

Our Proposed
Approach

1 TF-PK 251 95.6%

2 GC-PK 253 93.7%

3 GC-TF 242 96.1%

4 MD-PK 255 95.5%

5 MD-TF 249 93.3%

6 MD-GC 251 93.8%

As shown in Table 3.9, the results are noticeable and range from 93.3% to 96.1%. For

comparison, the result can be as low as 88.0% when applying the approach in Akiva and

Koppel (2013) on some of the merged documents.

To prove that our approach can also work well with merged documents written by more

than two authors, we have created merged documents written by any three of these four

authors and formed four merged documents. We have also created a merged document

written by all four New York Times authors. Then, we apply our approach on these

documents. In Figure 3.5, we show the purity results of our approach for segmentation

on these documents. It is obvious that our approach achieves high purity results even

when the documents are written by more than two authors. Furthermore, Figure 3.5

compares our results with the results achieved by Akiva and Koppel (2012) and Akiva

and Koppel (2013). It shows that our approach has given consistent results and better

performance than the approaches of Akiva and Koppel (2012) and Akiva and Koppel

(2013).

3.7.2.3 Results on the Biblical Books Dataset

In these experiments, we use two literature types of biblical books. We create merged

documents written by any pair of authors. The resulted documents may belong to either

the same literatures or different literatures (see Table 3.7).
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Figure 3.5: Purity results of the approaches proposed by Akiva and Koppel (2012),
Akiva and Koppel (2013) and our proposed approach using documents created by three

or four New York Times authors.

Table 3.10: Purity comparison on documents composed by merging two biblical books
of different literatures. Approaches in comparison: 1- Koppel et al. (2011a), 2- Akiva
and Koppel (2013), 3- Akiva and Koppel (2013)- SynonymSet, 4- Our Proposed Ap-

proach.

Document 1 2 3 4

Jer-Prov 72.7% 97.0% 75.0% 99.0%

Isa-Job 82.2% 98.7% 89.1% 98.7%

Eze-Prov 76.6% 98.7% 90.8% 97.9%

Isa-Prov 70.4% 95.0% 85.0% 97.9%

Eze-Job 85.9% 98.7% 95.0% 99.0%

Jer-Job 87.3% 98.0% 93.1% 97.8%

Overall 79.2% 97.7% 88.0% 98.4%

In Tables 3.10 and 3.11, we show the purity results achieved by applying the proposed

approach on the documents created by merging two biblical books of different literatures

(Table 3.10) and the documents created by merging two biblical books of the same

literature (Table 3.11), respectively. In both cases, the purity results of the proposed

approach are compared with the approaches of Koppel et al. (2011a), Akiva and Koppel

(2013) and Akiva and Koppel (2013)-SynonymSet. The purity results of the approach

of Akiva and Koppel (2012) are used further for comparison in Table 3.11.
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Table 3.11: Purity comparison on documents composed by merging two biblical books
of the same genre. Approaches in comparison: 1- Koppel et al. (2011a), 2- Akiva and
Koppel (2012), 3- Akiva and Koppel (2013), 4- Akiva and Koppel (2013)-SynonymSet,

5- Our Proposed Approach.

Document 1 2 3 4 5

Job-Prov 84.5% 84.9% 93.9% 82.0% 95.2%

Jer-Eze 82.0% 87.6% 96.6% 95.9% 97.0%

Isa-Jer 71.8% 63.4% 66.7% 82.7% 71.0%

Isa-Eze 78.9% 76.0% 80.0% 88.0% 82.7%

Overall 79.3% 78.0% 84.3% 87.2% 86.5%

As shown in Table 3.10, the results using our proposed approach in the documents

created by merging two bible documents of different literatures are interesting with

purity results ranging from 97.8% to 99.0%. Table 3.10 also shows that the overall

purity result of our proposed approach is remarkably better than those obtained using

the approaches of Koppel et al. (2011a), Akiva and Koppel (2013) and Akiva and Koppel

(2013)-SynonymSet. In Table 3.11, it is clear that the purity results obtained with our

approach in the documents created by merging two bible documents of the same are

encouraging. Furthermore, Table 3.11 shows that the purity results achieved by our

approach is higher than those obtained using the approach of Koppel et al. (2011a),

Akiva and Koppel (2012) and Akiva and Koppel (2013), and less than that obtained

using the approach of Akiva and Koppel (2013)-SynonymSet. Note that, two of them,

i.e., Koppel et al. (2011a) and Akiva and Koppel (2013)-SynonymSet, are specially

developed for biblical books only, and not applicable for other documents.

3.7.2.4 Results on Authentic Document

In order to examine the performance of the proposed approach on non-artificial docu-

ments, a scientific paper initially written by two PhD students (Students A and B) is

used. We apply our approach on the scientific paper to decompose the 313 sentences of

the paper into two authorial components. Our proposed approach obtains a purity of

92.0% on the scientific paper. It is noticeable that the purity result obtained using the

proposed approach on a non-artificial, scientific paper is very promising.
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3.8 Summary

This chapter has proposed an unsupervised method for decomposing a multi-author

document by authorship. It is assumed that no information about the document and

the authors is available. The segment elicitation procedure, which aims to exploit the

differences in the posterior probabilities of the Naive Bayesian model, is applied in order

to select vital segments of each cluster. These selected vital segments are used to train

a more effective classifier. The probability indication procedure is proposed in order

to enhance the purity of sentence classification process. The procedure consists of five

criteria. It works by selecting trusted sentences from the document and using them

to re-classify each sentence of the document into the author’s class. The approach has

been tested using four datasets, of which every one has its own characteristics. It is clear

that the approach has achieved significantly high purity results in these datasets, even

when there is no topic indication to differentiate sentences between authors, and when

the number of authors exceeds two. Our results tested on these datasets have shown

significantly better than those using the approaches in Koppel et al. (2011a), Akiva

and Koppel (2012) and Akiva and Koppel (2013). Furthermore, the approach can also

compete with the approach proposed in Akiva and Koppel (2013)-Synonyms, which is

only valid for Bible documents.

In the next chapter, the proposed approach presented in this chapter will be further

extended and an unsupervised, hierarchical Naive Bayesian framework for authorship-

based multi-author document segmentation will be presented.

For brevity, in the following chapters of this thesis, we denote the proposed approach

presented in this chapter by Proposed-1.



Chapter 4

An Unsupervised Hierarchical

Framework for Authorship-based

Segmentation of a Multi-Author

Document

Segmenting a document collaboratively written by multiple authors into distinct au-

thorial components plays an increasingly important role in many applications and has

great significance on security and forensic investigation. Despite its value, there is very

little work reported. Existing approaches have limitations on topics, specific languages,

styles of writing, or requiring the availability of the profiles of authors. In this chapter,

we formulate our proposed unsupervised Naive-Bayesian-based approach (i.e., Proposed-

1), which is presented in Chapter 3, into a general unsupervised, hierarchical learning

framework. During the first level of learning, we first look at a consecutive number of

sentences (i.e., segments) and cluster them based on the writing styles reflected by the

group of sentences. The clustering results are used in a probability-based segment elici-

tation procedure to select the most discriminative segments (i.e., significant segments),

which are then employed to train the first stage classifier. Based on the initial classifi-

cation results, we further create a new, more accurate training dataset and perform a

second level of learning based on selected trusted sentences. The key novelty and benefit

77
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of the two-level hierarchical learning framework lies in two main aspects: 1) We start

from estimating the writing styles reflected by segments and produce the initial class

information of data; 2) Then, we take advantage of the difference in the posterior prob-

abilities of the Naive-Bayesian model and create meaningful training datasets with a

high precision for the use of accurate supervised learning. We evaluate the performance

of the proposed approach on three benchmark datasets widely used for authorship anal-

ysis. A scientific paper is also used to demonstrate the performance of the approach

on authentic documents. Experimental results show the superior performance of the

proposed approach over the state-of-the-arts.

4.1 Introduction

With the wide availability of online communication facilities, documents collaboratively

written by multiple authors are widely deployed in the internet. Co-authored documents

can be found in books, academic papers, academic thesis and blog posts. Segmenting

a multi-author document into distinct authorial components thus plays an increasingly

important role in many applications, such as for forensic investigation (Abbasi and

Chen, 2005; Grant, 2007), plagiarism detection (Zu Eissen et al., 2007), civil law (i.e.,

disputed copyright issues) and commercial purpose (e.g., defining authors’ contributions

in multi-author documents).

Many approaches have been reported to handle various problems related to document

segmentation. Some of these approaches are based on segmenting the document accord-

ing to topics instead of authors. For example, the works reported in Chen et al. (2009),

Rosen-Zvi et al. (2010), Joty et al. (2013) and Savoy (2013a) have applied the probability

topic model Hofmann (1999) for topic-based segmentation. The work of Han et al. (2014)

has considered the text segmentation according to author’s location. It has applied a

number of feature selection methods to identify location indicative words. The works

described in Koppel et al. (2006), Iqbal et al. (2013), Schaalje et al. (2013) and Segarra

et al. (2014) are for identifying the author of a document written by only a single author.

It was assumed that those single authors were known. In order to assign a document to

its author, supervised learning approaches were utilised to learn the distinctive profiles of
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individual authors, based on labelled training data. Accordingly, the approaches applied

various classifiers to determine the most likely or most unlikely author given an anony-

mous document. The classifiers that can be applied include Naive-Bayesian model (Peng

et al., 2004; Savoy, 2013a), Support Vector Machine (SVM) (Abbasi and Chen, 2008;

Stamatatos, 2008) and decision trees (Zheng et al., 2006; Koppel et al., 2009b). In many

cases, a distance measure, such as Delta rule (Jockers and Witten, 2010; Savoy, 2013a)

and Chi-square distance (Grieve, 2007; Luyckx and Daelemans, 2008; Savoy, 2013b),

was defined and employed as a similarity measurement to determine the author of an

anonymous document. The most likely author of a document is the one that corresponds

to the smallest distance. Later, semi-supervised (Qian et al., 2014) and unsupervised

(Layton et al., 2013) approaches were proposed to cluster single-authored documents

according to authorship with unlabelled data and had achieved good results. The work

of Daks and Clark (2016) has proposed an unsupervised technique for clustering a col-

lection of documents according to their authorships. However, they have supposed that

each document has been written by only one author.

However, for segmenting a document written by multiple authors according to the au-

thorship, there is very little work reported. In Graham et al. (2005), the authors pre-

sented a supervised method for segmenting a document into authorial components as-

suming that each paragraph in the document was written by one single author. The

work in Koppel et al. (2011a) considered the segmentation of a multi-authorship docu-

ment, where each paragraph was not necessarily written by a single author. However,

this approach dealt with documents in Hebrew language only and thus could only be

applied on particular types of documents such as Bible books written in Hebrew. Fur-

thermore, this method required the concordance between synonyms. Another limitation

of the approach is that it deals with only the documents artificially combined from two

Bible books written by two authors respectively. These shortcomings were mitigated

in Akiva and Koppel (2012) and a new unsupervised method was proposed relying on a

distance measurement in a clustering and classification process. However, the resultant

accuracy was not satisfactory. Later, Akiva and Koppel (2013) further extended their

work in Akiva and Koppel (2012) and developed a generic unsupervised method. The

performance of this method degraded rapidly when the number of authors increased.
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In Giannella (2015), the author addressed the problem of unsupervised decomposition

of a multi-author document, but the approach had only been tested on documents where

the number of switches between the authors was very small. Moreover, the performance

of the approach was very sensitive to its parameter setting.

To address the above-mentioned limitations, in this chapter, we aim to develop an un-

supervised approach for separating out distinct authorial components of a multi-author

document based on authorship. This approach should be able to handle documents of

any types and any topics written by any number of authors, requiring no extra infor-

mation about the document’s context or authors’ writing profiles. Precisely, suppose

there are N authors who have collaborated in creating a document. It is assumed that

each sentence is completely written by only one of the N authors. Our objective is to

segment the document into N authorial components, so that sentences that are written

by one author are grouped in one component.

To solve this problem, in Chapter 3, we have proposed a Naive-Bayesian-based approach

for segmenting a multi-author document according to authorship. The approach, which

is completely unsupervised, has been demonstrated to be able to differentiate sentences

(instead of paragraphs) in a document of any types and any topics according to au-

thorship, even when the number of authors increase. Following this direction, in this

chapter, we further develop the idea and formulate it into an unsupervised, hierarchical

Naive Bayesian framework for multi-author document segmentation. The two proce-

dures, namely the segment elicitation procedure and probability indication procedure,

originally proposed in Chapter 3 for the one-level approach are now creatively modified

and used in two levels respectively in this chapter.

As a highlight, the new contributions of this chapter are as follows.

• We formulate our previously proposed unsupervised Naive-Bayesian-based ap-

proach, which is presented in Chapter 3, into a more general unsupervised, two-

level hierarchical learning framework. In this two-level learning framework, the

purpose of the first level of learning is to generate a discriminative training dataset
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from the unlabeled input data using a modified probability-based segment elicita-

tion procedure, and use it to train the first-stage classifier. The results of the first-

stage classifier are utilised to generate a new but more accurate training dataset,

which is then used for training the second-stage classifier in order to achieve better

purity results.

• Under this framework, in this chapter, we propose a second level learning, which

is based on the initial classification results of the first level. We further extend our

idea of the modified probability-based segment elicitation procedure and identify

the most trusted sentences to create a more accurate and discriminative dataset

of sentences for the second level learning. Then, a modified probability indication

procedure is applied to refine the outcomes.

• Different from our approach presented in Chapter 3, the proposed approach em-

ploys the Bernoulli distribution to effectively model the conditional probabilities

of words of a document.

• Last but not the least, more comprehensive experiments are conducted to demon-

strate the superior performance of our approach on both artificial benchmark

datasets and authentic scientific documents. When tested on single-topic docu-

ments, the proposed approach has also achieved very promising results, showing

its independence on the topic of the document.

The rest of the chapter is organised as follows. Section 4.2 gives the overview of the

proposed framework. This is followed by Sections 4.3 and 4.4 describing the two levels of

learning respectively. Finally, experimental results are presented in Section 4.5. Finally,

Section 4.6 presents the summary of the chapter.

4.2 Framework of the Proposed Approach

Figure 4.1 shows the proposed framework.
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Figure 4.1: The proposed two-level, unsupervised learning framework.
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As shown in Figure 4.1, in order to estimate the writing styles of authors from unlabelled

input data, we first divide a multi-author document into segments and extract features

vectors from these segments. The vectors are then clustered into N clusters aiming at a

high recall rate for each cluster. With the clustering results, the most significant vectors

from each cluster that can represent authors’ writing styles are then selected, referred to

as significant segments, using a modified probability-based segment elicitation procedure.

These significant segments, bearing the labels of their corresponding clusters, are then

used to train the first-stage classifier. This initial first-stage classifier is then applied to

classify all sentences in the document, so the first level, namely unsupervised learning,

concludes. During the second level of learning, with the classification results of the first

level learning, a procedure based on posterior probability of each sentence’ classification

score is applied to generate a more accurate training dataset to train the second-stage

classifier. In the end, a re-classification process is performed on all sentences in the

document using the second-stage classifier. Finally, using the results of the second

classification, a modified probability-based refinement procedure is applied to further

improve the accuracy performance of the classification.

In the following two sections, we illustrate our proposed approach based on the two

levels of learning described above.

4.3 First Level Learning

4.3.1 Segmentation, Feature Extraction and Clustering

In order to carry out clustering based on authors’ writing styles, we first divide the

merged document into segments, each containing v consecutive sentences from the doc-

ument. The number of sentences in each segment (i.e., v) is estimated according to the

number of sentences in the document. We set 30 and 10 to v for a long document (con-

tains more than or equal to 500 sentences) and a short document (contains fewer than

500 sentences) respectively. Note that, the length of the segment, v, is selected in a way

that the decomposition of the document can produce segments with a sufficient length
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to reflect the authors’ writing styles, and also, it should provide an adequate number of

segments (so as to be used later to form a training dataset in the first level learning).

Each of these segments is then represented in a vector formed in the way shown below

so as to be clustered into components, each representing a different author’s writing

style. We use all words appearing at least three times in the document as features. We

use a binary vector, of which each bit represents whether an individual feature (i.e., a

word in the feature set) does or does not occur in the segment. Note that, the binary

nature of the feature set is critical and important. The advantages of using a binary

vector representation has been seen in Koppel et al. (2011a) from the fact that the use

of frequencies of common words (instead of a binary vector) to represent a segment fails

completely for clustering segments according to authorship.

Then, we apply the Gaussian Mixture Models (GMMs) to cluster the feature vectors

to N multivariate Gaussian densities. Our experiments have shown that the GMMs

clustering technique is a powerful and robust technique even when the number of the

models increases. The GMMs clustering technique is discussed in Section 2.4.

4.3.2 Modified Segment Elicitation Procedure

With the initial clustering results, we can assign labels to the segments in each cluster to

bear the labels of their cluster. These segments can then be used to produce a dataset

for supervised training.

However, there are some segments mistakenly-assigned to a wrong cluster during the

clustering process. These mistakenly clustered segments only confuse the writing styles

reflected by other segments in the cluster, so they should be removed. Ideally, only the

correctly clustered segments in each cluster are to be retained and selected to form the

training dataset. Moreover, the segments that reflect the writing styles of more than one

author may lead to confusion in differentiating the writing style of different clusters and

must be removed as well. Thus, we propose to identify the most representative segments

in terms of authors’ writing styles and then form a labelled training dataset.
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We first represent all segments in all clusters as binary vectors using a feature set con-

taining some most frequently-appearing words in the document. We have experimentally

compared the impact of the number of the frequently-appearing words on the purity re-

sults, and found choosing 1500 most frequently-appearing words performed best on all

our tested documents. Then, segments in each cluster are filtered, and only the segments

that can best represent the writing style of the cluster are chosen. The writing style of a

specific cluster represents the writing style of a specific author. We call these segments

significant segments.

Let us again denote each segment as x, where x is an D-dimension binary vector, i.e., x

= {x1, x2, · · · , xD}, with D equal to 1500 here. For simplicity, we use ‘segment’ to refer

the feature vector of the segment when there is no ambiguity. Henceforth, we deem all of

the segments as labelled, based on the results of the clustering obtained in Section 4.3.1.

The segments that are assigned into one cluster are considered as segments having the

same label different from the labels assigned to other clusters. Therefore, each segment x

is considered to be classified into one of the N classes, denoted by C = {c1, c2, · · · , cN}.

For each segment x in a class ci, i ∈ {1, 2, · · · , N}, the posterior probability of a class

for the given segment, p(ci|x), is computed using the Naive-Bayesian theorem as:

p(ci|x) =
p(ci)p(x|ci)

p(x)
, i ∈ 1, 2, · · · , N. (4.1)

More details about the Naive-Bayesian model can be found in Section 2.2.

Different from the segment elicitation procedure presented in Chapter 3, where the

non-occurring words within each segment are completely ignored for estimating a con-

ditional probability of the segment (i.e., p(x|ci)), in this chapter, the Bernoulli distribu-

tion (Evans et al., 2000) is used in order to estimate the segment conditional probability

where the presence and absence of words within the segment are taken into account.

The conditional probability of the segment is shown in Eq. 4.2.

p(x|ci) =

D∏
d

θx
d

di (1− θdi)1−x
d
, (4.2)
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where θdi is a probability of class ci to generate the feature (i.e., word) xd. The θdi is

estimated as follows.

θdi =
ndi

ni
, (4.3)

where ndi is the number of times that feature xd (i.e., word d) occurs in a segments of

class i and ni is the number of segments of class i.

To find the significant segments of each class, we consider the differences in the posterior

probabilities of each segment according to the other classes. Expressly, for each segment

in a class, we compute the differences between the posterior probability of that segments

in its class and the maximum posterior probability of that segment in other classes.

Then, we select s% of them which have the biggest differences as significant segments of

that class. We follow our proposed approach presented in Chapter 3 (i.e., Proposed-1)

and assign 80 to s.

4.3.3 First-Stage Classification

The selected significant segments, now with labels, of N classes are then used to train

the first stage classifier so as to classify each sentence in a document into one of the N

classes.

In order to capture the differences among the writing styles reflected by sentences (rather

than segments), which may contain just a few words, a new feature set is created, which

is based on all words (counted once only if they appear twice or more) that appear in

the document. The list of words is used for representing all of the significant segments

of all classes as binary vectors. The multivariate Bernoulli Naive-Bayesian model is then

used to construct a classifier.

Let us assume that the merged document consists of T sentences. The classifier is used

to predict the class label ci, i ∈ {1, 2, · · · , N} of sentence st, where t = {1,2, · · · , T},

using Eq. (4.4) as:
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ĉt ← argmax
ci

p(ci|st), i = 1, 2, · · · , N, (4.4)

where ĉt is the predicted class label of sentence st.

The computation of p(ci|st) is similar to the computation of the posterior probability

shown in Eq. (4.1), with the only difference that the segment x in Eq. (4.1) is replaced

by the sentence st in Eq. (4.4).

4.4 Second Level Learning

The above classification results are obtained based on the initial estimation of labels from

clustering groups (i.e., segments) of consecutive sentences. A more powerful training

dataset with more accurate labels can further improve the classifier’s robustness and

performance. Therefore, with the availability of the high-quality first-stage classifier,

the classification performance can be further improved through a second level supervised

learning.

In this level, we apply a similar idea to create a strengthened dataset for training using

the classification results obtained from the first level learning. Then, the new training

dataset is used to train a new supervised classifier to re-classify each sentence of the

document to a correct author’s class (i.e., second-stage classification).

4.4.1 Generating Training Dataset of Sentences

Different from the procedure of generating supervised training data in the first level,

where the top 80% most significant segments from each cluster are selected, in this

level, trusted sentences are selected based on their posterior probabilities to produce a

strengthened training dataset of sentences. The sentence conditional probability that is

used in estimating the posterior probability of a sentence is also computed by using the

Bernoulli distribution. The new training dataset is produced according to the following

criteria.
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1. Any sentence in the document is deemed as a trusted sentence if its posterior

probability of its class is greater than its posterior probabilities of all other classes

by more than a threshold q1. Each trusted sentence remains in its class and is

added into the new training dataset.

2. If a sentence is the first sentence classified as a trusted sentence in a document,

then all sentences before this sentence are grouped to the same class as the trusted

sentence. All these sentences with the same class label as that of the trusted

sentence are added into the new training dataset.

3. If a sentence is the last sentence classified as a trusted sentence in a document,

then all sentences after this sentence are grouped to the same class as that of

the trusted sentence. All these sentences with the same class label as the trusted

sentence are added into the new training dataset.

4. If two consecutive trusted sentences belong to the same class, then all sentences

between these two sentences are grouped to the same class of the two trusted

sentences and added into the new training dataset.

From the above, we can see that the new training dataset has the following features.

1. The new training dataset contains only the sentences that have a high chance to

possess correct labels. Therefore, the percentage of correctly labelled sentences

in this dataset is high. Our experiments have shown that the precisions of the

correctly labeled dataset in the new training dataset are better than in the previous

training dataset used in the first-stage classification. More details can be found in

the Experiments section.

2. Each feature vector in the new training dataset represents one sentence. By con-

trast, each vector in the training dataset used for the first level learning represents

one segment consisting of v (i.e., 10 or 30) sentences. Therefore, the number of

sentences in the new training dataset is much larger than the number of segments

used in the training dataset for the first level learning.
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The new training dataset is used in the second-stage classification in the next subsection

to reclassify each sentence in the document to an author’s class.

4.4.2 Second-Stage Classification

The new training dataset, created as above, containing more data of higher precision,

is more accurate and can enhance the performance of the training. Therefore, a second

level supervised learning is applied using the new training data. The goal is to learn a

more accurate classifier using the strengthened training data to reclassify each sentence

of the merged document into one of the N classes. Again, a new, second-stage Naive-

Bayesian classifier is learned. The same as before, the newly learned classifier is used to

predict the class label ci, i ∈ {1, 2, · · · , N}, of all sentences in the document using Eq.

(4.4).

4.4.3 Final Refinement

Our experiments show that the performance of the second level supervised learning is

much better than that of the first level unsupervised learning. However, its performance

can still be further improved.

In Chapter 3, a refinement procedure to further improve the purity results of the classifier

has been proposed. This refinement is based on a probability indication procedure. It

selects the most significant and trustful sentences from the classification results and then

uses them to make adjustments and assign each of the potentially misclassified sentences

into one of the N classes.

Following this idea, in this chapter, a modified version of the procedure is proposed to

enhance the purity results from the following aspect: Unlike the original procedure, the

modified version of the procedure takes into account the presence and absence of all

words within the sentence in computing the conditional probabilities of words.

The modified probability indication procedure is based on five criteria. The first four

criteria are the same as mentioned in Sub-section 4.4.1 except that the threshold used
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in Criterion 1 is replaced by a different threshold q2. A fifth criterion is added, which is

stated as follows.

5. If two consecutive trusted sentences belong to different classes, then the sentences

between these two trusted sentences are divided into two parts, at the point where

the posterior probabilities of both parts reach to maximum. All sentences on the

left or right part are assigned to the same class as the trusted sentence on the left

or right, respectively.

4.5 Experiments

To demonstrate the performance of our proposed framework, we test our approach and

compare it with the state-of-the-art approaches on three benchmark datasets widely

used for authorship analysis. Furthermore, since all of the three benchmark datasets

are artificially documents, we also test the proposed approach on an authentic scientific

paper.

4.5.1 Datasets

The three benchmark datasets used for experiments in Chapter 3, i.e., Becker-Posner

blogs, New York Times articles and bible books, are used in this chapter. Furthermore,

the scientific paper that is used in Chapter 3 is also employed in this chapter.

Regarding the first dataset, i.e., Becker-Posner blogs, the work in Giannella (2015)

manually created six single-topic documents from the Becker-Posner blogs in order to

evaluate the performance of his work (see Table 4.1), where each document has sentences

representing only one single topic. In this chapter, we use these documents because each

of these documents has only one single topic, all these documents are short and the total

number of consecutive sentences of each author in these documents is relatively small.

Therefore, this corpus makes the task of distinguishing the sentences in a document,

according to authorship, rather than topics, be more challenging.
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Table 4.1: Statistics of the six single-topic documents created from the Becker-Posner
Blogs.

Topics Author order and number of sentences per author

Traffic Congestion (TC) Becker(57), Posner(33), Becker(20)

Senate Filibuster (SF) Posner(39), Becker(26), Posner(28), Becker(24)

Microfinance (Mic) Posner(51), Becker(37), Posner(44), Becker(33)

Tort Reform (TR) Posner(29), Becker(31), Posner(24)

Profiling (Pro) Becker(35), Posner(19), Becker(21)

Tenure (Ten) Posner(73), Becker(36), Posner(33), Becker(19)

4.5.2 Experimental Results

We evaluate the performance of the proposed approach through a set of experiments

on different documents. In the experiments regarding the three benchmark datasets,

excluding the six single-topic documents on Becker-Posner blogs, we create artificially

merged documents. These documents are created by using the same method that has

been used in Chapter 3 (i.e., Section 3.2). We empirically assign 5.0 to the thresholds

q1 and q2 in the modified probability-based procedure of generating training dataset of

sentences and modified probability indication procedure, respectively.

4.5.2.1 Results on the Becker-Posner Blogs Dataset (Controlling for Topic)

In our first set of experiments, we use 690 blogs written by Becker and Posner to form

merged documents. We apply our experiments regarding this dataset using two types

of documents. The first type contains only a single document that has been used in the

approaches of Akiva and Koppel (2012), Akiva and Koppel (2013) and Proposed-1, and

it is the merged document containing all of the 690 blogs of both authors (i.e., Becker

and Posner) and is created by using the procedure of merging documents. The resultant

merged document has 26,922 sentences in total and there are hence 246 turns from

Becker’s sentences to Posner’s sentences and from Posner’s to Becker’s. The document

covers a lot of different topics, and some of these topics are shared by both authors.

Therefore, the topics are not differentiated according to the authorship. The second
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Table 4.2: Purity results of the document of all Becker-Posner blogs using the ap-
proaches of [1] Akiva and Koppel (2012), [2] Akiva and Koppel (2013), [3] Proposed-1,

[4] First level learning and our approach.

Approach [1] [2] [3] [4] Ours

All Becker-Posner Blogs 94.0% 94.9% 96.6% 96.7% 96.8%

type, which has been used in the approach of Giannella (2015), has six single-topic

documents (see Table 4.1).

Table 4.2 presents the purity results on the first type of document using our approach and

the approaches in Akiva and Koppel (2012), Akiva and Koppel (2013) and Proposed-1.

As shown in Table 4.2, the purity result of our approach is noticeably higher.

In fact, it would be interesting to know the effectiveness of applying only the first level

learning of our approach. Table 4.2 also presents the purity result achieved by applying

the first level learning of our approach on the first type of Becker-Posner document.

It is clear that the purity result achieved at this level is good and also surpasses the

purity results of the other three approaches. Furthermore, the significant of two-level

hierarchical learning can be observed by notifying the improvement in the purity results

in the table.

Figure 4.2 compares the purity results on the second type of documents using our ap-

proach and the approach in Giannella (2015). It can be seen from Figure 4.2 that, the

purity results of our approach has exceeded those of the another approach.

4.5.2.2 Results on New York Times Articles Dataset (N ≥ 2)

In this set of experiments, we use a dataset containing of 1,182 New York Times articles

written by four authors. First, we apply our approach by using a merged document

composed of the documents written by any two of the four authors. This produces six

merged documents. Figure 4.3 shows the purity results of these six merged documents

using Proposed-1 and our approach.
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Figure 4.2: Comparison of the purity results obtained using our approach and the
approach in Giannella (2015) on the six single-topic documents.

As shown in Figure 4.3, the results are promising. The purity results of the proposed

approach on the merged documents are in the range from 94.0% to 97.0% and they

exceed those obtained by our previously proposed approach (i.e., Proposed-1) in all of

the six documents. Furthermore, as shown in Akiva and Koppel (2012) and Akiva and

Koppel (2013), their results on some of the documents merged in the same way as ours

show the purity results to be as low as 88.0%, which is a lot lower than our minimum

result of 94.0%

The main objective of using this corpus is to examine our approach with a merged docu-

ment written by more than two authors. Therefore, we create merged documents written

by any three of the four columnists of New York Times articles. We get four merged

documents. Each document has a number of sentences between 34,217 and 35,621 and

more than 350 turns between the authors. Furthermore, we create a merged document

written by all four authors. The merged document has 46,851 sentences and more than

500 turns between the authors. Then, we apply our approach on these documents (i.e.,
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Figure 4.3: Comparison of the purity results obtained using the Proposed-1 approach
and our approach on the six documents created by merging New York Times articles

of two columnists.

Table 4.3: Purity results of the documents merged from the articles written by three or
four of the New York Times columnists, respectively, using the approaches of [1] Akiva

and Koppel (2012), [2] Akiva and Koppel (2013), [3] Proposed-1 and our approach.

Document [1] [2] [3] Ours

MD-GC-PK 76.7% 78.0% 93.0% 93.4%

MD-GC-TF 75.6% 75.0% 92.4% 93.0%

GC-TF-PK 82.6% 80.5% 91.9% 92.2%

MD-TF-PK 82.6% 78.0% 91.7% 92.3%

MD-GC-TF-PK 74.8% 70.5% 91.3% 91.7%

four merged documents written by three authors and one merged document written by

four authors).

Table 4.3 represents the purity results of these documents using our approach and the

approaches of Akiva and Koppel (2012), Akiva and Koppel (2013) and Proposed-1.

From this table, one can find that our approach always gives highly significant results

no matter if a document is written by three or four authors. Furthermore, it is seen

that the results of our approach on these documents always outperform the results of

the aforementioned approaches.
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Table 4.4: Purity results of documents created by merging two bibles of different
literatures. Approaches in comparison: [1] Koppel et al. (2011a), [2] Akiva and Koppel

(2013), [3] Akiva and Koppel (2013)-SynonymSet, [4] Proposed-1 and our approach.

Doc. [1] [2] [3] [4] Ours

Jer-Prov 72.7% 97.0% 75.0% 99.0% 99.5%

Isa-Job 82.2% 98.7% 89.1% 98.7% 99.1%

Eze-Prov 76.6% 98.7% 90.8% 97.9% 99.0%

Isa-Prov 70.4% 95.0% 85.0% 97.9% 98.6%

Eze-Job 85.9% 98.7% 95.0% 99.0% 99.7%

Jer-Job 87.3% 98.0% 93.1% 97.8% 98.8%

Overall 79.2% 97.7% 88.0% 98.4% 99.1%

Results on the Bible Books Dataset

In this set of experiments, we use a dataset consisting of five biblical books related to

two literatures, namely, the prophetic literature and the wisdom literature, where each

book is written by an author. In order to examine our approach using these books, we

create documents merged from any two of the books. Each merged document is created

by using a pair of Bible books of the same literature or of different literatures.

Tables 4.4 and 4.5 show the purity results of our approach on the documents created

by merging two bibles of different literatures (Table 4.4) and the documents created by

merging two bibles of the same literature (Table 4.5). In both cases, the purity results

of the proposed approach are compared with the approaches of Koppel et al. (2011a),

Akiva and Koppel (2013), Akiva and Koppel (2013)-SynonymSet and Proposed-1. The

purity results of the approach in Akiva and Koppel (2012) are also used for comparison

in Table 4.5.

As shown in Tables 4.4 and 4.5, the purity results of our approach using the documents

created by merging two Bible books are quite promising and better than the other five

state-of-the-art approaches.

It is worth to note that, unlike the proposed approach in this chapter, the approaches

in Koppel et al. (2011a) and Akiva and Koppel (2013)-SynonymSet were developed for

Bible books only, and not usable for other documents.
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Table 4.5: Purity results of documents created by merging two bibles of different
literatures. Approaches in comparison are noted as: [1] Koppel et al. (2011a), [2]
Akiva and Koppel (2012), [3] Akiva and Koppel (2013), [4] Akiva and Koppel (2013)-

SynonymSet, [5] Proposed-1 and our approach.

Doc. [1] [2] [3] [4] [5] Ours

Job-Prov 84.5% 84.9% 93.9% 82.0% 95.2% 98.4%

Jer-Eze 82.0% 87.6% 96.6% 95.9% 97.0% 97.1%

Isa-Jer 71.8% 63.4% 66.7% 82.7% 71.0% 73.6%

Isa-Eze 78.9% 76.0% 80.0% 88.0% 82.7% 84.9%

Overall 79.3% 78.0% 84.3% 87.2% 86.5% 88.5%

4.5.2.3 Results on Scientific Document

In order to demonstrate that the proposed approach can also work with authentic doc-

uments, we have applied the approach on a very early draft of a scientific paper written

by two Ph.D students (i.e., Author 1 and Author 2) in our research group. Authors 1

and 2 have contributed 41.9% and 58.1% of the document, respectively. Table 4.6 shows

the numbers of sentences that are correctly classified according to the authorship using

the proposed approach. Furthermore, Table 4.6 also presents the predicted contribution

of each of the two authors (Author 1 and Author 2) using the approach. As shown in

Table 4.6, the proposed approach achieves an overall purity of 93.0% for the scientific

document. For comparisons, the purity result of the same document using our previously

proposed approach (i.e., Proposed− 1) is 92.0%.

From Table 4.6, it can be seen that the purity results and the predicted contribution of

each author using the proposed approach on an authentic document are very promising.

This shows that our approach can also be applied to genuine documents and define the

authors’ contributions in a multi-author document.

4.6 Summary

In this chapter, an unsupervised, hierarchical learning framework for segmenting a multi-

author document into authorial components has been presented. We started from esti-

mating the writing styles reflected by consecutive number of sentences and generated the
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Table 4.6: The purity results and predicted contributions of two authors of a scientific
paper obtained using the proposed approach.

Author No. of
Sentences

Correctly
Classified
Sentences

Purity
Result

Predicted
Contribution

A 131 123 93.9% 43.8%

B 182 168 92.3% 56.2%

Overall Purity 93.0%

initial class information of data. Then, we took advantage of the difference in the poste-

rior probabilities of the Naive-Bayesian model and created meaningful training datasets

with a high precision for accurate supervised learning. The proposed approach has been

evaluated in documents when two or more authors have cooperated in writing them.

We have examined our approach on 28 multi-author documents created by using three

very well-known benchmark datasets, of which each has its own focus and characteristics.

The results of the proposed approach surpass those using the state-of-the-art approaches

shown in Koppel et al. (2011a), Akiva and Koppel (2012), Akiva and Koppel (2013),

Giannella (2015) and Proposed-1 in terms of purity result. Single-topic documents have

also been tested to verify that our approach tends to segment the document according

to the authorship, rather than topics. Furthermore, a scientific paper has been used to

show the application of the proposed approach to the authorship segmentation on an

authentic document.

For brevity, in the following chapters of this thesis, we denote the proposed approach

presented in this chapter by Proposed-2.

The proposed approach presented in Chapter 3 (i.e., Proposed-1), as well as the proposed

approach presented in this chapter (i.e., Proposed-2) do not employ the contextual in-

formation hidden among sentences of the document for segmenting the sentences into

authorial components. They consider only the information embedded in a sentence to

find its authorial information without exploiting the information carried in other sen-

tences. In next chapter, a new approach of authorship-based multi-author document

segmentation is proposed. The approach will utilize the useful sequential correlation

among the sentences in order to determine the authorial components.



Chapter 5

Unsupervised Multi-Author

Document Decomposition Based

on Hidden Markov Model

Chapters 3 and 4 have presented new approaches for authorship-based multi-author

document decomposition where a Bayes’ theorem with strong (naive) independence as-

sumptions has been used. The experimental results have shown that the proposed

approaches achieve interesting performance in decomposing a multi-author document

based on authorship.

This chapter proposes a new unsupervised approach for segmenting a multi-author doc-

ument into authorial components. The key novelty is that we utilise the sequential

patterns hidden among document elements when determining their authorships. For

this purpose, we adopt Hidden Markov Model (HMM) and construct a sequential prob-

abilistic model to capture the dependencies of sequential sentences and their authorships.

An unsupervised learning method is developed to initialise the HMM parameters. Ex-

perimental results on benchmark datasets have demonstrated the significant benefit of

our idea and our approach has outperformed the state-of-the-arts on all tests. As an

example of its applications, the proposed approach is applied for attributing authorship

of a document and has also shown promising results.

98



Chapter 5. Unsupervised Multi-Author Document Decomposition Based on Hidden
Markov Model 99

5.1 Introduction

Authorship analysis is a process of inspecting documents in order to extract authorial

information about these documents. It is considered as a general concept that embraces

several types of authorship subjects, including authorship verification, plagiarism

detection and author attribution. Each subject differs from others in the type of author-

ship information to be extracted from a document. Authorship verification (Brocardo

et al., 2013; Potha and Stamatatos, 2014) decides whether a given document is written

by a specific author. Plagiarism detection (Stein et al., 2011; Kestemont et al., 2011)

seeks to expose the similarity between two texts. However, it is unable to determine

whether they are written by the same author. In author attribution (Juola, 2006; Savoy,

2016), a real author of an anonymous document is predicted using labeled documents

of a set of candidate authors.

Another significant subject in authorship analysis, which has received comparatively less

attention from research community, is authorship-based multi-author document decom-

position. This subject is to group the sentences of a multi-author document to different

classes, of which each contains the sentences written by only one author. Many appli-

cations can take advantage of such a subject, especially those in forensic investigation,

which aim to determine the authorship of sentences in a multi-author document. Fur-

thermore, this kind of subject is beneficial for detecting plagiarism in a document and

defining contributions of authors in a multi-author document for commercial purpose.

Authorship-based multi-author document decomposition can also be applied to identify

which source (regarded as an ‘author’ in this work) a part of a document is copied from

when the document is formed by taking contents from various sources.

Despite of the benefits of authorship-based multi-author document decomposition, there

has been little research reported on this subject. Koppel et al. (2011a) are the first re-

searchers who implemented an unsupervised approach for decomposing a document into

authorial components. However, their approach is restricted to Hebrew documents only.

The authors of Akiva and Koppel (2013) addressed the drawbacks of the above approach

by proposing a generic unsupervised approach for authorship-based multi-author doc-

ument decomposition. Their approach utilised distance measurements to increase the



Chapter 5. Unsupervised Multi-Author Document Decomposition Based on Hidden
Markov Model 100

precision and accuracy of clustering and classification phases, respectively. They im-

plemented their approach in two different ways. The first one, usable for all document

types, employed a feature set containing the most frequent 500 words appearing in the

corresponding document to represent the document. The second one, usable for partic-

ular documents only (e.g., Bible books), employed a feature set containing synonyms to

represent the corresponding document. The accuracy of their approach is highly depen-

dent on the number of authors. When the number of authors increases, the accuracy

of the approach is significantly dropped. Giannella (2015) presented an improved ap-

proach for authorship-based multi-author document decomposition when the number of

authors of the document is known or unknown. In his approach, a Bayesian segmenta-

tion algorithm is applied, which is followed by a segment clustering algorithm. However,

the author tested his approach by using only documents with a few transitions among

authors. Furthermore, the accuracy of the approach is very sensitive to the setting of

its parameters.

In Chapters 3 and 4, we have proposed two unsupervised multi-author document de-

composition approaches, i.e., Proposed-1 and Proposed-2 respectively, by exploiting the

differences in the posterior probabilities of a Naive-Bayesian model in order to increase

the purity result, and to be less dependent on the number of authors compared with

the approach in Akiva and Koppel (2013). Our works have been tested on documents

with up to 400 transitions among authors and the purity results of the approaches are

not sensitive to the setting of parameters, in contrast with the approach in Giannella

(2015). However, the performance of these approaches greatly depend on a threshold,

of which the optimal value for an individual document is not easy to find.

Some other works have focused on segmenting a document into components according

to their topics. For applications where the topics of documents are unavailable, these

topic-based solutions will fail. In this chapter, the document decomposition approach is

independent of documents’ topics.

All of the existing works have assumed that the observations (i.e., sentences) are in-

dependent and identically distributed (iid). No consideration has been given to the
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contextual information between the observations. However, in some cases, the iid as-

sumption is deemed as a poor one (Rogovschi et al., 2010). In this chapter, we will

relax this assumption (i.e., iid) and consider sentences of a document as a sequence of

observations. We make use of the contextual information hidden between sentences in

order to identify the authorship of each sentence in a document. In other words, the

authorships of the “previous” and “subsequent” sentences have relationships with the

authorship of the current sentence. Therefore, in this chapter, a well-known sequential

model, Hidden Markov Model (HMM), is used for modelling the sequential patterns of

the document in order to describe the authorship relationships. According to literature

review, the HMM is applied to process a sequential data in many various areas, such

as speech recognition (Abdel-Hamid et al., 2012; Debyeche et al., 2014), text recogni-

tion (Espana-Boquera et al., 2011; Roy et al., 2013) and biological analysis (Baldi and

Brunak, 2001; Wheeler et al., 2013). However, no HMM-based approaches have been

found to address the problem of multi-author document decomposition.

The contributions of this chapter are summarised as follows.

1. We capture the dependencies between consecutive elements in a document to iden-

tify different authorial components and construct an HMM for classification. It

is for the first time the sequential patterns hidden among document elements is

considered for such a problem.

2. To build and learn the HMM model, an unsupervised learning method is first

proposed to estimate its initial parameters, and it does not require any information

of authors or document’s context other than how many authors have contributed

to write the document.

3. Different from the Proposed-1 and Proposed-2 approaches presented in Chapters

3 and 4 respectively, the proposed unsupervised approach no longer relies on any

predetermined threshold for authorship-based multi-author document decomposi-

tion.

4. Comprehensive experiments are conducted to demonstrate the superior perfor-

mance of our ideas on both widely-used artificial benchmark datasets and an
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authentic scientific document. As an example of its applications, the proposed

approach is also applied for attributing authorship on a popular dataset. The

proposed approach can not only correctly determine the author of a disputed doc-

ument but also provide a way for measuring the confidence level of the authorship

decision for the first time.

The rest of this chapter is organised as follows. Section 5.2 presents the framework of the

proposed approach. Section 5.3 presents the initialising process of HMM parameters.

Section 5.4 discusses the learning process of HMM parameters. Section 5.5 describe the

Viterbi decoding process. Experiments are conducted in Section 5.6. Finally, Section

5.7 presents the summary of the chapter.

5.2 Framework of the Proposed Approach

The authorship-based multi-author document decomposition can be formulated as fol-

lows. Given a multi-author document C, written by N co-authors, it is assumed that

each sentence in the document is written by one of the N co-authors. Furthermore,

each co-author has written long successive sequences of sentences in the document. The

number of authors N is known beforehand, while typically no information about the

document contexts and co-authors is available. Our objective is to define the sentences

of the document that are written by each co-author.

Our approach consists of three steps shown as follows.

1. Estimate the initial values of the HMM parameters {πππ, B , A} with a novel unsu-

pervised learning method.

2. Learn the values of the HMM parameters using the Baum − Welch algorithm

(Baum, 1972; Bilmes et al., 1998).

3. Apply the V iterbi algorithm (Forney Jr, 1973) to find the most likely authorship

of each sentence.

In the following three sections, we discuss these three main steps in more detail.
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5.3 Initializing Parameters of HMM

In our approach, we assume that we do not know anything about the document C

and the authors, except for the number of co-authors of the document (i.e., N). This

approach applies an HMM in order to classify each sentence in document C into a

class corresponding to its co-author. The step (see Section 5.4) for learning of HMM

parameters {πππ, B , A} is heavily dependent on the initial values of these parameters (Wu,

1983; Xu and Jordan, 1996; Huda et al., 2006). Therefore, a good initial estimation of

the HMM parameters can help achieve a higher classification result.

We take advantage of the sequential information of data and propose an unsupervised

approach to estimate the initial values of the HMM parameters. The detailed steps of

this approach are shown as follows.

1. The document C is divided into segments. Each segment has 30 successive sen-

tences, where the ith segment comprises the ith 30 successive sentences of the

document. This will produce s segments, where s = Ceiling(|C|/30) with |C| rep-

resents the total number of sentences in the document. The number of sentences

in each segment (i.e., 30) is chosen in such a way that each segment is long enough

for representing a particular author’s writing style, and also the division of the

document gives an adequate number of segments in order to be used later for

estimating the initial values of HMM parameters.

2. We select the words appearing in the document for more than two times. This

produces a set of D words. For each segment, create a D-dimensional vector where

the ith element in the vector is one (zero) if the ith element in the selected word

set does (not) appear in the segment. Therefore, s binary D-dimensional vectors

are generated, and the set of these vectors is denoted by X = {x1, · · · , xs}.

3. A multivariate Gaussian Mixture Models (GMMs) (McLachlan and Peel, 2004)

is used to cluster the D-dimensional vectors X into N components denoted by

{r1, r2, · · · , rN}. Note that the number of components is equal to the number

of co-authors of the document. Based on the GMMs, each vector, xi, gets a
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label representing the Gaussian component that this vector xi is assigned to, for

i = 1, 2, · · · , s. The GMMs clustering technique is discussed in Section 2.4.

4. Again, we represent each segment as a binary vector using a new feature set con-

taining all words appearing in the document for at least once. Assuming the

number of elements in the new feature set is D′, s binary D′-dimensional vectors

are generated, and the set of these vectors is denoted by X ′ = {x′1, · · · , x′s}. Each

vector x′i will have the same label of vector xi, for i = 1, 2, · · · , s.

5. We construct a Hidden Markov model with a sequence of observations O′ and

its corresponding sequence of hidden states Q′. In this model, O′ represents the

resulted segment vectors X ′ of the previous step. Formally, observation o′i, is the

ith binary D′-dimensional vector x′i, that represents the ith segment of document C.

In contrast, Q′ represents the corresponding authors of the observation sequence

O′. Each q′i symbolises the most likely author of observation o′i. According to

Steps 3 and 4 of this section, each x′i representing o′i takes one label from a set of

N elements, and the label represents its state, for i = 1, 2, · · · , s.

By assigning the most likely states to all hidden states (i.e., q′i, i = 1, 2, · · · , s), the

state transition probabilities A are estimated.

As long as there is only one sequence of states in our model, the initial probability

of each state is defined as the fraction of times that the state appears in the

sequence Q′, so

πn =
Count(q′ = rn)

Count(q′)
, for n = 1, 2, · · · , N. (5.1)

6. Given the sequence X ′, and the set of all possible values of labels, the conditional

probability of feature fk in X ′ given a label rn, p(fk|rn), is computed, for k =

1, 2, · · · , D′ and n = 1, 2, · · · , N .

7. The document C is partitioned into sentences. Let z = |C| represent the number of

sentences in the document. We represent each sentence as a binary feature vector

using the same feature set used in Step 4. Therefore, z binary D′-dimensional
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vectors, denoted by O = {o1, · · · , oz}, are generated. By using the conditional

probabilities resulted in Step 6, the initial values of B are computed as

p(oi|rn) =
D′∏
k=1

of
k

i p(f
k|rn), (5.2)

where of
k

i represents the value of feature fk in sentence vector oi, for i = 1, 2, · · · , z

and n = 1, 2, · · · , N .

In this approach, we use add-one smoothing (Martin and Jurafsky, 2000) for avoiding

zero probabilities of A and B . Furthermore, we take the logarithm function of the

probability in order to simplify its calculations.

The initial values of the A, B and πππ are now available. In next section, the learning

process of these parameter values is performed.

5.4 Learning HMM

After estimating the initial values for the parameters of HMM (i.e., πππ, B and A),

we now find the parameter values that maximise the likelihood of the observed data

sequence (i.e., sentence sequence). The learning process of the HMM parameter values

is performed as follows.

1. Construct a Hidden Markov model with a sequence of observations, O, and a cor-

responding sequence of hidden states, Q. In this model, O represents the resulted

sentence vectors (Step 7 in the previous section). Formally, the observation oi, is

the ith binary D′-dimensional vector and it represents the ith sentence of document

C. In contrast, Q represents the corresponding authors of observation sequence O.

Each qi symbolizes the most likelihood author of observation oi, for i = 1, 2, · · · , z

2. The Baum-Welch algorithm is applied to learn the HMM parameter values. The

algorithm, also known as the forward− backward algorithm (Rabiner, 1989), has

two steps, i.e., E-step and M-step. The E-step finds the expected author sequence
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(Q) of the observation sequence (O), and the M-step updates the HMM parameter

values according to the state assignments. The learning procedure starts with the

initial values of HMM parameters, and then the cycle of these two steps continues

until a convergence is achieved in πππ, B and A. More details about the Baum-Welch

algorithm can be found in Subsection 2.3.3.

The learned HMM parameter values will be used in the next section in order to find the

best sequence of authors for the given sentences.

5.5 Viterbi Decoding

For a Hidden Markov model, there are more than one sequence of states in generating

the observation sequence. The Viterbi decoding algorithm (Forney Jr, 1973) is used

to determine the best sequence (i.e., best path) of states for generating observation se-

quence. Therefore, by using the Hidden Markov model that is constructed in previous

section and the learned HMM parameter values, the Viterbi decoding algorithm is ap-

plied to find the best sequence of authors for the given sentences. More details about

the Viterbi algorithm can be found in Subsection 2.3.4.

5.6 Experiments

In this section, we demonstrate the performance of our proposed approach by conducting

experiments on benchmark datasets as well as one authentic document. Furthermore,

an application on authorship attribution is presented using another popular dataset.

5.6.1 Datasets

Three benchmark corpora widely used for authorship analysis (i.e., Bible books, Becker-

Posner blogs and New York Times articles) and an authentic document are used to

evaluate our approach. The descriptions of these four corpora are found in Chapter 3
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(i.e., Section 3.7). Furthermore, the six single-topic documents of Becker-Posner blogs

that are described in Chapter 4 (i.e., Section 4.5) are also examined in this chapter.

5.6.2 Experimental Results on Document Decomposition

The performance of the proposed approach is evaluated through a set of comparisons

with four state-of-the-art approaches on the four aforementioned datasets.

The experiments on the first three datasets (i.e., Bible books, Becker-Posner blogs and

New York Times articles), excluding the six single-topic documents, are conducted using

a set of artificially merged multi-author documents. These documents are created by

using the same method that has been used in Chapter 3 (i.e., Section 3.2).

5.6.2.1 Results on the Biblical Books Dataset

We utilise the Bible books of five authors and create artificial documents by merging

books of any two possible authors. This produces 10 multi-author documents of which

six have different types of literatures and four have the same type of literature. Tables

5.1 and 5.2 show the comparisons of purity results of the documents composed by merg-

ing two biblical books of different literatures (Table 5.1) and the documents composed

by merging two biblical books of the same literatures (Table 5.2), respectively, using

our approach and the approaches developed by Koppel et al. (2011a), Akiva and Kop-

pel (2013)-500CommonWords, Akiva and Koppel (2013)-SynonymSet and Proposed-1.

The purity results of the approach in Akiva and Koppel (2012) are used further for

comparison in Table 5.2.

As shown in Tables 5.1 and 5.2, the results of our approach are very promising. The

overall purities of documents of different literatures or the same literatures are better

than the other five state-of-the-art approaches.

In our approach, we have proposed an unsupervised method to estimate the initial values

of the HMM parameters (i.e., πππ, B and A) using segments. Actually, the initial values

of the HMM parameters are sensitive factors to the convergence and accuracy of the

learning process. Most of the previous works using HMM have estimated these values
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Table 5.1: Purity results of merged documents of different literature bible books
using the approaches of 1- Koppel et al. (2011a), 2- Akiva and Koppel (2013)-
500CommonWords, 3- Akiva and Koppel (2013)-SynonymSet, 4- Proposed-1 and 5-

our approach.

Doc. 1 2 3 4 5

Eze-Job 85.8% 98.9% 95.0% 99.0% 99.4%

Eze-Prov 77.0% 99.0% 91.0% 98.0% 98.8%

Isa-Prov 71.0% 95.0% 85.0% 98.0% 98.7%

Isa-Job 83.0% 98.8% 89.0% 99.0% 99.4%

Jer-Job 87.2% 98.2% 93.0% 98.0% 98.5%

Jer-Prov 72.2% 97.0% 75.0% 99.0% 99.5%

Overall 79.4% 97.8% 88.0% 98.5% 99.1%

Table 5.2: Purity results of merged documents of the same literature bible books
using the approaches of 1- Koppel et al. (2011a), 2- Akiva and Koppel (2012), 3- Akiva
and Koppel (2013)-500CommonWords, 4- Akiva and Koppel (2013)-SynonymSet, 5-

Proposed-1 and 6- our approach.

Doc. 1 2 3 4 5 6

Job-Prov 85.0% 84.9% 94.0% 82.0% 95.0% 98.2%

Isa-Jer 72.0% 63.4% 66.9% 82.9% 71.0% 72.1%

Isa-Eze 79.0% 76.0% 80.0% 88.0% 83.0% 83.2%

Jer-Eze 82.0% 87.6% 97.0% 96.0% 97.0% 97.3%

Overall 79.5% 78.0% 84.5% 87.2% 86.5% 87.7%

by clustering the original data, i.e., they have clustered sentences rather than segments.

Figure 5.1 compares the results of using segments with the results of using sentences for

estimating the initial parameters of HMM in the proposed approach for the 10 merged

Bible documents in terms of the purity results and number of iterations till convergence,

respectively. From Figures 5.1, one can notice that the purity results obtained by using

segments for estimating the initial HMM parameters are significantly higher than using

sentences for all merged documents. Furthermore, the number of iterations required

for convergence for each merged document using segments is significantly smaller than

using sentences.
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Figure 5.1: Comparisons between using segments and using sentences in the unsuper-
vised method for estimating the initial values of the HMM of our approach in terms of
purity (representd as the cylinders) and number of iterations required for convergence
(represented as the numbers above cylinders) using the 10 merged Bible documents.

5.6.2.2 Results on Becker-Posner Blogs Dataset (Controlling for Topic)

In our experiments, we represent Becker-Posner blogs in two different terms. The first

term is as in Akiva and Koppel (2013) approach, where the whole blogs are exploited to

create one merged document. The resulted merged document contains 26,922 sentences

and more than 240 switches between the two authors. We obtain a purity of 96.72%

when testing our approach in the merged document. The obtained result of such type

of document, which does not have topic indications to differentiate between authors, is

delightful. The first set of cylinders labelled “Becker-Posner” in Figure 5.2 shows the

comparisons of purity results of our approach and the approaches of Akiva and Koppel

(2013) and Proposed-1 when the whole blogs are used to create one merged document.

As shown in Figure 5.2, our approach yields better purity result than the other two

approaches.

The second term is as in the approach of Giannella (2015), where six merged single-topic

documents are formed. Due to comparatively shorter lengths of these documents, the
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Figure 5.2: Purity comparisons between our approach and the approaches presented
in Akiva and Koppel (2013) and Proposed-1 in Becker-Posner documents, and docu-
ments created by three or four New York Times columnists (TF = Thomas Friedman,

PK = Paul Krugman, MD = Maureeen Dowd, GC = Gail Collins).

number of resulted segments that are used for the unsupervised learning in Section 5.3

is clearly not sufficient. Therefore, instead of splitting each document into segments of

30 sentences length each, we split it into segments of 10 sentences length each. Figure

5.3 shows the purity results of the six documents using our approach and the approach

presented in Giannella (2015). It is observed that our proposed approach has achieved

higher purity result than Giannella (2015) in all of the six documents.

5.6.2.3 Results on New York Times Articles Dataset (N ≥ 2)

We perform our approach on New York Times articles. These articles are written by

four columnists. For this corpus, the experiments can be classified into three groups.

The first group is for those merged documents that are created by combining articles

of any pair of the four authors. The six resulted documents have on average more than

250 switches between authors. The purity results of these documents are between 93.9%

and 96.3%. It is notable that the results are very satisfactory for all documents. For

comparisons, the purity results of the same documents using the Proposed-1 approach
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Figure 5.3: Purity comparisons between our approach and the approach presented in
(Giannella, 2015) in the six single-topic documents of Becker-Posner blogs.

range from 93.3% to 96.1%. Furthermore, some of these documents have produced a

purity lower than 89.0% using the approach of Akiva and Koppel (2013).

The second group is for those merged documents that are created by combining articles

of any three of the four authors. The four resulted documents have on average more

than 350 switches among the authors. The third group is for the document that are

created by combining articles of all four columnists. The resulted merged document has

46,851 sentences and more than 510 switches among authors. Figure 5.2 shows the purity

results of the five resulted documents regarding the experiments of the last two groups.

Furthermore, it shows the comparisons of our approach and the approaches presented

in Akiva and Koppel (2013) and Proposed-1. It is noteworthy that the purities of our

approach are better than the other two approaches in all of the five documents.

5.6.2.4 Results on Scientific Document

In order to demonstrate that our proposed approach is applicable on genuine documents

as well, we have applied the approach on first draft of a scientific paper written by two
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Table 5.3: The purity results and predicted contributions of the two authors of the
scientific paper using the proposed approach.

Author Purity Result Predicted Contribution

1 98.5% 47.6%

2 89.0% 52.4%

Purity 93.0%

Ph.D. students (Author 1 and Author 2) in our research group. Each student was as-

signed a task to write some full sections of the paper. Author 1 has contributed 41.9% of

the document and Author 2 contributed 58.1%. Table 5.3 shows the number of correctly

assigned sentences of each author and the purity resulted using the proposed approach.

Table 5.3 also displays the authors’ contributions predicted using our approach. As

shown in Table 5.3, the proposed approach has achieved an overall purity of 93.0% for

the authentic document.

5.6.3 Experimental Results on Authorship Attribution

One of the applications that can take advantage of the proposed approach is the au-

thorship attribution (i.e., determining a real author of an anonymous document given

a set of labeled documents of candidate authors). The Federalist Papers dataset have

been employed in order to examine the performance of our approach for this applica-

tion. This dataset is considered as a benchmark in authorship attribution task and has

been used in many studies related to this task (Juola, 2006; Savoy, 2013b, 2016). The

Federalist Papers consist of 85 articles published anonymously between 1787 and 1788

by Alexander Hamilton, James Madison and John Jay to persuade the citizens of the

State of New York to ratify the Constitution. Of the 85 articles, 51 of them were written

by Hamilton, 14 were written by Madison and 5 were written by Jay. Furthermore, 3

more articles were written jointly by Hamilton and Madison. The other 12 articles (i.e.,

articles 49-58 and 62-63), the famous “anonymous articles”, have been alleged to be

written by Hamilton or Madison.

To predict a real author of the 12 anonymous articles, we use the first five undisputed

articles of both authors, Hamilton and Madison. Note that we ignore the articles of Jay



Chapter 5. Unsupervised Multi-Author Document Decomposition Based on Hidden
Markov Model 113

because the anonymous articles are alleged to be written by Hamilton or Madison. The

five articles of Hamilton (articles 1 and 6-9) are combined with the five articles of Madison

(articles 10, 14 and 37-39) in a single merged document where all the articles of Hamilton

are inserted into the first part of the merged document and all the articles of Madison

are inserted into the second part of the merged document. The merged document has

10 undisputed articles covering eight different topics (i.e., each author has four different

topics). Before applying the authorship attribution on the 12 anonymous articles, we

have tested our approach on the resulted merged document and a purity of 95.2% is

achieved in this document. Note that, the authorial components in this document are

not thematically notable.

For authorship attribution of the 12 anonymous articles, we add one anonymous article

each time on the middle of the merged document, i.e., between Hamilton articles part

and Madison articles part. Then, we apply our approach on the resulted document,

which has 11 articles, to determine to which part the sentences of the anonymous article

are classified to be sentences of Hamilton or Madison. As the ground truth for our exper-

iments, all of these 12 articles can be deemed to have been written by Madison because

the results of all recent state-of-the-art studies testing on these articles on authorship

attribution have classified the articles to Madison’s. Consistent with the state-of-the-art

approaches, these 12 anonymous articles are also correctly classified to be Madison’s

using the proposed approach. Actually, all sentences of articles 50,52-58 and 62-63 are

classified as Madison’s sentences, and 81% of the sentences of article 49 and 80% of

article 51 are classified as Madison’s sentences. Table 5.4 presents the number of sen-

tences that are classified as Madison sentences and Hamilton sentences of each of the

12 anonymous articles As seen from Table 5.4, all the sentences of articles 50,52-58 and

62-63 are classified as Madison’s sentences, . These percentages can be deemed as the

confidence levels (i.e., 80% confidences for articles 49, 81% for 51, and 100% confidences

for all other articles) in making our conclusion of the authorship contributions.
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Table 5.4: The number of sentences that are classified with Madison sentences and
Hamilton sentences of each of the 12 anonymous articles of The Federalist Papers using

the proposed approach.

Article
Number of
Sentences

Classified
Madison

Classified
Hamilton

# 49 57 46 11

# 50 41 41 0

# 51 61 49 12

# 52 61 61 0

# 53 68 68 0

# 54 64 64 0

# 55 61 61 0

# 56 47 47 0

# 57 78 78 0

# 58 61 61 0

# 62 75 75 0

# 63 85 85 0

5.7 Summary

A new unsupervised approach for decomposing a multi-author document into authorial

components has been developed. Different from the state-of-the-art approaches, we have

innovatively made use of the sequential information hidden among document elements.

For this purpose, we have used HMM and constructed a sequential probabilistic model,

which is used to find the best sequence of authors that represents the sentences of the

document. An unsupervised learning method has also been developed to estimate the

initial parameter values of HMM. Comparative experiments conducted on benchmark

datasets have demonstrated the effectiveness of our ideas with superior performance

achieved on both artificial and authentic documents. An application of the proposed

approach on authorship attribution has also achieved perfect results of 100% purity

results together with confidence measurement for the first time.

In the next chapter, the proposed approach presented in this chapter will be further

extended and a two-stage HMM model for utilizing the sequential patterns among sen-

tences more efficiently will be presented.
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For brevity, in the following chapters of this thesis, we denote the proposed approach

presented in this chapter by Proposed-3.



Chapter 6

SUDMAD: Sequential and

Unsupervised Decomposition of a

Multi-Author Document Based

on a Hidden Markov Model

Decomposing a multi-author document into sentences based on authorship is of great

interest due to the increasing demand for many different applications, such as plagia-

rism detection, forensic analysis, civil law and intelligence issues that involve disputed

anonymous documents. Among existing studies for document decomposition some were

limited by specific languages, according to topics or restricted to a document of two

authors, and their accuracies have big rooms for improvement. In this chapter, we con-

sider the contextual correlation hidden among sentences and propose an algorithm for

Sequential and Unsupervised Decomposition of a Multi-Author Document (SUDMAD)

written in any language disregarding to topics, through the construction of a Hidden

Markov Model (HMM) reflecting authors’ writing styles. Note that, the initial idea of

this work has been presented in Chapter 5. A simple HMM was constructed to find

a useful sequential correlation between consecutive sentences of the document, which

has achieved very encouraging results. In this chapter, we further extend our work

and propose a two-stage HMM model in order to utilise the sequential patterns among

116
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sentences more comprehensively. To build and learn such a model, an unsupervised,

statistical approach is first proposed to estimate the initial values of HMM parameters

of a preliminary model, which does not require the availability of any information of

authors or document’s context other than how many authors have contributed to writ-

ing the document. To further boost the performance of this approach, a boosted HMM

learning procedure is proposed next, where the initial classification results are used to

create labelled training data to learn a more accurate HMM. Moreover, the contextual

relationship among sentences is further utilised to refine the classification results. Our

proposed approach is empirically evaluated on four benchmark datasets which are widely

used for authorship analysis of documents. Comparisons with recent state-the-art ap-

proaches are also presented to demonstrate the significance of our new ideas and the

superior performance of our approach.

6.1 Introduction

Authorship analysis is the process of analysing the authors of a disputed anonymous

document, which uses a statistical study of linguistic called stylometry (Baayen et al.,

2002) to identify the background of authors of the questioned text document. The task

of authorship analysis is considered as a very old research topic. The first endeavor for

identifying the writing style of a text document was in the 19th century with the study

of Mendenhall (1887) on the Shakespeare’s plays. Several studies in the 20th century

have also focused on analysing a text document by exploiting measurements of some

stylometric features in order to determine the author’s writing style of the document

(Zipf, 1932; Sheldon, 1991; Holmes and Forsyth, 1995; Holmes, 1998).

In recent years, authorship analysis has received increasing attention and been consid-

ered as an important problem in many fields including information retrieval and com-

putational linguistics. This importance springs from the fact that the large amount of

disputed information of documents on Internet needs to be analysed and investigated.

Existing approaches on authorship analysis have focused on analysing texts with differ-

ent formats, such as literature (McDowell and Melvin, 1983; Burrows et al., 2002; Juola,

2006), online messages (e.g., email, blogs) (Abbasi and Chen, 2005; Zheng et al., 2006;
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Nirkhi et al., 2012) and program codes (Krsul and Spafford, 1995; Rosenblum et al.,

2011; Burrows et al., 2014).

Many different scenarios have been considered for studying the authorship analysis. For

example, the works of Koppel and Schler (2004) and Koppel and Winter (2014) focused

on the authorship verification problem, also called similarity detection problem (El and

Kassou, 2014). They aimed to determine whether two documents were written by the

same author without the attention of the real author. In this case, there is no need to

have a set of candidate authors. Another important scenario, which has been studied

extensively in the last few years, is the authorship attribution (Koppel et al., 2009b;

Stamatatos, 2009a; Luyckx and Daelemans, 2011; Koppel et al., 2013; Savoy, 2016).

The idea is that, given text samples of a number of candidate authors, we are required

to determine which of them is the real author of a given disputed text document.

In this chapter, we address another intriguing application scenario, which is also re-

lated to the authorship analysis, called “authorship-based multi-author document de-

composition”. The trajectory of this scenario is to decompose a document written by

more than one author into components each written by only one author. Although this

problem is very important because of applications in plagiarism detection (Stamatatos,

2011), forensic analysis (Orebaugh et al., 2014), civil law (i.e., disputed copyright is-

sues) (Grant, 2007) and intelligence issues (Layton et al., 2010), studies on this area

have been extremely limited so far. The work in Koppel et al. (2011a) has considered

a new unsupervised approach for decomposing a multi-author document into authorial

parts. They created artificially merged documents by using only one dataset containing

5 biblical books, which were written in Hebrew by 5 authors. However, this approach is

limited to a specific type of documents only (i.e., Hebrew language documents), and it

has been tested using only documents formed by two authors. Akiva and Koppel (2012)

presented an unsupervised approach for identifying distinct authorial components of a

multi-author document. Unlike the approach described in Koppel et al. (2011a), this

approach has been tested on documents written by 2, 3 and 4 authors respectively, and

also it is a language-independent approach. However, the overall accuracy of this ap-

proach is not high enough. One year later, this approach was further improved in Akiva

and Koppel (2013) by taking advantages of distance-based methods. However, when
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the number of authors increased to more than 2, the accuracy degraded significantly.

For the same purpose, the approach was examined in Giannella (2015) and an improved

approach called BayesAD was proposed, where the number of authors of the document

can be either known or unknown. However, only documents with very few turns among

authors were tested in the work, and its performance heavily relied on the parameter

setting.

In Daks and Clark (2016), the authors have proposed an unsupervised approach for

segmenting documents according to their authorships. However, they have assumed

that each document has been written by only a single author.

Some researchers have investigated the problem of decomposing documents according to

topics rather than authors (Beeferman et al., 1999; Allan, 2012; Jameel and Lam, 2013).

This problem is quite different from that of this chapter. In fact, in at least two of our

experiments, the topics among authors in a document are undifferentiable. Furthermore,

topic-based decomposition approaches cannot handle single-topic documents, which will

also be examined in this chapter.

Other researchers have focused on the task of text intrinsic plagiarism detection. The

task, which has been directly addressed in PAN 2011 competition (Oberreuter et al.,

2011; Kestemont et al., 2011; Rao et al., 2011), aims to determine whether a given

suspicious document contains plagiarized text or not when no reference documents are

provided. Furthermore, it detects plagiarized text in case that the document has a pla-

giarism. Most algorithms in intrinsic plagiarism detection attempt to detect plagiarized

passages by analysing style changes within the document. Unlike the task of this chap-

ter, in intrinsic plagiarism detection, usually most sentences of the document are written

by one author (i.e., the main author) with limited percentage of the document written

by other authors of which the number is not known. Whereas in the task that our work

targets, each author has written long successive sentences in a document.

Some other researchers, such as Brooke et al. (2012), have presented a model for au-

tomatically segmenting a stylistically inconsistent text, i.e., identifying the points in a

“multi-personal” poem The Waste Land (1922) by T. S. Eliot, where the style changes.
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The work in Brooke et al. (2013) has also considered an unsupervised approach to dis-

tinguish voices in the same poem.

Typically, classical learning models are considered for constructing a classifier that can

accurately predict the labels of new data given some training data. The main assump-

tion made with regard to these models is that the data are independently and iden-

tically distributed (iid) from an unknown probability distribution. For example, the

works presented in Chapters 3 (i.e., Proposed-1) and 4 (i.e., Proposed-2) have presented

approaches for authorship-based multi-author document decomposition task where it

is assumed that sentences in a document are iid. In this chapter, instead of assum-

ing that the data are iid, we propose a novel idea to make use of the sequence of the

data, i.e., the contextual relationship between the sentences. These sequences provide

valuable sequential correlations. Sequential patterns are of great practical importance

for many computational linguistic applications (Bishop, 2006), where they have been

employed to enhance the prediction accuracy of classifiers. For example, in handwriting

English text recognition, if the classifier estimates that one letter is Q, then there is a

very high chance that the next letter will be U (Dietterich, 2002). Other examples are

speech recognition (Abdel-Hamid et al., 2012), gene data analysis (Krogh, 1997) and

stock market prediction (Gupta and Dhingra, 2012).

In our work of this chapter, we propose to segment a multi-author document into com-

ponents according to authorship. We consider the contextual information hidden among

series of sentences and propose to use the Hidden Markov Model (HMM) to explore the

sequential patterns in the document. The initial idea of this work has been addressed

in Chapter 5 where a simple HMM was used to decompose sentences into authorial

components. Apart from more details and experiments that are included to disclose the

benefit of this work, this chapter distinguishes from our previous related work presented

in Chapter 5 significantly in the following three new contributions:

• We propose to utilise the useful sequential correlations among the consecutive

sentences in order to determine the authorial components and construct a two-

stage Hidden Markov Model, called “SequentialUD” - Sequential Unsupervised

Decomposition, to model the relationships between authorships and sentences.
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• To further boost the performance of this approach, a boosted HMM learning proce-

dure is proposed. The initial classification results obtained using the statistically

learned and preliminary HMM are used to create a labelled training dataset to

learn a more accurate HMM.

• Moreover, the contextual relationships among sentences are further utilized to re-

fine the classification results and a refined version of the SequentialUD is proposed.

In summary, the new approach proposed in this chapter further exhibits the benefits

of exploring the sequential patterns of sentences for analysing document’s authorships.

This approach is completely unsupervised and does not require the availability of any

information of authors or document’s context other than the number of authors of the

document. It is effective even when the topics in the document are not distinguishable

among authors. When the number of authors increases, the performance of this approach

is still very satisfactory. To the best of our knowledge, there have been no similar ideas

reported in the literature.

The following section (i.e., Section 6.2) presents the framework of our proposed Se-

quentialUD approach. The detailed procedure of estimating the initial parameters and

learning the preliminary HMM using our proposed statistical approach are given in Sec-

tion 6.3. The preliminary HMM is then used for the initial sentence decoding. In Section

6.4, the predicted labels are then used to create a labeled dataset from the unlabelled

input, which is used to learn the final, boosted HMM. Eventually, sentence classification

results are produced. A refinement procedure based on a modified probability indica-

tion procedure is proposed to further improve the purity, detailed in Section 6.5. Then,

the experiments are presented in Section 6.6, followed by a summary of the chapter in

Section 6.7.

6.2 Framework of the Proposed SequentialUD Approach

The problem of authorship-based multi-author document decomposition can be more

formally presented as follows. Suppose that there are N (a known number greater than

1) authors who have participated in creating a document C, each author has written long
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successive sentences in the document and each sentence is written by only one author.

The goal is to decompose the sentences in the document into components according to

their authorship, so that all sentences in a component are written by only one author.

In our work, we propose a new approach to address this problem by making use of the

sequential correlations among the sentences and develop an unsupervised, sequential

approach for document decomposition, called SequentialUD. The Hidden Markov Model

(HMM) is constructed to classify each sentence to a corresponding author. To learn the

HMM with no labeled data available, we develop an unsupervised, statistical approach

to estimate the initial parameters needed for learning the model and generate label data.

The procedure for learning a boosted HMM is then proposed to use the labelled data to

learn the final HMM for more accurate prediction. Moreover, we modify our works in

Chapters 3 and 4 and propose a modified version of the probability indication procedure

(ModPIP) to further improve the purity results by considering the sequential patterns.

The framework of the proposed approach is shown in Figure 6.1. The modules enclosed

by dashed lines represent the two stages of the proposed SequentialUD approach, i.e.,

Estimating the Preliminary HMM, and Learning the Boosted HMM. Optionally, the

classification results can be refined to further improve its purity by performing ModPIP,

resulting in a refined version of the SequentialUD approach.

As seen in Figure 6.1, our proposed SequentialUD approach has two main stages. In

the first stage, given unlabelled input data, we first propose a statistical approach to

estimate the initial parameters of a preliminary HMM, which enables the Baum-Welch

Algorithm to learn the preliminary HMM. Once the preliminary HMM is learned, it is

used to estimate the best sequence of authors for sentences in document C using the

Viterbi Algorithm. With these initial prediction results, the approach then proceeds

into Stage 2, where the problem now becomes a supervised learning problem to learn a

boosted HMM. The predicted labels resulted from the first stage are now used to create

a new, labelled training dataset, which is then used to learn a more accurate HMM. In

the end, the Viterbi Algorithm is used again to find a more accurate sequence of authors

for the sequence of all sentences of document C. As an optional step, the classification

results can be further refined by taking use of the contextual information.
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6.3 Estimating a Preliminary HMM from Unlabelled In-

put Data

To make use of the contextual information for document decomposition, we utilise the

Hidden Markov Model (HMM), a widely-used effective technique for sequential learning

models, and take benefit from the powerful HMM tools to improve the classification

purity result. In this section, we first briefly introduce the HMM. Then, we focus on

how we formulate our document decomposition problem into the HMM and address the

parameter initialization problem with no labelled data.

6.3.1 Hidden Markov Model

In HMM, the data are sequences of measurements and labels. These sequential data

contain a wealth of precious information, that adjacent measurements and labels are

expected to be related to each other, and can help to better grasp the underlying prin-

ciples of many real-life problems. For our targeted document decomposition problem,

where each author is assumed to have written long successive sentences in the document,

intuitively, observing the authorship of one sentence is of great help for predicting the

authorship of the next sentence.

The HMM is a statistical probabilistic model for sequential data consisting of a sequence

of observable data and a hidden variable, which is not directly observable, for each

observed data. The observable data are called “observations” and the hidden variables

are called “hidden states”. The hidden states in HMM form a Markov chain and the

probability distribution of the observation depends on the underlying state.

Let us denote the T observations as O = {o1, o2, . . . , oT } and the hidden states as Q =

{q1, q2, . . . , qT }, where qt is the hidden state of the tth observation ot. Each observation,

which is assumed to be a discrete symbol, has one of the possible values from the set of

observations W = {w1, w2, . . . , wM} and each hidden state has one of the values from

the set of states S = {s1, s2, . . . , sN}. Here, M and N represent the number of distinct

observations and the number of distinct states in the model, respectively.
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An HMM can be defined by three probabilities, θθθ = {A, B, πππ}, where A are the transition

probabilities of all possible states, B are the emission probabilities of all observations

given their states and πππ are the initial states probabilities. More details about HMM

can be found in Section 2.3).

6.3.2 Estimating Initial Parameters of HMM

We consider HMM for document decomposition problem, where each observation rep-

resents one sentence and the hidden states represent the authors of the document. The

goal is to decompose the document based on the writing style which is determined by

the hidden state, i.e., authorship. The size of the observation and hidden state sequence,

denoted by T , is the number of sentences in the document. In our model, due to that the

number of distinct observations is not clearly observable, and the chance of having more

than one sentence with the same syntactic structure is very low, we consider the number

of unique observations (i.e., M) is also equal to the number of sentences in the document

(i.e., T ). Specifically, T = M = |C| where |C| is the number of sentences in document

C. The number of unique states is equal to the number of authors of the document,

which is denoted by N . The purpose of this model is to find the most probable sequence

of authors that could have generated a given series of sentences in a document.

As illustrated in the previous subsection, an HMM can be specified by three parameters,

θθθ = {A, B, πππ }. We learn this model by maximizing the likelihood function of HMM in

order to find a best estimation of θθθ so that the probability of the observations maximizes,

as in

θ = arg max
θ

(p(O|θ)) (6.1)

Normally, the learning process starts with some initial values of θθθ. For unsupervised

learning problems (like the one we are dealing with), the initial values of θθθ are not directly

observed and therefore need to be manually set. The selection of θθθ has a significant

impact on the overall efficiency of the model as it directly affects the convergence rate
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of the learning process, as well as whether the learning process can converge on global

maximum (Zhang et al., 2007; Hoang and Hu, 2004).

In our work of this chapter, we propose a statistical approach and make use of the

contextual information of sequential data to initiate the HMM parameter set θθθ. Next,

we give the details of initializing these parameters in the order of transition matrix A,

prior πππ , and emission probability B. These are detailed as follows.

6.3.2.1 Estimating Transition Matrix A

1. We first create a sequence of segments, where each segment is a series of v succes-

sive sentences from the document and does not overlap with any other segments.

Intuitively, the segment length v relates to the length of the document, as well

as the mean number of successive sentences in the document written by the same

author. In the section of Experiments, detailed analysis is provided to find the

most appropriate value of v for a given document. We then collect the statistic

of the segments. Note that, working on segments instead of sentences allows us

to capture the sequential patterns of sentences. Formally, let us denote the series

of segments as SEG = {Seg1, Seg2, . . . , Sege}. For a document of size |C|, this

produces e segments, where e = Ceiling(|C| / v). Notice that, each segment may

be either a pure segment, where its sentences are produced by a single author, or

a mixed segment, where its sentences are produced by more than one author.

2. For each segment, we then extract a feature vector based on the concept of “Bag

of Words”. To do this, first a word list is created for the document, where distinct

words (i.e., the words occurred three or more times in the document) are added

into a word list, denoted by BagOfWords1 = {word1, word2, . . . , wordD1}, where

D1 is the length of the list (i.e., the total number of the words in the list). In this

thesis, a word is defined as a consecutive sequence of letters and digits. Then,

each segment is represented as a D1-dimension binary vector using the word list

BagOfWords1, where each dimension takes a value of 1 or 0, with 1 indicating the

corresponding word in the list appears in the segment and 0 indicating not. Thus,

the segments SEG can be represented as a sequence of e D1-dimension binary
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feature vectors, denoted by X = {xi, i = 1, 2, . . . , e}. More details can be found in

the Experiments section.

3. With the binary feature vectors X, we then cluster them into different groups, each

representing a unique writing style. The Gaussian Mixture Model (GMM) (McLach-

lan and Basford, 1988) is adopted for clustering after comparing with classical

clustering methods such as K-means (More details about GMM can be found in

Section 2.4). Since there are N authors who have contributed writing the docu-

ment C, the GMMs have N Gaussian components, each representing a different

author’s writing style. Each vector xi, i ∈ 1, 2, . . . , e, is clustered into one of the

N Gaussian components.

4. Based on the Gaussian component that a vector xi is assigned to during the above

clustering process, each vector xi is given a label. Apparently, the label of vector

xi, denoted by h(xi), takes one label from a set of N elements, i.e., h(xi) = n,

where n ∈ {1, 2, . . . , N}.

Note. The approaches of Akiva and Koppel (2012), Akiva and Koppel (2013),

Proposed-1 and Proposed-2 also start from segmenting the original document into

segments and then represent them as feature vectors in order to cluster them. How-

ever, the purpose of these steps in their approaches is different from the purpose

in the proposed approach.

5. Then, with the labels h(xi), i = 1, 2, . . . , e of all the segments, the transition

probability of moving from state n1 to state n2, denoted by An1n2 , can be computed

using Eq. 6.2 as

An1n2 =
Count (h(xi) = n2, h(xi−1) = n1) + 1

Count (h(xi−1) = n1) +N
, i = 2, . . . , e, (6.2)

where n1, n2 ∈ {1, 2, . . . , N}.

Finding the transition probabilities of all possible state values (i.e., n1 = {1, 2, . . . , N},

n2 = {1, 2, . . . , N}) will produce the N ×N transition matrix A. Here, we employ

the “add-1” smoothing technique (Manning and Schütze, 1999) in order to prevent

zero values of transition probabilities.
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6.3.2.2 the Prior πππ

We then move on to estimate the initial probability π(n), i.e., the prior probability

of each author. With each segment (xi, i ∈ {1, 2, . . . , e}, where e is the number of

feature vectors) being labelled as h(xi), the initial probability of each state, denoted by

π(n), can be simply measured as a fraction of the occurrences of each state h(x) as:

π(n) = Count (h(x) = n) / e, where n ∈ {1, 2, . . . , N}.

Finding the initial probabilities of all possible state values (i.e., n = {1, 2, . . . , N}) will

produce a 1×N vector, which is denoted by πππ.

6.3.2.3 Estimating the Emission Probabilities B

The emission probabilities B address the relation between observations and states, i.e.,

given the authorship (“state”), the probability of observing each sentence (“observa-

tion”).

1. The sequence of segments SEG, each consisting v successive sentences, is employed

in order to find the initial value of B. In order to do that, a new feature list, denoted

as BagOfWords2 = {word1, word2, . . . , wordD2}, where D2 is the length of the

list, is created. The words that have occurred at least two times in the document

are considered for this feature. The list of words are used for representing the

sequence of segments (SEG) as a sequence of binary feature vectors, X ′ = {x′i, i =

1, 2, . . . , e}. Each vector has D2 elements. Note that each feature in the vector

represents one word of the BagOfWords2 list.

The process of creating the sequence X ′ is similar to the process of creating the

sequence X. The key difference is that we use the BagOfWords2 list of D2

features instead of the BagOfWords1 of D1 features. Note that, including words

that have occurred for at least two times instead of three times into the word

list, allows better chance to have more listed words appear in a sentence, which

contains a lot fewer words than a segment does.

Each vector x′i takes the same label of vector xi, i.e., h(x′i) = h(xi) = n, where

i = 1, 2, . . . , e. and n ∈ {1, 2, . . . , N}.
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2. Given the sequence of feature vectors, X ′, and the set of all possible values of

labels, the probability of each feature in X ′ given a label n (n ∈ {1, 2, . . . , N}) is

computed using the conditional probability shown in Eq. 6.3:

p(j|n) =
Countnj + 1

Countn +D2
, j = 1, 2, . . . , D2. (6.3)

where j represents a feature, Countnj represents the count of observed feature j

in the vectors that have a label n, Countn represents the count of all observed

features in the vectors that have a label n, and D2 is the number of features.

Note that we again employ the “add-1” smoothing technique in Eq. 6.3 in order

to prevent a zero probability.

3. Each sentence of document C is represented as a D2-dimension binary feature

vector using the word list BagOfWords2, where each dimension takes a value of

1 or 0, indicating the presence of the corresponding word in the sentence. Thus,

the sentences can be represented as a sequence of T D2-dimension binary feature

vectors, denoted by O = {oi, i = 1, 2, . . . , T}.

Using Eq. 6.3, the computation of the conditional probability of each feature given

each possible value of labels (i.e., n = 1, 2, . . . , N) will lead us to compute the

initial value of the emission probability of an observation given each state of the

HMM, as shown in Eq. 6.4.

p(o|n) =

D2∏
j=1

p(j|n)o
j
, n = 1, 2, . . . , N, (6.4)

where o represents an observation, j represents a feature, oj represents the value

of feature j in observation o, and D2 is the number of features.

The initial estimated probabilities of θθθ will be used in the next subsection for learning

the HMM in order to find a best estimation of θθθ.

6.3.3 Learning the Preliminary HMM

In this subsection, we work on the HMM to learn θθθ (i.e., A, B and πππ) based on Eq. 6.1.
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Formally, the HMM, which consists of a sequence of hidden states and independent

observations as seen in Figure 2.7, is formed as follows:

Assume that there are T sentences in document C (remember T = |C|), denoted by

{Seni, i = 1, 2, . . . , T}, where i represents the position of a sentence in the document

(for example Sen1 and SenT denote the first sentence and last sentence of document C,

respectively). As shown earlier, the sentences are represented as binary feature vectors

to compose a sequence of observations, O.

Each hidden state represents the most likely author of the corresponding sentences.

Therefore, there are T hidden states, denoted by Q = {q1, q2, . . . , qT }. Each state takes

only one possible value from a set denoted by S = {1, 2, . . . , N}. For generality, we

substitute the set S = {1, 2, . . . , N} by a set S = {s1, s2, . . . , sN}.

The estimation of θθθ, which can explain the observations more effectively, is performed

by using the Baum-Welch algorithm (Dempster et al., 1977), which is considered as

a special case of the Expectation Maximization (EM) algorithm. The process starts

with using the initial values of θθθ, which were estimated in the previous subsection, and

computes the probabilities of being in each state at each time. This is done by using the

forward-backward algorithm (Rabiner and Juang, 1986; Bishop, 2006). After that, the

estimated probabilities are used to obtain a better estimate of θθθ. Using the improved

(hopefully) θθθ, the forward-backward algorithm is applied again, and the cycle repeats

until the convergence of either the θθθ or the estimated probabilities occurs. More details

about the Baum-Welch and forward-backward algorithms can be found in Subsection

2.3.3.

The learned θθθ will be used in the next subsection in order to find the best sequence of

authors that represents the sequence of sentences of document C.

6.3.4 Initial Sentence Decoding

In our problem, we are interested in finding the most likely sequence of states (i.e.,

authors) that generates the corresponding sequence of observations (i.e., sentences), as

shown in Eq. 6.5. Actually, the issue of finding the optimal sequence of states is not the
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same as that of finding the individual optimal states. The second issue can be solved

by using the forward-backward algorithm to find the state variable marginal and then

maximizing each of these separately (Duda et al., 2001).

Q∗ = arg max
Q

p(Q|O). (6.5)

In fact, the number of potential routes through a sequence of states in HMM increases

exponentially with the length of the sequence. Therefore, the Viterbi algorithm (Viterbi,

1967; Forney Jr, 1973), also known as max-sum algorithm, is used to find efficiently the

most likely sequence of states for the given observations, where the number of potential

routes increases only linearly, rather than exponentially, with the length of the sequence.

More details about the Viterbi algorithm can be found in Subsection 2.3.4.

After all, by using the Viterbi algorithm, the best sequence of authors, Q∗ = {q1, q2, . . . , qT },

that represents the corresponding sentences in document C is determined.

6.4 Learning the Boosted HMM

As we have mentioned earlier, the initial values of θθθ have a significant impact on the

learning process of HMM so that it affects the performance of the decoding process. For

unlabelled data, we have proposed a statistical approach to better estimate the initial

values of θθθ by using segments and learned a preliminary HMM. The HMM has been

used to classify each sentence. In this section, the resulted, labelled sentences obtained

in the previous section can be used to re-calculate the initial values of θθθ, which can then

be used to learn a more accurate, boosted HMM, to further improve the performance of

the decoding.

6.4.1 Creating Consecutive-Sentence Dataset

A procedure, called “Consecutive-Sentence Dataset”, is proposed to create a new labelled

dataset which can be employed to re-estimate the initial values of θθθ and re-construct the

HMM. The procedure aims to provide a dataset with a high rate of correctly labelled
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data. It strives to provide a dataset with more labelled data for calculating θθθ, by using

sentences rather than segments. This procedure works as follows.

Given the labels of all of the sentences of document C, each sequence of minimum five

consecutive sentences that have the same label is inserted into the new dataset with that

label.

Eventually, the new dataset, denoted by CSD = {(Sentence1, q′1), (Sentence2, q
′
2), . . . ,

(SentenceT ′ , q
′
T ′)} is created, where q′ = s with s ∈ S, and T ′ represents the number of

sentences in CSD.

6.4.2 Re-Estimating and Learning the HMM parameters, and Final-

Stage Sentence Decoding

We use the new dataset CSD to re-estimate the new initial values of θθθ. The computa-

tions of the initial values of A and πππ are similar to the computations which have been

applied in the previous section, and we replace the set of all labels h(xi), i = 1, 2, . . . , e

with the set of all states q′i, i = 1, 2, . . . , T ′.

The initial values in B are also re-calculated using the new dataset. However, due

to the fact that the new dataset is a sequence of sentences, rather than segments, it is

desirable to increase the number of features used in representing the sentences to capture

the relation between the observations (i.e., sentences) and the states (i.e., authors).

Therefore, a new feature list, denoted byBagOfWords3 = {word1, word2, . . . , wordD3},

where D3 is the length of the list, which contains all distinct words that occur at least

one time in the document C, is created. By using this list, all sentences in CSD are

represented as binary feature vectors, denoted by X ′′ = {x′′i, i = 1, 2, . . . , T ′}.

The probability computation of each feature in X ′′ given a label n (n ∈ {1, 2, . . . , N})

is similar to the computation which has been applied in the previous section. The only

difference is that we replace the sequence of vectors, X ′, of D2 features by the sequence

of vectors, X ′′, of D3 features.

Then, the new initial values in θθθ (i.e., A, πππ and B) are utilized for learning the HMM

again. The process of learning the HMM is the same as the process discussed in the
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previous section. The only difference is that we replace the BagOfWords2 list of D2

features by the BagOfWords3 list of D3 features for representing the observation se-

quence, O.

Lastly, the final-stage sentence decoding process is applied in order to find the most likely

sequence of authors corresponding to all sentences in the document C. Here, the same

algorithm illustrated in the previous section is used to perform the decoding process of

this step.

Thus far, the SequentialUD approach, which consists of seven steps shown in Figure 6.1,

is done.

6.5 Refinement with ModPIP

The works of Proposed-1 and Proposed-2, which are presented in Chapters 3 and 4 re-

spectively, proposed a probability indication procedure (PIP) in order to enhance the

purity of sentence classification process. The procedure consists of five criteria. It pro-

ceeds by selecting trusted sentences from a document and using them to re-classify each

sentence of the document into the author’s class. The procedure has been implemented

using the Naive-Bayesian model.

Following this idea, in this chapter, a modified version of PIP, named by ModPIP, is

proposed to refine the classification results and further improve the sentence classification

purity results. Since we treat the sentences of a document as sequential data, the

ModPIP is developed based on a sequential model. This is detailed as below.

1. A sentence in the document C, which has been assigned a specific state value, is

recorded as a trusted sentence if and only if the posterior probability of its state

value given the observed sequence of all sentences is greater than the posterior

probabilities of all other state values given the observed sequence of all sentences,

by more than a threshold R. The state values of the trusted sentences will be

fixed.
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2. If the first trusted sentence in the document C is not the first sentence in the

document, then all sentences starting from the first sentence in the document till

the sentence located before the trusted sentence are given the same state value of

the trusted sentence.

3. If the last trusted sentence in the document C is not the last sentence in the

document, then all sentences starting from the sentence located after the trusted

sentence till the last sentence in the document are given the same state value of

the trusted sentence.

4. If a group of non-trusted consecutive sentences is surrounded between two trusted

sentences that have the same state value, then all the sentences in the group are

given the state value of the two trusted sentences.

5. If a group of non-trusted consecutive sentences is surrounded between two trusted

sentences that have different state values, then the best split point in the group

is picked out in order to divide the group into two subgroups. All the sentences

in the first subgroup, which comes before the split point, are given the same state

value of the trusted sentence which comes before them. All the sentences in the

second subgroup, which comes after the split point, are given the same state value

of the trusted sentence which comes after them. The best separation point is the

one that gives the maximum summation value of all posterior probabilities of the

assigned state values of the sentences in the group given all observed sentences in

the document.

The posterior probability of a single state given the observed sequence of all sentences,

p(q|O), which is used in the first and fifth criteria, is computed using the forward-

backward algorithm.

Regarding Criteria 4 and 5, the number of sentences in a group depends on two factors.

The first one is the value of the threshold R that is used to select trusted sentences (see

Criterion 1). The second one is the length of a document (i.e., the number of sentences

in the document). With the first factor, a small value of threshold R yields a large

number of trusted sentences so that the number of sentences in each group is small; and
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a large value of R yields a small number of trusted sentences so that the number of non-

trusted sentences in each group is comparatively large (see the Experiments section).

With the second factor, the document length affects the number of sentences in each

group because a short document is supposed to have a smaller number of sentences in

each group compared with a long document (see the Experiments section).

6.6 Experiments

In this section, the performance of the proposed approach (i.e., SequentialUD and its

refined version) is evaluated and compared with state-of-the-arts on four benchmark

datasets widely used for authorship detection. We have used these datasets because the

author of each document is known with certainty and because they are canonical datasets

that have served as benchmarks for Koppel et al. (2011a), Akiva and Koppel (2012),

Akiva and Koppel (2013), Giannella (2015) and Daks and Clark (2016). Furthermore,

to test its performance on more realistic cases, randomly selected scientific articles are

employed. As an example of a non-artificial document, a scientific paper is also utilized

for evaluating the performance of our proposed approach.

6.6.1 Datasets

The three benchmark datasets used for experiments in Chapter 3, i.e., Bible books,

Becker-Posner blogs and New York Times articles, and an authentic document are also

used in this chapter. Furthermore, the single-topic documents of Becker-Posner blogs

used for experiments in Chapter 4 are used to evaluate the work of this chapter.

In order to show the efficiency of the proposed approach on more realistic cases, we have

randomly selected some scientific articles, which are cited in the Bibliography, covering

the same topics. The articles of each topic are mixed in one article and the proposed

approach is then applied in order to recover the author of each sentence in the mixed

article. Due to the difficulty of finding articles written by single authors covering same

topics, as well as due to the fact that in most cases, there is one main author of an

article whose writing style can be found throughout of the article, we consider each
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article produced by more than one author as an article produced by only one author. In

each selected article, we have ignored all metadata (e.g., titles, author names, references,

equations, tables and citations). We randomly select two articles on plagiarism detection

topic. The articles are Rao et al. (2011) and Kestemont et al. (2011). The lengths of these

articles are 66 and 111 sentences, respectively. We also randomly select three articles

on authorship attribution topic. The articles are Baayen et al. (2002), Layton et al.

(2010) and Savoy (2016). The lengths of these articles are 91, 197 and 304 sentences,

respectively. Furthermore, we randomly select four articles on authorship-based text

decomposition topic. The articles are Koppel et al. (2011a), Giannella (2015), Daks and

Clark (2016) and Aldebei et al. (2016b). The lengths of these articles are 257, 215, 104

and 229 sentences, respectively. The four articles have also used the same data sets in

their approaches. Note that, all articles of each topic are randomly selected, in which

each article is produced by different authors.

The last corpus tested is the Jane Austen’s unfinished novel Sanditon. The novel was

begun by Jane but interrupted by her death in 1817. In that time, she finished 11

chapters. Many years later, this novel had been completed by “an Other Lady”, who

had tried to mimic Austen’s style and used her notes to finish the novel by writing 19

chapters more. This corpus provides a case to examine our approach in a non-artificial,

authentic document.

6.6.2 Experimental Results

The performance of the proposed approach (i.e., SequentialUD and its refined version)

is examined through a set of experiments on different documents. In the first four

experiments, artificially created documents are created. These documents are created

by using the same method that has been used in Chapter 3 (i.e., Section 3.2), which is

summarised as follows.

Suppose that there are N authors. Each author has a group of documents. The docu-

ment of N authors is composed by recursively picking up a random number (m) of uns-

elected successive sentences from a document of a randomly chosen author and merging

them together until all sentences in all documents of N authors are selected. During
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each iteration, the value of m is randomly chosen from a uniform distribution ranging

from 1 to V . We follow the approaches described in Koppel et al. (2011a), Akiva and

Koppel (2012) and Akiva and Koppel (2013) and assign 200 to V . In our experiments,

we empirically assign 15 to the threshold R for the refined SequentialUD approach. More

details can be found in this section.

In order to determine the optimal segment length v, which is employed to estimate the

transition matrix A of the preliminary HMM, we group documents from the datasets

based on the number of their sentences into two categories, i.e., Long Documents (con-

taining 500 or more sentences), and Short Documents (containing fewer than 500 sen-

tences). Furthermore, based on our observations, the segment length v is also dependent

on mean Author Run Length (simplified as meanARL). To depict the impact of docu-

ment length and meanARL on v, for each category we randomly pick up one document

and apply our SequentialUD approach on its sentences with different meanARL. Note

that, the meanARL represents the mean number of successive sentences in the docu-

ment written by the same author. We employ the same procedure described above and

use the sentences of the document to create merged documents with different values

of meanARL. The meanARL of a document is determined by setting the value of V ,

which results in a mean of around 0.5V successive sentences from the same author on

the document. A document resulted from merging the biblical books of Ezekiel and

Proverbs (containing 2188 sentences) and the two-student scientific document (contain-

ing 313 sentences) have been selected to determine the best segment length for Long and

Short Documents, respectively. Tables 6.1 and 6.2 show the purity results of applying

our SequentialUD approach in the selected Eze-Prov document (a Long Document) and

the two-student scientific document (a Short Document) with different v and meanARL,

respectively. As shown in Table 6.1, the proposed approach yields higher purity results

in the Eze-Prov document (a Long Document) when v is less than meanARL and 60.

Recall that, in our work each author is assumed to have written long successive sentences

in a document (i.e., a larger meanARL) and most Long Documents used in our exper-

iments are created with a meanARL of around 100 (i.e., V = 200). Since the highest

purity result in the Eze-Prov document with the meanARL of around 100 is achieved

when v is 30, we assign 30 to v for all Long Documents in our experiments. However,
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as shown in Table 6.2, for the scientific document (a Short Document) the proposed

approach achieves higher purity results when v is less than meanARL and 40. Also seen

from this table, most highest purity results on the scientific document are achieved when

v is 10. Therefore, we assign 10 to v for all Short Documents in our experiments. In

order to make sure that the number of segments used in the clustering process (Step 3

of estimating transition matrix A) is always larger than the number of clusters, the seg-

ment length v for Short Document is set to min(10, F (No. Sentences/No. Authors)−1),

where F represents the commonly known floor function.

In our approach, in order to reduce the influence of topics on final results, only those

words appearing at least three times in the document are used as features ofBagOfWords1

to depict the writing style of the segments (see Step 2 of subsection 6.3.2.1). However,

note that these words may not necessarily be purely topic-independent words. Based

on our observation on different documents, the words selected into the feature set are

mostly function words and words that are independent of topics. Increasing the fre-

quency threshold does help to exclude these topic-specific words but at the meantime

it also decreases the recall rates of pure segments on the clustering process (Step 3 of

the same subsection), and this affects on producing sufficient data for the estimation

process. Also note that we use recall rates to evaluate clustering results, because our

interest here is to evaluate the capability of the clustering process for retrieving pure

segments. Furthermore, we observe that choosing words appearing for at least three

times as features of BagOfWords1 in a Short or Long Document produces generally

higher recall rates on the clustering process. Figure 6.2 shows the recall rates of the

clustering process using words that have occurred at least once, twice, three times, four

times and five times respectively in four documents as features of BagOfWords1. The

documents of Becker-Posner Blogs and four-author columnists of New York Times ar-

ticles have been used as Long Documents. The documents of Traffic Congestion and

scientific paper have been used as Short Documents. Obviously, as shown in Figure 6.2,

using all words that have occurred three or more times has achieved higher recall rates

on the clustering process for all four documents.
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Table 6.1: Purity results of applying our SequentialUD approach on the selected Eze-Prov document (a Long Document) with different v and
meanARL. Note that better purity results (highlighted in bold font) are achieved when v is less than meanARL and 60.

Segment Length v

5 10 20 30 40 50 60 70 80 90

10 85.5% 75.4% 61.4% 61.1% 59.2% 57.7% 60.3% 55.3% 56.2% 57.4%

20 91.9% 92.4% 57.3% 60.1% 55.1% 58.2% 55.3% 55.3% 56.4% 56.1%

30 93.8% 94.2% 95.2% 59.6% 58.1% 60.1% 57.5% 56.0% 57.3% 57.1%

40 93.7% 93.8% 94.3% 94.2% 55.6% 55.5% 52.6% 55.7% 60.6% 58.3%

meanARL 50 90.4% 91.6% 96.9% 96.4% 94.0% 56.0% 55.6% 60.2% 59.8% 57.3%

60 90.2% 92.5% 96.3% 97.0% 94.2% 83.1% 55.3% 55.7% 56.2% 56.0%

70 89.6% 96.7% 97.3% 97.2% 93.4% 88.5% 68.1% 60.9% 60.4% 58.4%

80 90.0% 94.6% 97.9% 98.2% 98.0% 90.1% 63.1% 60.6% 61.7% 59.1%

90 88.4% 97.7% 98.6% 99.0% 97.7% 97.0% 85.6% 61.7% 57.6% 55.0%

100 87.0% 98.0% 98.1% 99.2% 95.6% 96.2% 84.8% 62.7% 63.6% 62.8%
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Table 6.2: Purity results of applying our SequentialUD approach on the scientific document (a Short Document) with different v and meanARL.
Note that better purity results (highlighted in bold font) are achieved when v is less than meanARL and 40.

Segment Length v

5 10 20 30 40 50 60 70 80 90

10 76.4% 66.8% 57.8% 51.8% 50.5% 53.7% 57.5% 52.1% 51.1% 51.1%

20 85.0% 86.6% 78.6% 52.7% 56.2% 62.3% 50.8% 51.1% 52.4% 54.0%

30 85.6% 89.1% 84.0% 54.6% 50.2% 51.4% 52.7% 52.7% 53.4% 53.0%

40 87.2% 93.0% 91.7% 90.7% 58.8% 61.0% 60.7% 54.0% 55.6% 57.8%

meanARL 50 86.6% 91.7% 89.1% 88.2% 74.1% 60.4% 56.9% 54.3% 55.6% 55.6%

60 89.5% 91.4% 90.1% 85.9% 78.3% 64.2% 54.0% 55.3% 60.4% 55.3%

70 89.8% 92.7% 91.7% 89.8% 82.1% 77.7% 73.5% 70.3% 58.8% 54.3%

80 91.1% 93.6% 93.6% 92.7% 88.2% 88.5% 74.7% 60.8% 58.5% 57.2%

90 88.2% 94.6% 94.9% 92.0% 80.2% 84.0% 73.2% 54.0% 54.3% 54.0%

100 88.5% 95.8% 94.3% 91.7% 86.3% 82.1% 77.3% 71.6% 73.8% 59.4%
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Figure 6.2: The recall rates of the clustering process obtained using words that have

occurred at least once, twice, three times, four times and five times in four documents

as features of BagOfWords1.

The results of the proposed approach SequentialUD and its refined version are compared

with those obtained by five state-of-the-art approaches.

6.6.2.1 Results on the Biblical Books Dataset

For the first set of experiments, the five biblical books of five authors are utilized to

produce a set of total 10 merged documents of two authors by using the procedure men-

tioned before. The 10 documents are related to either different genres or the same genre

(see Table 3.7). In Tables 6.3 and 6.4, we report the purity results obtained by applying

the proposed approach SequentialUD and its refined version on the documents com-

posed by merging two biblical books of different genres (Table 6.3) and the documents

composed by merging two biblical books of the same genre (Table 6.4), respectively. In

both cases, the results of the SequentialUD and its refined version are compared with

the approaches of Koppel et al. (2011a), Akiva and Koppel (2013), Akiva and Koppel

(2013)-SynonymSet and Proposed-1. The purity results of the approach in Akiva and

Koppel (2012) are used further for comparison in Table 6.4.
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Table 6.3: Purity comparison on documents composed by merging two biblical books
of different genres. Approaches in comparison: 1- Koppel et al. (2011a), 2- Akiva
and Koppel (2013), 3- Akiva and Koppel (2013)-SynonymSet, 4- Proposed-1, 5- Our

SequentialUD and 6- Our refined SequentialUD.

Doc. 1 2 3 4 5 6

Jer-Prov 72.7% 97.0% 75.0% 99.0% 99.6% 99.8%

Isa-Job 82.2% 98.7% 89.1% 98.7% 99.6% 99.6%

Eze-Prov 76.6% 98.7% 90.8% 97.9% 99.2% 99.4%

Isa-Prov 70.4% 95.0% 85.0% 97.9% 98.7% 99.2%

Eze-Job 85.9% 98.7% 95.0% 99.0% 99.7% 99.7%

Jer-Job 87.3% 98.0% 93.1% 97.8% 99.1% 99.2%

Overall 79.2% 97.7% 88.0% 98.4% 99.3% 99.5%

Table 6.4: Purity comparison on documents composed by merging two biblical books
of the same genre. Approaches in comparison: 1- Koppel et al. (2011a), 2- Akiva and
Koppel (2012), 3- Akiva and Koppel (2013), 4- Akiva and Koppel (2013)-SynonymSet,

5- Proposed-1, 6- Our SequentialUD and 7- Our refined SequentialUD.

Doc. 1 2 3 4 5 6 7

Job-Prov 84.5% 84.9% 93.9% 82.0% 95.2% 98.6% 99.2%

Jer-Eze 82.0% 87.6% 96.6% 95.9% 97.0% 97.7% 98.2%

Isa-Jer 71.8% 63.4% 66.7% 82.7% 71.0% 73.1% 73.3%

Isa-Eze 78.9% 76.0% 80.0% 88.0% 82.7% 83.6% 83.8%

Overall 79.3% 78.0% 84.3% 87.2% 86.5% 88.3% 88.6%

From the purity results presented in the tables, we can observe that the results obtained

with our proposed approach SequentialUD and its refined version are quite promising

with a purity of over 99.5% achieved on some documents. We can also see that the

overall purities of our proposed approach are remarkably better than those obtained

using other approaches. In some cases (e.g., for the Jer-Prov document mentioned in

Table 6.3), SequentialUD produces a 37% larger purity result than Koppel et al. (2011a)

and 33% larger purity result than Akiva and Koppel (2013)-SynonymSet. Note that,

two of them, i.e., Koppel et al., 2011 and Akiva and Koppel, 2013-SynonymSet, are

specially developed for biblical books only, and not applicable for other documents.



Chapter 6. SUDMAD: Sequential and Unsupervised Decomposition of a Multi-Author
Document Based on a Hidden Markov Model 143

6.6.2.2 Results on Becker-Posner Blogs Dataset (Controlling for Topic)

For the second set of experiments, we apply the proposed approach on the merged

documents composed from the Becker-Posner blogs corpus.

On the first part of our experiments using this corpus, we work on a document created by

merging all Becker blogs and Posner blogs. The merged document has 26,922 sentences

and 246 turns between the two authors. It does not have any topic indication that

can be used to differentiate between authors. As shown in Table 6.5, the purity results

achieved by applying our proposed approach (i.e., SequentialUD and its refined version)

on this document are significantly higher.

In fact, it is important to know the effectiveness of applying the procedures of our

SequentialUD approach. These procedures are the preliminary HMM, the Boosted HMM

and the ModPIP refinement. Table 6.5 shows the intermediary and final purity results

achieved by applying our SequentialUD approach on Becker-Posner blogs. In this table,

“4-First-Stage HMM” is the purity obtained by applying the first-state preliminary

HMM, and “5-Our SequentialUD” is the purity obtained after further applying the

Boosted HMM, and “6-Our Refined SequentialUD” is the result obtained after applying

the ModPIP refinement in the end. From these results, it can be seen clearly that:

1) The purity achieved using our preliminary HMM is already very effective and has

outperformed the other three approaches; 2) Our BoostedHMM and ModPIP refinement

have further improved the purity results, each by 0.6%.

Table 6.5: Purity comparison on a document of Becker-Posner Blogs. Approaches
compared: 1- Akiva and Koppel (2012), 2- Akiva and Koppel (2013), 3- Proposed-1, 4-

First-Stage HMM, 5-Our SequentialUD and 6- Our Refined SequentialUD.

Document 1 2 3 4 5 6

Becker-Posner
Blogs

94.0% 94.9% 96.6% 96.7% 97.3% 97.9%

As we have mentioned earlier (see Section 6.4), we have used each sequence of minimum

five consecutive sentences that have the same label to create the consecutive-sentence

dataset. In fact, the limit of five sentences depends on a mean author run length (i.e.,

the mean of the numbers of consecutive sentences from the same author in a document).
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Figure 6.3 presents an example of purity results achieved on Becker-Posner blogs when

the SequentialUD and its refined version are applied using different values of the limi-

tation. Clearly, it can be seen that the purity results are not very sensitive to the value

of this setting (i.e., five consecutive sentences) as long as the value does not exceed the

mean author length in the document. In this chapter, we set the value of the limitation

to five because no document tested in our experiments has a mean author run length

less than five.

Figure 6.3: Purity results achieved on Becker-Posner blogs when our SequentialUD

and its refined version are applied using different values of the limitation used to create

the consecutive-sentence dataset.

On the second part of our experiments regarding this corpus, the six single-topic doc-

uments (see Table 4.1) manually created by Giannella (2015) from the Becker-Posner

blogs are used to test the performance of the proposed approach, where each document

has sentences representing only one single topic. Figure 6.4 illustrates the purity results

obtained using our proposed SequentialUD approach and its refined version, compared

with that of the approach in Giannella (2015). As shown in the figure, both versions of

our approach have yielded better purity results (up to 42.5% in the “Traffic Congestion

(TC)” document) in all six documents.
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Figure 6.4: Purity results of the approaches proposed by Giannella (2015), our

SequentialUD and our refined SequentialUD using the six single-topic documents of

Becker-Posner blogs.

For the rest of this subsection, we would like to show the impact of the V value on

performance. As we have mentioned earlier, our experiments are run on artificially

merged documents (excluding the six single-topic documents of the Becker-Posner blogs).

For each document, the number of consecutive sentences of each author before turning to

another author is randomly chosen from a uniform distribution ranging from 1 to V (see

Section 3.2), i.e., a mean of around 0.5V sentences between transitions among authors

is expected. Smaller values of V produce relatively larger numbers of turns between

authors, and make the document decomposition become harder. Therefore, the range of

the uniform distribution (i.e., the value of V ) somehow determines the complexity of the

problem. To demonstrate how susceptible our results are to the complexity of document

decomposition problem, Figure 6.5 presents the purity results obtained by using the

merged documents of Becker-Posner blogs created by assigning different values of V

using our proposed approach SequentialUD and its refined version. Clearly, for small

values of V , the purity results of the proposed approach are somewhat degraded. In our

experiments, we have set V = 200.
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Figure 6.5: Purity results obtained by using the merged documents of Becker-Posner
blogs created by assigning different values of V using our proposed approach Sequen-

tialUD and its refined version.

6.6.2.3 Results on New York Times Articles Dataset (N ≥ 2)

In these experiments, we employ the New York Times articles of four columnists to

create a set of merged documents, and the merged documents have two, three or four

authors.

In the first set of experiments regarding this corpus, all possible documents of two

authors are composed and six documents are produced. Table 6.6 lists the six resulted

documents and the number of turns between authors in each document. Table 6.6 also

displays the purity results obtained using our proposed approach, i.e. SequentialUD and

its refined version, and the Proposed-1 approach of the six documents.

From Table 6.6, it can be seen that the purity results of our approach have exceeded

the results obtained using the Proposed-1 in all of the six documents. These have also

outperformed the purity of 88.0%, acquired by Akiva and Koppel (2012) and Akiva and

Koppel (2013).
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Table 6.6: The purity results of documents created by merging any pair of the four
New York Times columnists using the Proposed-1 approach, our SequentialUD and our

refined SequentialUD.

Doc. No. of
Turns

Proposed-1 SequentialUD Refined
SequentialUD

1 TF-PK 251 95.6% 95.8% 96.3%

2 GC-PK 253 93.7% 95.0% 96.6%

3 GC-TF 242 96.1% 96.8% 98.0%

4 MD-PK 255 95.5% 97.0% 98.2%

5 MD-TF 249 93.3% 94.1% 96.0%

6 MD-GC 251 93.8% 94.7% 95.5%

In the second set of our experiments regarding this corpus, all possible documents of

three or four authors are composed. This results in four documents of three authors and

one document of four authors. Each document composed by three authors has on average

more than 350 turns between the authors. The document composed by four authors has

more than 500 turns between the authors. Figure 6.6 shows the purity results of applying

our SequentialUD and refined SequentialUD on the five aforementioned documents (i.e.,

four documents having three authors and one document having four authors), comparing

with the approaches of Akiva and Koppel (2012), Akiva and Koppel (2013) and Proposed-

1.

As shown in Figure 6.6, the purities achieved by our SequentialUD approach and its

refined version are significantly higher no matter if a document is written by three or

four authors. In addition, it should be noted that the proposed approach consistently

outperforms the other three state-of-art approaches in all of the five documents. Fig-

ure 6.6 also shows that, in the experiments involving the four-author document (i.e.,

MD-GC-TF-PK), the refined SequentialUD produces a 34% higher purity than the ap-

proach in Akiva and Koppel (2013). Once again, comparing the purity results obtained

in all of the five documents using the refined and non-refined version of our approach,

one can see that, applying our ModPIP on the BoostedHMM has further improved the

performance by 2.2% on average. This clearly demonstrates the effectiveness of the

ModPIP procedure.
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Figure 6.6: Purity results of the approaches proposed by Akiva and Koppel (2012),
Akiva and Koppel (2013), Proposed-1, SequentialUD and refined SequentialUD using
documents composed by merging articles of three and four New York Times columnists.

It would be interesting to know the impact of the threshold, R, which is used for Criterion

1 of the ModPIP, on the purity results and on the possible number of sentences that

could be contained in a group of non-trusted consecutive sentences for Criteria 4 and 5

of the ModPIP. Figure 6.7 presents the purity results of refined SequentialUD approach

using the document written by four New York Times columnists when different values

of threshold R are used in the ModPIP. The figure also shows the maximum number of

sentences that are located in a group regarding Criteria 4 and 5 of the ModPIP when

different values of threshold R are used in this document.

As it can be seen that, when the value of threshold R is small, the maximum number of

sentences in a group is small and the purity results are not high enough. The reason of

that is because a small value of R yields a large number of trusted sentences, with less

confidence in the correctness of their labels, and so the numbers of sentences in groups

are small. The less confidence in the labels of the resulted trusted sentences directly

affects the correctness of labels of sentences in the groups and so the purity result of

a whole document is relatively low. On the other side, when the value of threshold

R is large, the maximum number of sentences in a group is comparatively large and
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Figure 6.7: Purity results of the refined SequentialUD approach with respect to the
maximum number of sentences located in a group, as indicated in Criteria 4 and 5 of
the ModPIP, using the document written by four New York Times columnists when
different values of threshold R (the horizontal axis) are used in the ModPIP. In the
graph, the numbers above the line markers indicate the maximum number of sentences

located in a group.

the purity results drop down sharply. The reason of that is because a large value of R

yields a small number of trusted sentences and so the number of sentences in groups are

large. All sentences contained in a group and surrounded by two far trusted sentences

have a very low chance to have correct labels which are assigned depending on the two

trusted sentences and so the purity results of a whole document is low. Therefore, in the

case of having a very long sequence of non-trusted sentences surrounded by two trusted

sentences, a smaller value of threshold R should be selected.

In order to examine the proposed approach in shorter documents, another set of ex-

periments regarding the New York Times corpus is applied. In this set of experiments,

merged documents of two, three and four columnists composed of only n different ran-

domly selected articles of each columnist are created. For each resulted merged doc-

ument, the SequentialUD approach and its refined version are applied and the purity

results are computed. We repeat this process 50 times and then the mean purity results
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over the 50 trials for SequentialUD and its refined are computed. The 0.95 confidence in-

tervals over the 50 purity results for the refined SequentialUD version are also computed.

Figure 6.9 shows the purity results of SequentialUD approach and its refined version on

merged documents created by merging 1, 5, 10, 15 and 20 randomly selected articles of

two, three and four authors. Figure 6.9 also shows the 0.95 confidence intervals for the

refined SequentialUD version.

As shown in Figure 6.9, the purity results obtained with our proposed approach Sequen-

tialUD and its refined version on New York Times short documents are quite promising.

In Giannella (2015), the author has examined his approach of document decomposition

on short documents created by merging a few sentences of the four columnists of New

York Times articles. These documents are created using a procedure which is different

from the one used in this article. The procedure aims to create a merged document

containing a specific number of runs of successive sentences of each columnist. Giannella

has performed the procedure for 100 trials. In each trial, a multi-author document is

created, his approach on document decomposition is performed, and a matching accuracy

is then computed. After that, the mean and the 0.95 confidence intervals over the

100 accuracies of the approach are computed. The experiments applied in this article

(excluding the six single topic documents) have assumed that there is a long sequence of

consecutive sentences for each author. It is interesting to see how our proposed approach

can be applied in short documents with short consecutive sentences. Therefore, we create

short documents of four columnists of New York Times articles using the same procedure

of Giannella (2015). Each created merged document contains exactly two runs of each

columnist (i.e., there are seven transitions form one author to another). During each

run of each columnist, the number of selected successive sentences of the columnist in

that run is randomly chosen from an exponential distribution with meanARL (when the

chosen number is not an integer, we round it to the nearest integer). Note that, the

meanARL determines the mean number of successive sentences from the same author

on the merged document. Figure 6.8 shows the purity results of SequentialUD approach

and its refined version in short documents, which are composed by merging articles of

four New York Times columnists using the same procedure of Giannella (2015), when

the mean author run length (i.e., meanARL) is varied.
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Figure 6.9: Purity results of SequentialUD approach and its refined version on merged documents created by merging 1, 5, 10, 15 and 20 randomly
selected articles of two, three and four authors. The error bars depict 0.95 confidence interval for the refined SequentialUD approach. In many cases

the confidence intervals are quite small and are not easily seen in the figure.
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Figure 6.8: Comparison of the purity results obtained using the approach in Giannella

(2015), SequentialUD approach and refined SequnatialUD approach on short documents

with short consecutive sentences composed by merging articles of four New York Times

columnists using the same procedure of Giannella (2015), when the mean author run

length (i.e., meanARL) is varied. The error bars depict 0.95 confidence interval for the

three approaches.

As shown in Figure 6.8, the purity results of the SequentialUD and its refined version

outperform the results of Giannella’s approach in all values of meanARL (except in the

case of meanARL = 25 where SequentialUD achieves a purity equal to that achieved in

Giannella’s approach).

6.6.2.4 Results on Randomly Selected Scientific Articles

To show the efficiency of our SequentialUD and its refined version on more realistic cases,

we employ randomly selected scientific articles covering the same topics and create a set

of merged articles. Each merged article has two, three or four authors and the topics

among authors are not differentiated. In the first set of experiments regarding the sci-

entific articles, we create a merged article using two randomly selected scientific articles

on plagiarism detection topic (i.e., Rao et al. (2011) and Kestemont et al. (2011)). The
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merged article consists of 177 sentences written by two authors. Our proposed approach

classifies sentences of the two authors with 94.9% by using SequentialUD and 98.3% by

using its refined. In the second set of experiments regarding the scientific articles, we

create a merged article using three randomly selected scientific articles on authorship

attribution topic (i.e., Baayen et al. (2002), Layton et al. (2010) and Savoy (2016)).

The merged article consists of 592 sentences written by three authors. Our proposed

approach classifies sentences of the three authors with 92.2% by using SequentialUD and

92.4% by using its refined. In the last set of experiments regarding the scientific articles,

we create a merged article using four randomly selected scientific articles on authorship-

based document decomposition topic (i.e., Akiva and Koppel (2013), Giannella (2015),

Daks and Clark (2016) and Aldebei et al. (2016b)). The merged article consists of 805

sentences written by four authors. Our proposed approach classifies sentences of the

four authors with 93.7% by using SequentialUD and 98.8% by using its refined. It is

clear that the purity results obtained with our approach on merged articles of two, three

or four authors are quite promising.

6.6.2.5 Results on Sanditon: An Unfinished Novel

To show that our approach also works well on non-artificial, authentic documents, we

apply our SequentialUD and its refined version on the Sanditon novel. The novel, which

has been written by Jane Austen and an unknown lady, contains 30 chapters. Jane wrote

11 chapters and the lady wrote 19 chapters. Each chapter contains on average 164

sentences. Our proposed approach classifies Austen’s sentences from Another Unknown

Lady with 93.3% by using SequentialUD and 95.2% by using its refined. It is clear that

the proposed approach has achieved promising purity results. In a case of assuming

that we know that each chapter of the novel is written by only one author and assign

each chapter to the author who has most of the sentences of that chapter, we achieve

purity results equal to 96.7% by applying the SequentialUD and its refined version (one

mislabelling chapter). Furthermore, when we compare our results with that acquired by

Daks and Clark (2016), a purity result of 93.8% is reported by using this approach. It

is worth to note that the approach of Daks and Clark (2016) aims to cluster chapters,

not sentences, assuming that each whole chapter is written by one author.
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6.6.2.6 Results on Scientific Document

To also work on other types of non-artificial, scientific document, we have applied our

SequentialUD approach and its refined version on a scientific paper initially drafted by

two Ph.D students (i.e., Students A and B). Each student has written three sections.

Students A and B have contributions on the paper equal to 41.9% and 58.1%, respec-

tively. Table 6.7 presents the number of correctly classified sentences of each author and

the purity of the classification process using our SequentialUD approach and its refined

version. Furthermore, Table 6.7 shows the predicted contributions of each author using

the proposed approach.

As shown in Table 6.7, the purity results and the predicted contributions for each author

using the proposed approach on a non-artificial, scientific document are very promising.

The results of the scientific document are obtained when information that each author

of the paper has written a whole section is not available. In a case of assuming that

we know that each whole section of the scientific paper is written by only one author

and assign each section to the author who has most of the sentences of that section, we

achieve a purity results equal to 97.4% by applying the SequentialUD and its refined

version.

When we have applied the refined SequentialUD approach on the scientific document,

we investigate the number of sentences that are located in groups between two trusted

sentences (i.e., Criteria 4 and 5 of the ModPIP) and we find that 10 is the maximum

number of sentences that are located in the groups. Table 6.8 shows the maximum

number of sentences that are located in groups regarding Criteria 4 and 5 of the ModPIP

using all corpus used in this article when the value of threshold R is equal to 15. Table 6.8

also shows that the maximum number of sentences in all groups in each long document

(having more than or equal 500 sentences) and the maximum number of sentences in

all groups in each short document (having fewer than 500 sentences) are ranging from

30-58 sentences and 10-12 sentences, respectively.
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Table 6.7: The purity results and predicted contributions of the two authors of the scientific paper using the proposed approach SequentialUD and
its refined version.

SequentialUD Approach Refined SequentialUD Approach

Author
No. of

Sentences
Correctly Classified

Sentences
Purity

Contri-
bution

Correctly Classified
Sentences

Purity
Contri-
bution

A 131 131 100% 46.3% 131 100% 45.0%

B 182 168 92.3% 53.7% 172 94.5% 55.0%

Overall Purity 95.5% 96.8%

Table 6.8: The maximum number of sentences that are located in groups regarding criteria 4 and 5 of the ModPIP using corpus used in this article
when the value of threshold R is equal to 15.

Corpus Name Maximum Number of Sentences in Groups

Bible Books 30 Sentences

Becker-Posner Blogs 34 Sentences

Becker-Posner Blogs (Single Topic) 12 Sentences

New York Times Articles (2 Authors) 41 Sentences

New York Times Articles (3 Authors) 57 Sentences

New York Times Articles (4 Authors) 58 Sentences

Sanditon 35 Sentences

Scientific Paper 10 Sentences
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6.7 Summary

In this chapter, aiming at segmenting a multi-author document into components accord-

ing to authorship, we have proposed to utilise the useful sequential correlation among

the consecutive sentences in order to determine the authorial components. The proposed

approach is based on the well-known sequential model, i.e., Hidden Markov Model, in

order to find the best sequence of authors that represents the corresponding sequence of

sentences in the document. Our previously proposed probability indication procedure,

which has been presented in Chapters 3 and 4, has been further modified and used to

further improve the purity results by considering sequential patterns.

The experimental results have shown that our proposed approach has achieved high

purity results on all the datasets used in this chapter and have obviously outperformed

the approaches proposed by Koppel et al. (2011a), Akiva and Koppel (2012), Akiva and

Koppel (2013), Giannella (2015), Daks and Clark (2016) and Proposed-1 in terms of

purity.



Chapter 7

Conclusions

This PhD thesis has presented new approaches for the authorship-based multi-author

document decomposition. The main findings of this work are recapitulated as follows.

• In Chapter 3, we have proposed an approach for decomposing a multi-author

document into authorial components. The approach aims to avail the differences

of the posterior probabilities of the Naive Bayesian model in order to enhance the

performance of the sentence segmenting process. It has been shown that using

the proposed segment elicitation procedure can be beneficial to pick out from a

cluster only the strongest and most effective segments that can best represent the

writing style of the cluster to be used in training a supervised Naive Bayesian

classifier for segmenting all sentences in the document. It has also been shown

that using the proposed probability indication procedure can greatly increase the

performance of the sentence decomposing process. The main idea of the procedure

is to select the significant and trustful sentences from a document and involve

them to re-decompose all sentences in the document. The proposed approach

has been evaluated on three benchmark datasets, of which every one has its own

characteristics, and has obtained significantly high purity results.

• In Chapter 4, we have extended the proposed approach presented in Chapter 3 and

proposed an unsupervised, hierarchical learning framework for authorship-based

multi-author document decomposition. The main idea of the proposed approach

157
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is to produce a more powerful training dataset, better than the one used to train

the classifier in our previously approach presented in Chapter 3, with more accu-

rate labels to improve the classifier’s robustness and performance. Experimental

results of the proposed approach over three benchmark datasets, including single-

topic documents, have reported interesting performance in decomposing sentences

of short and long documents into authorial components. A scientific paper has

also been tested and used to show the effectiveness of the proposed approach on

authentic document.

• In Chapter 5, we have proposed another approach for authorship-based multi-

author document decomposition. The approach is based on utilizing the sequen-

tial pattern hidden among sentences for determining their authorships. The well-

known sequential model, i.e., Hidden Markov Model, has been adopted to find the

best sequence of authors that represents the corresponding sequence of sentences

in the document. It has been shown that these sequential patterns can be sur-

prisingly useful in decomposing the sentences into authorial components. A new

unsupervised method for estimating the initial values of the HMM has also been

proposed in this chapter. It has been noticed, as shown in Figure 5.1, that using

this method has really increased the decomposing purity results. The proposed

approach, unlike the approaches presented in Chapters 3 and 4, does not require

estimation of any threshold. In this chapter, as shown in Section 5.6.3, we have

also mentioned an application (i.e., authorship attribution) where the multi-author

decomposition can be applied.

• In Chapter 6, we have proposed to utilise the useful sequential correlation among

the consecutive sentences in order to determine the authorial components. A Hid-

den Markov Model (HMM) is also constructed to explore the sequential correlation

in a document. Our comparative evaluation results with the state-of-the-arts have

demonstrated the strength of our proposed idea in terms of effectively decom-

posing the document into sentences according to their authorship, regardless of

their topics, languages, etc. It has been noticed that the performance of the pro-

posed approach is better when the length of successive sentences of each author

is relatively long. The great strength of our refined SequentialUD approach is
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the selection of the trusted sentences from the document and using them in re-

classifying sentences, such as very short sentences, that do not have sufficiently

discriminative features. However, the proposed approach may not yet be effective

to predict the authors of sentences when the majority of the sentences are very

short. For example, each message in a chat on a social network (e.g., Facebook)

often contains a few words only.

Some extensions of this work could be undertaken in the immediate future. For exam-

ple, an automatic approach for determining the number of authors of a multi-author

document could be proposed. Furthermore, an adaptive learning method to select the

optimal values of the thresholds used in the approaches presented in Chapters 3 and 4

could be explored.
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