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Abstract

Face perception and cognition skills are critically needed by humans to
be proficient in social cognition. Social cognition is defined as the ability
to make sense of others’ actions and react appropriately to them. For
example, determining the identity of an interaction partner is an essential
precondition to engaging socially with people. In addition, recognising
facial expressions contributes to regulating human social exchanges. In
fact, it assists in determining the mental state of the interaction partner
and selecting the best subsequent behavioural response.

Humans show a preference for faces at a very early stage. This
preference is maintained throughout their lives and it contributes to
the acquisition of face recognition skills, which develop with time and
experience. However, newborns have the ability to process face stimuli
and imitate observed facial expressions from birth. This early imitation
behaviour is a plausible way to collect sensory-motor information about
the configuration of observed facial muscles. If recognising people is
acquired by encountering new faces, how do humans acquire such a
skill? Are there any interactions between face recognition and facial
motor information processing? If so, how do these mechanisms possibly
interact?

I provide answers to these research questions by looking at theories of
embodied cognition. Embodied cognition research suggests that cognition
extends beyond the brain to include body parts. I argue that mecha-
nisms interacting with physical or mental aspects of the body provide
sensory-motor information of the observed facial stimuli. This motor infor-
mation, in turn, is sufficient for the acquisition of face identity recognition
capabilities. I validate this thesis by providing mathematical models

xix
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and computational simulations describing face perception and cognition.
Furthermore, I show that altering the motor representations of facial
configurations leads to significant deficits in face processing capabilities.
The computationally simulated dysfunctions resemble the impairments ob-
served in clinical populations affected by social disorders, namely autism,
schizophrenia and psychopathy. Hence, I argue that the bodily processes
modelled in this dissertation not only have causal relationships to social
cognition, but they profoundly shape it. This work is a contribution to a
better computational understanding of face perception and cognition and
it provides initial evidence supporting embodied social cognition theories.



Scientific knowledge is in perpetual evolution;
it finds itself changed from one day to the next.

— Jean Piaget —

1
Introduction

Does the body shape the mind? Is there something beyond the brain in developing
cognition? Although these questions have a long history from classic thinkers
in Philosophy of Mind, providing definitive answers remains an open matter
(Gallese and Sinigaglia, 2011). The topic is gaining significant attention from more
technical fields too, such as cognitive science, artificial intelligence and robotics
(Anderson, 2003; Chrisley, 2003; Metta et al., 2008). This stream of research can
be condensed inside the research program of “Embodied Cognition” (Shapiro,
2007).

Embodied cognition theories were introduced to overcome limitations presented
by standard cognitive science. Cognitive science investigates several domains, such
as perception, memory, attention, language, problem-solving, and learning. The
main idea of classic cognitivism is that cognition involves algorithmic processes
upon symbolic representations (Shapiro, 2010). Hence, cognition is a form of
computation based on symbolic manipulation according to general rules. These
are applied to the symbols’ shape, and not to their meaning, thus not requiring
an interpretation of what the symbols are meaning or referring to.

For example, suppose that Mary sees a cat and that she knows that cats are
mammals, then Mary can conclude that she saw a mammal. It is possible to
represent this scenario through propositional logic, by using simple variables to

1



2 1. INTRODUCTION

refer to Mary, the cat and mammal. These symbolic representations do not have
any sensory-motor reference in the world; they are simply abstract and amodal
labels. The deduction process used to come to a conclusion that ‘Mary saw a
mammal’ is based on the nature of these symbols, without the need of interpreting
what the labels ‘cat’ or ‘mammal’ are really meaning. Indeed, changing ‘cat’, with
another mammal like ‘dog’ would not make any difference to the inferential process,
although dramatically changing the situational scenario of the provided example.
Thus, since the aim of psychology is to give descriptions of the mental processes,
and these are described as algorithms realised in the brain and manipulating
symbols, psychological investigations can limit themselves to processes occurring
within the brain (Shapiro, 2010).

On the contrary, embodied cognition theorists suggest this is a critical limitation
of standard cognitive science: the stimuli in this perspective are impoverished
of their information on how the agent can interact successfully with them and
attribute them meanings (Shapiro, 2010). Cognition still involves intelligent
responses to stimuli, but since these stimuli are detected by an active exploration
of the environment, cognition extends beyond the brain so to include organs and
body parts involved in activities used to collect and provide sensory-motor and
visceral representations for such information (Shapiro, 2010). In other words,
sensory information is translated into bodily representations, thus being enriched
with first-person phenomenological bodily sensations. These first-person bodily
sensations, which can be conscious or unconscious (De Vignemont, 2011), provides
information necessary to interpret and attribute meanings to the surrounding
environment and facilitate interactions with other agents.

Accordingly, in embodied cognition literature the term ‘embodied’ usually refers
to body parts, bodily activities, or body representations (Gallese and Sinigaglia,
2011). Hence, embodied cognition theories present a novel and exciting perspective
suggesting that many features of cognition are shaped by the physical body, its
mental representations and the agent’s interactions with the environment.

Despite the increasing interest in theories of embodied cognition, and the cor-
responding remarkable amount of related works, there is still little understanding
of the mechanisms, if any, responsible for the embodiment of mind (Gallese and
Sinigaglia, 2011). Furthermore, it is still under discussion whether and to what
extent embodied cognition theories can explain cognitive processes (Gallese and
Sinigaglia, 2011).

In this dissertation, I propose and develop models inspired by psychological
theories of social cognition and face processing. I will build these computational
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tools and theories in agreement with embodied cognition research. By using
these models I will provide evidence advancing explanations on how embodied
mechanisms can crucially shape face perception and cognition and, in turn, social
cognition capabilities. In particular, I will show that by employing embodied
mechanisms realising mental representations of facial motor configurations ex-
hibiting a body format (e.g. a motor map) is sufficient to develop mechanisms
for discriminating among facial identities. This contribution might motivate the
development of more efficient algorithms and machines inspired by embodied
cognition theories. In addition to this primary outcome, I will also show that the
proposed models and embodiment theories can be useful contributions to provide
plausible explanations advancing the understanding of some widely studied social
disorders, namely autism, schizophrenia and psychopathy. These findings can
provide new insights to researchers investigating such disorders.

As I will show in the rest of this work, my aim is not to completely neglect
standard cognitive science work or to deny the existence of a layer of cognition
where a symbolic reasoning might indeed occur. Rather, I suggest that reviewing
cognition as built on top of modal bodily representations can benefit and enrich the
understanding of human mind, especially in the domain of social cognition and face
processing. Therefore, I will show how standard cognitive science and embodied
cognition theories can complement each other without necessarily competing.

This dissertation provides innovative and significant contributions advancing a
general understanding of face perception and social cognition. While doing so, it
also adds computational evidence fostering embodied cognition research. In fact,
this work aim to:

(i) provide computational evidence favouring embodied cognition theories and
to enrich the research program with new tools suggesting how embodied
mechanisms promoting social cognition can be realised from a computational
level of analysis;

(ii) provide innovative plausible hypotheses able to connect embodied cognition
research with face perception and cognition studies, thus promoting a novel
embodied understanding of face processing. The proposed insights and
evidence will validate my hypothesis from a computational perspective;

(iii) discuss new hypotheses exploring the links between embodiment and so-
cial disorders in human clinical populations. In particular, I aim to use
the computational tools proposed throughout this dissertation to assess



4 1. INTRODUCTION

the plausibility of the offered argument, thus promoting an embodiment
understanding of the discussed social disorders.

1.1 Motivations

Humans effortlessly deal with most social situations. We have excellent skills
to attribute others’ mental states by simply looking at what is happening, even
with still images, especially by looking at faces. In fact, as I will discuss later in
Chapter 2, the face is a primary medium for developing social cognition.

Attributing mental states to others by observing their facial expressions may
seem an easy task. However, not every task we judge easy to achieve has an easy
explanation in terms of mental processes (Shapiro, 2010). Therefore, having a
better understanding of social cognition mechanisms underlying face-to-face social
exchanges would advance cognitive science research.

In addition, curiosity can be simply enough in motivating investigations: know-
ing more about how our social mind works would result in a better awareness of
what makes us human. However, there are at least two more practical motivations
driving my research.

First, a subset of human population suffers from dysfunctions in social and
emotional capabilities. These populations could have severe deficits in managing
social interactions, and some of these clinical individuals exhibit dangerous antiso-
cial behaviours. As I will show in Chapter 3, these people exhibit also impaired
face processing mechanisms. Thus, I am motivated to investigate the relationships
between face processing dysfunctions and embodiment impairments, so to advance
new plausible hypotheses favouring a better understanding of such disorders.

Secondly, advances in artificial intelligence led to the development of new
forms of machines designed to coexist and interact with humans. Social robots
are an example of such machines. These intelligent social agents need to exhibit
social and emotional capabilities, so to resemble natural human interactions and
safely cooperate with people (Vitale et al., 2014; Williams, 2012). Therefore,
investigating the mechanisms plausibly shaping social cognition development and
providing computational accounts modelling them would positively enrich the
field of artificial intelligence.
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1.2 Contributions
The broad contribution of the current dissertation is to advance knowledge in social
cognition by offering an innovative perspective focusing on embodied cognition
theories. This outcome can significantly advance embodied cognition research
program, currently still at its infancy. An interdisciplinary methodology able to
foster both human and artificial intelligence studies further benefits the offered
broad contribution.

Contribution 1.1 (Broad). Providing a better understanding of social cog-
nition’s core mechanisms and proposing plausible hypotheses connecting social
cognition to embodied cognition theories.

As a primary contribution of this work, I provide a computational understand-
ing of the mechanisms underlying face perception and processing capabilities. I
will demonstrate, from a computational perspective, that facial configurations
represented in an embodied motor space suggested to be shared among people
can promote the correct development of facial expression and identity recognition.

Contribution 1.2 (Primary). Providing a computational understanding of face
perception and processing mechanisms and investigating the inter-dependencies
between facial expression and identity processing.

As a secondary contribution of this dissertation, I add computational evidence
to advance hypotheses suggesting embodied mechanisms are at the core of social
cognition. Furthermore, by linking embodied cognition research to clinical studies
investigating social disorders, I will show that deficient embodied mechanisms can
plausibly explain face processing impairments observed in these clinical populations.

Contribution 1.3 (Secondary). Providing computational evidence supporting
embodiment of social cognition and introducing novel hypotheses explaining how
this embodiment can potentially affect face processing capabilities.

While developing the main argument of this dissertation, I will provide compu-
tational implementations promoting existing theories in cognitive science literature.
These computational tools will support my thesis argument and the suggested
secondary contributions with sound experimental results. Thus, the suggested
models and their implementations are also of independent value beyond the general
argument of this dissertation. This work, therefore, offers the following additional
contributions:



6 1. INTRODUCTION

1. A probabilistic account for understanding others through our body.
Gallese (2016) and Goldman (2013) suggest that we can understand others
because we share similar bodies and brains. Thus, we can use our body to
simulate in ourselves internal states very similar to the ones of our interaction
partners and employ this phenomenological evidence to interpret others (see
Section 2.3.4 and in particular Chapter 4 for a discussion). However, at
present, no contributions are proposing explanations of the computational
mechanisms plausibly underlying this process and connecting to other as-
pects of cognition, such as face processing (Oztop et al., 2006). To the
best of my knowledge, the recent work of (Boccignone et al., 2018) is the
only available computational model linking face perception to embodied
cognition research. However, the model proposed by (Boccignone et al.,
2018) is a more elegant and sophisticated extension of the model presented
in Chapter 4 of this dissertation. In addition, the connection with other face
processing mechanisms, such as identity recognition, is still missing. In this
dissertation, I fill this gap by offering a computational account explaining
these mechanisms, limited to the scenario of face-to-face interactions. I will
provide the necessary links to embodied cognition theories and argue how
embodied mechanisms are plausibly more advantageous than non-embodied
and purely cognitive mechanisms.

2. A novel computational framework in agreement with modern face
processing studies.
Valentine (1991; 2001; 2015) proposed the face-space framework as a way
to explain how we perceive, represent and discriminate invariant features
of the face (e.g. sex, attractiveness, face shape, etc.). It has been sug-
gested that faces are represented in a multidimensional space accordingly
to their perceived features. Thus, for example, a component (i.e. an axis
or dimension) of this space might account for the size of eyebrows, whereas
another one the roundness of the faces. Together, these components help in
discriminating among identities. Modern literature in face perception and
processing strongly demonstrated the interdependent nature of invariant
and dynamic features of face stimuli (Ganel and Goshen-Gottstein, 2004;
Ganel et al., 2005; Kadosh et al., 2016; Pell and Richards, 2013; Rhodes
et al., 2015, but see also Sections 2.2.4 and 5.1 for an additional discussion).
However, at present the face-space framework is limited in explaining invari-
ant features limiting the scope of the investigations to identity recognition
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mechanisms. To the best of my knowledge, there are no computational
models available able to unify invariant and dynamic features of the face
in a single multi-dimensional representation facilitating both facial identity
and expression recognition (Vitale et al., 2016, 2017). Therefore, in this
dissertation, I propose a new hypothesis suggesting that this framework
might exhibit a twofold structure able to integrate both invariant facial
features (as in its original implementation) and dynamic facial features
(i.e. facial expression and pose) in a single multidimensional space. This
innovative integral explanation would help in linking embodied cognition
theories to face processing studies.

1.3 Significance

Face-to-face social exchanges happen very early in life and are therefore extremely
crucial for social cognition development (Grossmann, 2015, but see also Chapter 2
and, in particular, Section 2.2 for more details). Thus, enriching the overall
understanding of the mental processes governing episodes of face-to-face social
interactions is beneficial for human cognition research and can advance our
society. For example, it has been argued that a better understanding of the early
mechanisms of social cognition will be relevant for the development of better
social, educational, and clinical policies (Grossmann, 2015).

This contribution is even more significant if the considered methodology
makes use of an interdisciplinary approach, as proposed in this work. Indeed,
by using computational models to assess the introduced hypotheses, it would
be possible to inexpensively simulate many controlled experimental conditions
otherwise challenging and expensive to realise with human participants. When
the computational results are satisfying enough to advance the plausibility of
new hypotheses, it would be possible to design similar experiments with human
participants, compare the results, and provide definitive conclusions validating,
rejecting or pivoting the provided hypotheses. Therefore, computational accounts
of human cognition are of imperative value for advancing cognitive science research.

Furthermore, the provided computational tools can be extended to enhance
their performance and used to advance artificial intelligence research. It is not
always convenient to implement artificial intelligence algorithms exactly resembling
human cognition (e.g. if birds flap their wings to fly it does not necessary mean
that we need to build machines flapping their wings to fly). Nevertheless, knowing
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the computational implementations of the milestone mechanisms shaping human
cognition would definitely help to advance the development of novel and more
sound artificial intelligence algorithms (e.g. if we have a better understanding of
aerodynamic laws we can build machines able to fly without flapping their wings
and in a better way than birds do). Hence, this work translates in methodological
and practical advantages, which I will discuss in the remainder of this section.

1.3.1 Methodological Significance
Promoting integration of cognitive science findings with embodied cog-
nition research. Instead of completely neglecting traditional cognitive science
results favouring embodied cognition theories, this dissertation aims to comple-
ment the results gathered from cognitive science research with plausible modern
theories of embodied cognition. I will offer crucial links between the introduced
computational accounts inspired by embodied cognition theories and theoretical
frameworks widely used in face processing cognitive studies. Therefore, this
work is of vital importance to offer theories and tools able to foster a positive
and constructive collaboration between cognitive science and embodied cognition
communities.

Facilitate investigations of social cognition embodiment theories. Pro-
viding computational tools and theories advancing an embodied understanding of
social cognition mechanisms would significantly push forward human cognition
research. It would contribute to the development of additional theories eventually
assessed by novel experimental methodologies. Indeed, computational experimen-
tation can provide supplementary evidence to assist cognitive science researchers
in designing human experiments investigating salient phenomena observed in the
proposed computational simulations.

Allow falsifiability of embodied cognition theories by mean of compu-
tational frameworks and theories. Whereas present research in embodied
cognition provides theories compellingly supported by neuroscience and physi-
ological evidence, these theories find just limited support from computational
accounts. In particular, the embodied mechanisms suggested to be at the core of
social cognition are yet to be fully explained by a definitive computational theory
(Oztop et al., 2006). Therefore, this work is a significant step towards a concrete
assessment of embodied cognition theories.
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1.3.2 Practical significance in human cognition research

Advancing understanding of links between mirroring mechanisms and
face processing. More than two decades ago Rizzolatti et al. (1996) found in
human brain a population of interesting neurons: the mirror neurons. These
neurons were first discovered in various cortical areas of primates (Di Pellegrino
et al., 1992; Rizzolatti and Craighero, 2004) and later in other animal species like
birds (Prather et al., 2008). Since then, research in the human mirror neuron
system is still active (Rizzolatti, 2005; Rizzolatti et al., 2014). All of them present
the same function: they translate sensory information describing motor acts done
by others into a motor format similar to that the observers themselves generate
when they perform those acts (Rizzolatti and Fabbri-Destro, 2010).

Evidence from neuroscience studies compellingly advance the understanding
of the neurological basis of such mechanisms. Nevertheless, currently available
computational models are often exploring motor imitation processes of body acts
limited to arms and hands (Oztop et al., 2006), thus neglecting one of the most
salient body parts for social cognition development, namely the face.

In this work, I will show that mirroring mechanisms processing observed face
stimuli are not only crucial for understanding the intentions of others (Iacoboni
et al., 2005, and as suggested by the mainstream in mirror neurons research).
Rather, these mechanisms are also vital for the development of face processing
skills, such as facial identity discrimination. This contribution is particularly
useful to demonstrate that embodiment is plausibly at the core of many social
cognition processes.

Thus, this work supports the recently advanced reuse hypothesis (Gallese,
2005; Gallese and Caruana, 2016). According to this hypothesis, specific neuro-
mechanisms that originally serve sensory-motor functions are reused in the service
of social cognition (Gallese, 2005). This work will provide new insights on how
mirroring mechanisms can be reused for promoting face processing and social
cognition. These new understandings can assist the research community in
addressing currently open research questions (Gallagher, 2015).

Guiding the design of new therapies for people affected by social disor-
ders. A secondary contribution of this dissertation is to propose new plausible
hypotheses suggesting impairments in embodied mechanisms to be at the core of
social disorders, such as autism, schizophrenia and psychopathy.
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These hypotheses would advance a significant research problem. For example,
it is still not clear if face processing impairments observed in autism lead to other
social cognition dysfunctions or if it is instead the other way around, with deficits
in face processing resulting from earlier developing deficits in social cognition
(Weigelt et al., 2012). A similar question is still open in schizophrenia research,
where an understanding of the mechanisms underlying face processing impairments
exhibited by this clinical population remains incomplete (Chen and Ekstrom, 2015).
Finally, there is limited evidence of effective treatment of psychopathy (Salekin
et al., 2010) due to the limited understanding of the causes of the exhibited
dysfunctions, included dysfunctions in face processing (Dawel et al., 2012). All
these social disorders have considerable social and economic costs for the individual
and society (Dawel et al., 2012; Harvey, 2014; Knapp et al., 2009).

In this work, I will offer computational simulations demonstrating that dys-
functional interpretations of the sensory-motor and visceral dimensions of face
stimuli leads to impairments in identity recognition, similarly to the ones observed
in these clinical populations. Thus, the computational evidence provided in this
work could provide helpful insights to researchers investigating the causes of social
cognition dysfunctions exhibited by the considered clinical populations. This, in
turn, would facilitate the development of innovative therapies.

This is not just speculation since therapies with this objective in mind are cur-
rently at hand. For example, Winkielman et al. (2015) suggest that if embodiment
is part of autistic deficits, it should be possible to recover these individuals’ social
disorders by providing specific training enhancing their embodiment capabilities.
In addition, emotional training in children with high callous-unemotional traits
(precursors of adult psychopathy) administered via empathic interactions with
parents has been found to be effective for reducing antisocial problematic be-
haviours in this population (Dadds et al., 2012). In Section 2.1.5 I report literature
supporting the idea that empathy is mediated by embodied mechanisms.

1.3.3 Practical significance in computer science research

Promote collaborations between facial identity and expression recog-
nition communities in machine learning. Machine learning community
identifies facial identity and facial expression recognition as particularly distinct
tasks. As a matter of fact, most of the available datasets of face stimuli focus
on providing either samples assessing facial identity classification performance or
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samples specifically thought for facial expression classification tasks (Jain and Li,
2011).

In this dissertation, I will show that the two tasks complement each other.
The insights provided by this work can significantly advance machine learning
community by suggesting new algorithms able to integrate these two capabilities,
for example in deep learning computational models.

Deep learning is a promising methodology to train deep artificial neural
networks, namely computational models inspired by human neurons and designed
to learn complex non-linear functions mapping inputs to desired outputs. These
models allow representations of data with multiple levels of abstraction able to
compellingly classify new observations (LeCun et al., 2015) and models linking
to embodied cognition research are currently at hand (Boccignone et al., 2018).
Although the proposed models excel in many recognition capabilities, sometimes
even above human performance (Taigman et al., 2014), the underlying structure
and representations resulting from training these networks are difficult to interpret
(Sussillo and Barak, 2013). This approach can achieve very accurate results,
though still not providing any useful information about how the brain works
(see Martinez, 2017, for a discussion on this topic). Promoting collaborations
between facial expression and identity recognition researchers could lead to find
significant interactions between representations of dynamic (e.g. facial expression)
and invariant (e.g. identity) features of the face in these models. These new
discoveries would likely lead to the development of models exhibiting enhanced
performance.

Advancing artificial social learning. Being able to understand the social
world is a necessary skill to learn from social interactions (Grossmann, 2015).
Thus, a better understanding of social intelligence, supplemented by computational
models, can advance artificial intelligence by developing novel algorithm promoting
artificial social learning. For example, the embodied mechanisms discussed and
modelled in this dissertation (see Chapter 4) can be extended and refined to
allow artificial social agents to understand others’ actions by using the system
normally employed to perform such actions. This new cognitive architecture
will provide significant advantages. For instance, it will reduce computational
complexity in action representation (i.e. a single representation for both execution
and interpretation of actions), and it will offer better extensibility of the system,
namely learning on-line a new motor skill and the goal/intention associated with
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it would result in a new representation for its interpretation when observed again
in others.

Promote long-term human-machine social interactions. In order to de-
velop artificial social agents able to sustain long-term interactions with humans,
it is necessary to proficiently understand social and emotional intelligence (Daut-
enhahn, 2002). These forms of intelligence are especially necessary for social
agents interacting with elderly people or hospitalised individuals, often in need of
a more significant level of empathy. Thus, the insights and computational models
provided by this work are the first steps towards a computational understanding
of social and emotional intelligence, providing the basis for sustainable and more
authentic long-term human-machine social interactions.

1.4 Thesis Argument
In this dissertation I demonstrate the following thesis:

Thesis Sensory-motor information of face stimuli is sufficient to facilitate the
acquisition of face recognition capabilities because this information is available
early in life via embodiment mechanisms able to map sensory information of novel
face stimuli, encountered throughout social exchanges, onto corresponding motor
representations.

In other words, the embodied mechanisms discussed and modelled in this disserta-
tion translate observations of novel face stimuli into sensory-motor information.
They do so while preserving critical aspects of the body. These embodied rep-
resentations facilitate the interpretation of facial motor acts observed in others,
such as facial expressions of emotion. I will demonstrate, from a theoretical and
computational standpoint, that this sensory-motor information is sufficient to
develop mechanisms able to classify facial identities. Therefore, I will suggest that
embodied mechanisms plausibly underlie social cognition development.

In fact, face identity discrimination is an important ability for social cognition;
it provides paramount information about the identity of the interaction partners,
which can bias and regulate social exchanges. Therefore, facial motor information
is sufficient to shaping face processing capabilities.

I will argue that face processing embodiment is a parsimonious way human
brain may have evolved to allow the development of face discrimination ability
from birth. Furthermore, I will propose that face processing deficits in clinical
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populations may be due to dysfunctional embodied mechanisms encoding facial
motor dynamics. Therefore, validating this thesis and advancing the proposed
secondary contributions will add computational evidence supporting embodied
cognition research.

In order to avoid misunderstandings, I want to make clear that the aim of
this work is not to provide a definitive model of how facial expressions and
identity recognition are physically realised in human brain. Rather, this work
wants to provide a new plausible and parsimonious description of the computa-
tional mechanisms that may potentially govern an episode of face-to-face social
interaction.

1.5 Proposed Methodology

The methodology advancing the proposed thesis argument will use:

1. A comprehensive literature survey of three widely investigated social dis-
orders, namely autism, schizophrenia and psychopathy (see Chapter 3).
Through this survey, I will be able to identify critical connections between
social cognition, face processing and embodied mechanisms. I will use the
proposed insights to advance hypotheses that will supplement and lead to
the validation of my thesis argument;

2. A probabilistic account of embodied mechanisms (see Chapter 4). This
account will be necessary to demonstrate that it is possible to computation-
ally model the functions of embodied mechanisms suggested by embodied
cognition literature. Furthermore, I will show that these mechanisms can
be implemented to realise sensory-motor information of face stimuli, thus
linking embodied cognition research to face processing studies;

3. A computational model of face processing for face expression and identity
recognition (see Chapter 5). This computational framework will be used to
demonstrate that dynamic (e.g. facial motor configurations) and invariant
(e.g. identity) features of the face are strictly interdependent and they both
contribute to the development of face processing capabilities. Therefore, I
will connect facial identity recognition to facial expression classification and
offer a link between this model and the previously mentioned computational
account of face stimuli embodiment.
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I will then use all the suggested hypotheses, theories, models and computational
implementations to provide quantitative evidence in support of my thesis argument
(see Chapter 6). In addition to this direct computational evidence, in Chapter 6, I
will evaluate my thesis on other aspects, in agreement with a common methodology
of theory validation suggested by philosophy of science research (Barsalou, 1999):

Innovation: Is the new hypothesis provocative enough to disrupt current per-
spectives, thus pushing face processing research forward?

Falsifiability: Is it possible to conduct an experiment which could falsify my
argument that sensory-motor information is sufficient for the acquisition of
face recognition skills?

Parsimony: Is the hypothesis more elegant and less complex than previous
theories in face processing?

Integrability: Can the hypothesis be integrated with findings supporting other
pre-existing theories in face processing?

Plausibility: Is the hypothesis free from conceptual problems?

I will answer positively to all these questions, thus providing strong conclusions
in support of my thesis argument.

1.6 Acknowledged Limitations
A doctoral research project is constrained by very limited time and resources,
thus imposing limitations. Social cognition, embodied cognition theories and face
processing involve a wide variety of literature, require an extensive expertise and
cover many domains of analysis. Given my backgrounds, and the ones of my
research team, my choice oriented on computer science as a reasonable domain of
analysis for my hypotheses. Despite this choice, I drew inspiration and foundations
from psychological, neurological and clinical studies of social cognition.

Thus, one main limitation of this dissertation is the absence of direct evidence
coming from experiments involving humans. The provided evidence is instead
based on data resulting from computational simulations of psychological theo-
ries. This data is sufficient to justify my thesis argument from a computational
perspective and to provide a plausible novel understanding of social cognition.
However, in this dissertation, I do not aim to provide a definitive answer on how
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social cognition is realised in the human brain. Rather, my objective is to provide
evidence suggesting plausible and innovative hypotheses able to foster embodied
cognition research program.

Another limitation is the choice of delimiting social cognition investigation
to face-to-face interactions. There are obviously other forms of interactions vital
for social cognition development. However, as I will discuss in Chapter 2, the
human face is the most communicative channel available among humans, one of
the earlier mechanisms to acquire knowledge, and one of the more studied topics
in both human and computer science research.

These limitations, although potentially circumscribing the impacts that this
work might have on the scientific community, are not negatively affecting the final
argument of my dissertation. Indeed, this work presents a new perspective on
social cognition embodiment that future works in other domains can test further.

1.7 Dissertation Overview

In Chapter 2, I will review the available literature on social cognition, face
perception and embodied cognition theories to provide context framing the present
research. In doing so, I will discuss some of the significant open challenges
motivating this research.

In Chapter 3, I will provide a review of works in clinical psychology studying
dysfunctions of human social disorders. This survey will promote the necessary
connections between social cognition, embodied cognition and face processing.
In addition, I will conclude Chapter 3 with hypotheses supplementing my main
thesis argument.

Chapters 4 and 5 provide the computational tools necessary to validate my
thesis argument. In Chapter 4, I will provide a computational model of embodied
mechanisms underlying an episode of face-to-face interaction. I will show that
this model can realise sensory-motor information of observed face stimuli having
a bodily format and promoting the classification of facial motor configurations.
In Chapter 5, I will introduce a new hypothesis on face processing suggesting
that facial expression and identity recognition significantly interact. Hence, I will
provide a computational model able to validate this hypothesis and advancing the
main thesis argument.

Chapter 6 will serve to validate my thesis argument. By discussing the
previous evidence and extending the computational tools developed earlier I will
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Figure 1.1 Visual representation of the core contributions of the present disserta-
tion. Chapter 2 provides a context to frame the rest of the dissertation chapters.
Chapter 3 provides the motivations for the present research, and it establishes con-
nections between social cognition, embodied cognition theories and face processing,
which will be the foundations for the following two chapters. Chapter 4 provides a
computational model of embodied mechanisms employed during face-to-face social
interactions, which connects to the face processing model proposed in Chapter 5.
These two chapters together will validate the thesis in Chapter 6. Finally, the
conclusions in Chapter 7 will provide a summary of the findings reconnecting with
all the previous chapters.

present additional data in support of my argument and the proposed secondary
contributions.

I will conclude in Chapter 7 with a discussion on the present contribution
and their significance to advance the research gaps identified in Chapter 2. I
will further reinforce my thesis argument by assessing its innovation, falsifiability,
parsimony, integrability and plausibility. Finally, I will define a working agenda
for future works. Figure 1.1 visually summarise the contents and structure of the
remainder chapters of this dissertation.
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Do not become a mere recorder of facts, but
try to penetrate the mystery of their origin.

— Ivan Pavlov —

2
Research Context

As a general target of this dissertation, I will argue if and how social cognition is
plausibly embodied. To gather the necessary computational evidence, I will focus
on the more narrow research field of face processing as a valuable domain where
testing my hypotheses. This chapter will provide a glimpse of social cognition,
face processing, and embodied cognition theories from human studies.

I will start by reviewing human social cognition literature (Section 2.1). First,
I will provide the definition and the significance of social cognition by introduc-
ing the necessary backgrounds motivating the broad topic of this dissertation
(Section 2.1.1). I will then review theories suggesting how humans achieve social
cognition in agreement with embodied cognition standpoint (Section 2.1.2). In
Sections 2.1.3, 2.1.4 and 2.1.5, I will introduce the mechanisms possibly underlying
social cognition. This information would be necessary to motivate the computa-
tional model proposed in Chapter 4. Finally, I will provide additional backgrounds
on social cognition development (Section 2.1.6). In this final section, I will suggest
that the face is a vital medium for acquiring social cognition capabilities, therefore
connecting to Section 2.2 where I will discuss the role of the face in social cognition.

Section 2.2 will identify the main capabilities of face processing mechanisms
able to promote social cognition, namely face detection (Section 2.2.1), facial
identity processing (Section 2.2.2) and facial expression processing (Section 2.2.3).

23
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In addition, I will briefly review the interactions between facial expression and
identity processing (Section 2.2.4). The insights of this review will motivate the
development of the computational model proposed in Chapter 5.

In Section 2.3, I will provide the necessary background on embodied cognition
theories. This information would be required to enrich the previously introduced
topics with embodied cognition understandings. Finally, in Section 2.4, I will
identify the most significant research gaps that the contributions of the present
work will advance.

In this dissertation, I have deliberately chosen to review literature from different
disciplines to best cover the complexity of the proposed topics. Although this
approach has the advantage of providing a much broader background, it has a
drawback too: the same terms might be used to explain different phenomena or
mechanisms, and different terms might be used to explain the same phenomena
or similar mechanisms (Gentsch et al., 2016). Thus, I will try to put an extra
effort in maintaining the coherence among the terms introduced in this review and
further used throughout this dissertation, by clearly providing their definitions
and by listing their interchangeable terms whenever necessary.

2.1 Social Cognition

In this section, before reviewing social cognition literature, I suggest first to
define the meaning of the term cognition in cognitive science research. Neisser
(1967) gives one of the earliest definitions of cognition in his textbook on cognitive
psychology first published in 1967. According to him, cognition is “those processes
by which the sensory input is transformed, reduced, elaborated, stored, recovered,
and used” (Neisser, 1967, 2014, page 4). Cognition is not limited to the process of
external stimuli but also extends to the process of mental images and hallucinations
(Neisser, 1967, 2014). Cognition arises from the interaction of three levels (Gentsch
et al., 2016):

The perceptual level, which is concerned with sensing external information
(i.e. exteroception), internal sensations of feelings, such as hunger and
pain, and organs movements (i.e. interoception) and sensations of own
muscular-skeletal state (i.e. proprioception);

The cognitive level, which is concerned with processing the available informa-
tion and giving rise to appropriate mental states;
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The motor or behavioural level, which is concerned with executing actions
based on the active mental states and motivational social factors.

The study of the interplay between perception, cognition and action has a long
tradition and interest in cognitive science research (Gentsch et al., 2016).

In the following sections, I will provide the definition of social cognition and
its significance in promoting society (Section 2.1.1). Then, I will discuss available
explanations of social cognition functioning in agreement with embodied cognition
standpoint (Section 2.1.2). Finally, I will offer the mechanisms plausibly underlying
social cognition (Sections 2.1.3, 2.1.4 and 2.1.5) and its developmental process in
humans (Section 2.1.6).

2.1.1 Definition and Significance of Social Cognition
Social cognition is used as an umbrella term referring to a wide range of mental
processes required to perceive, process, and interpret social information (Brothers,
1990). Social information includes identity, the direction of movement, the category
of posture, facial expressions, the quality of vocalisation, the knowledge of which
other individuals are present and what their mutual relations are (Brothers, 2002).

Definition 2.1 Social cognition is the set of mental processes required to make
sense of others’ actions and react appropriately to them (Langton et al., 2000).

Social cognition requires the interaction of many mental processes extending
beyond the specific social domain. In fact, to process social information it is neces-
sary to use mechanisms having a specific social function, such as face recognition
or emotional cues extraction from vocalisations, but also other processes having
functions covering a more broad range of domains, such as memory and attention
(Kennedy and Adolphs, 2012).

Research in social cognition attempts to understand and explain how inter-
actions with other individuals can influence thoughts, feelings, and behaviour
of people (Grossmann, 2015). Literature in psychology suggests that the pre-
condition to correctly master social cognition is to understand that others have
different minds (Premack and Woodruff, 1978), namely different beliefs, desires,
intentions and knowledge. Indeed, we need to understand that others have diverse
backgrounds and knowledge to proficiently make sense of their behaviour and
promote acceptable social interactions (Brothers, 2002). This ability is known as
Theory of Mind (Premack and Woodruff, 1978):
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Definition 2.2 Theory of Mind is the ability to understand that others have
different minds (Premack and Woodruff, 1978).

Theory of Mind is not available from birth; it develops gradually during the
first 3-5 years of life together with other social cognition abilities (Gallese et al.,
2009), thus requiring other cognitive mechanisms.

To live and survive in our complex society, it is fundamental to proficiently
manage social cognition mechanisms (Brothers, 2002). In fact, social cognition
enables people to cope with other individuals’ actions, by recognising them,
understanding them, and reacting appropriately to them (Gallese, 2001). In
addition, social cognition provides mechanisms to predict future social events so
to anticipate others’ upcoming actions and consequently adjust one’s behaviour
(Gallese et al., 2009).

In the following section, I will provide some of the available theories in literature
advancing an explanation on how social cognition can be realised by humans.
These theories would inspire the computational account proposed in Chapter 4.

2.1.2 Theories of Social Cognition
Previously I suggested that social cognition allows people to understand others’
mental states by observing their behaviour and processing observable social
information. Although it is possible to provide a precise definition of social
cognition and its significance in promoting society, it is not so easy to explain
how social cognition is used to infer others’ mental states. This question has
long tradition in folk psychology (Davies and Stone, 1995), philosophy of mind
(Braddon-Mitchell and Jackson, 2006), and it has contributed to novel theories in
neuroscience (Gallese and Goldman, 1998).

Gallese (2001) proposed the ‘shared manifold hypothesis’ as a way to advance
an explanation of social cognition functioning. The shared manifold is a conceptual
tool used to explain how people can understand others by mean of shared mecha-
nisms resonating with others’ behaviour. The author suggests that at the basis of
social cognition in humans there are shared neuro-mechanisms capable of mirroring
other minds, thus providing us experiential insights of others (Gallese et al., 2004).
He proposes that the brain is capable of translating sensory information of others’
behaviour into first-person representations of the very same observed behaviour.
Importantly, this mirroring capability is not limited to vision, but it includes
other senses like hearing (Rizzolatti and Craighero, 2004). Indeed, Ricciardi et al.
(2009) demonstrated that the mirror system can develop even in blind people.
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Hence, the mirror system provides supramodal1 sensory representations of actions
that can be used by people to proficiently interact with each others (Ricciardi
et al., 2009).

Therefore, at the core of social cognition are suggested mechanisms able
to translate sensory information into phenomenological evidence promoting an
understanding of others by feeling like them (Goldman, 1993). This idea is not novel
in philosophy of mind, where it finds Simulation Theory as a suitable theoretical
account (Gallese and Goldman, 1998). Traditional literature in philosophy of
mind offers two main approaches leading to Theory of Mind and enabling social
cognition: Theory-Theory and Simulation Theory (Goldman, 1992).

Definition 2.3 Theory-Theory account proposes that the mind-reader2 deploys
a naïve psychological theory to infer mental states in others by observing the
behaviour of the interaction partners and by considering the current environment
and context where the interaction is happening (Goldman and Sripada, 2005).

Definition 2.4 Simulation Theory suggests that the mind-reader selects a
mental state to attribute to others after reproducing or enacting within himself the
very state in question, or a relevantly similar one (Goldman and Sripada, 2005).

By using a simulation-based approach, people do not need a set of rules or
theories to infer others’ mental states; instead, they use their own body as a model
of others (see Chapter 4 and in particular Section 4.1 for in-depth discussion).
Thus, to deploy Simulation Theory it is necessary that very same phenomenological
mechanisms are shared among individuals, as suggested by Gallese (2001). As I will
show in Chapter 4, providing a computational theory of these shared mechanisms
is not a trivial task.

Both Simulation Theory and Theory-Theory suggest valid approaches describ-
ing how people can master social cognition capabilities. However, the two theories
have a significant difference: Simulation Theory requires an embodiment and expe-
riential insights in order to “put the mind-reader in other’s shoes” (Goldman and
Sripada, 2005), whereas Theory-Theory does not. Simulation Theory contributes
in resonating and empathising with others by means of shared brains and bodies,
whereas Theory-Theory enacts a ‘cold’ cognitive appraisal process requiring to
define and manage a set of complex propositional rules.

1This term refers to a representation that is not specific of a single sensory input, but it
efficiently integrates several of them in a single more abstract multimodal representation.

2In this work, I will use the term ‘mind-reader’ to denote the subject trying to infer the
mental state of the interaction partner
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Therefore, among the possible hypotheses attempting an explanation of social
cognition development, the shared manifold hypothesis, together with Simulation
Theory, are the most relevant ones for this work, since supplemented by compelling
neuroscientific evidence (see Section 2.1.4) and fits really well from an embodied
cognition standpoint. Thus, these hypotheses will be the foundations of my
computational model presented in Chapter 4.

In Sections 2.1.3, 2.1.4 and 2.1.5, I will provide a set of mechanisms, and
their definitions, plausibly underlying social cognition and in agreement with the
theories suggested in this section.

2.1.3 When Emotions Come into Play: Emotional Contagion
The definitions in Section 2.1.1 suggested a strictly cognitive nature of social
cognition, namely capabilities employed to reason about others. Nevertheless,
in Section 2.1.2 I suggested that social cognition can be achieved by mean of
simulation-based processes realising phenomenological states in people. Indeed, it
has been suggested that social cognition is not limited to reasoning, but it also
subsumes phenomenological and emotional capabilities (Salovey and Mayer, 1989).
These capabilities are crucial to shaping emotional intelligence.

Definition 2.5 Emotional Intelligence is the ability to perceive, manage, and
reason about emotions, within oneself and others (Ermer et al., 2012).

This form of intelligence contributes to the accurate appraisal, expression and
regulation of emotion in oneself and in others, and the use of feelings to motivate,
plan and achieve in one’s life (Salovey and Mayer, 1989).

One of the core mechanisms of emotional intelligence is Emotional contagion
(Coplan and Goldie, 2011).

Definition 2.6 Emotional contagion is “the tendency to rapidly mimic and
synchronise facial expressions, vocalisations, postures, and movements with those
of another person and, consequently converge emotionally with others” (Coplan
and Goldie, 2011, page 68).

To converge to another’s emotional state, emotional contagion requires the repro-
duction of a behaviour similar to the one observed in others. In the literature
we find two distinct terms defining a reproduced behaviour: imitation (or true
imitation) and mimicry (or automatic imitation) (Vivanti and Hamilton, 2014).
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Definition 2.7 Imitation involves a conscious mechanism3 having the aim of
copying both the means and the goals of an observed behaviour with high fidelity
(Vivanti and Hamilton, 2014).

Definition 2.8 Mimicry occurs when the observer automatically and uncon-
sciously matches an observed behaviour (Vivanti and Hamilton, 2014).

As I will further discuss in Section 2.1.6, emotional contagion is particularly
important for learning through social interactions, since it allows infants to
associate perceptual (e.g. a visual image of an object) or symbolic (e.g. a word)
information to an experienced bodily state communicated by an emotional reaction
of the caregiver (De Vignemont and Singer, 2006).

Although emotional contagion is often suggested to occur automatically and
outside of conscious awareness by means of mimicry mechanisms (Coplan and
Goldie, 2011), in this dissertation I will use the term emotional contagion whenever
the observer’s body overtly replicate others’ body activity (motor and/or visceral)
to converge to a shared emotional state, independently of how the body activity
is replicated. In other words, I will use this term either if the body activity is
mediated by conscious mechanisms (i.e. imitation) or if the body activity is
mediated by unconscious ones (i.e. mimicry).

2.1.4 Mirroring as Core Mechanism of Social Cognition
In the previous section, I suggested that emotional contagion is mediated by
mimicry mechanisms reproducing an observed behaviour. However, to overtly
replicate the observed behaviour it is necessary to have mental representations of
the motor potentials underlying the realisation of that behaviour (Nummenmaa
et al., 2008). Are there mechanisms in the brain having such function?

While investigating properties of the prefrontal cortex of monkeys, Di Pellegrino
et al. (1992) found a population of neurons with interesting properties. The
peculiar feature of these neurons was that they discharged both when the monkey
performed a certain motor act and when it observed another individual (either
another monkey or a human) performing that or a similar motor act. Given the
property of these neurons to mirror observed actions in the observer brain, they
were named mirror neurons. Importantly, the sensory information is not limited
to visual information. For example, some of these neural cells also spike when

3In this context, the term ‘conscious mechanism’ refers to any cognitive process reaching
subject’s awareness.
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the subject hear a sound correlated to a particular action and, similarly, when
this action is performed by the subject (Rizzolatti and Craighero, 2004). Neurons
with similar functions were also found in human brain (Rizzolatti et al., 1996), in
various cortical areas of other primates (Rizzolatti and Craighero, 2004), and in
birds (Prather et al., 2008). Therefore, the mirroring function of these neurons is
shared among all species.

Definition 2.9 Mirroring is a process mapping the sensory representation of
actions, emotions or sensations of others’ onto the observer’s own motor, viscero-
motor or somatosensory representation of the observed actions, emotions or
sensations (Gallese and Sinigaglia, 2011).

In this dissertation I will use the terms mirroring, mirroring mechanisms or inner
imitation interchangeably to define a process coupling perceptual observations
to covert mental representations of the bodily activity associated with such
observation.

Gallese (2001) suggests that these neurons are the neural substrate of the
proposed shared manifold hypothesis. In other words, similar brain structures,
shared among people, allows individuals to activate similar neural patterns and,
therefore, share similar phenomenological states. This mechanism guarantee an
‘access’ to others minds, thus promoting social cognition.

Mirroring can be seen as precursors of emotional contagion. In fact, to overtly
replicate an observed behaviour, mental representation of such motor act must
be activated (Gallese, 2016). Therefore, mirroring mechanisms plausibly situate
at the core of social cognition. Indeed, mirror activity is often correlated with
mind-reading abilities, thus indicating its underlying social dimension (Goldman
and de Vignemont, 2009). Furthermore, a study of Enticott et al. (2008) showed
that a marker of mirror neuron activity in the premotor cortex correlates with
performance on a measure of social cognition. In particular, the accuracy in
recognising facial expression of emotion from static images is associated with the
motor-evoked potential amplitude during action observation.

So far, the mechanisms proposed to underlie social cognition (mirroring and
emotional contagion) are sufficient to elicit in the observer a phenomenological
state isomorphic to the one of the interaction partner. However, they are not
enough to reach the attribution stage, in which the inferred mental state is ascribed
to others. In the following section, I will review literature suggesting empathy to
be a valid ability for the attribution of emotional states to others (De Vignemont
and Singer, 2006). As I will demonstrate from the literature review, mirroring
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mechanisms are plausibly situated at the foundations of empathy (Goldman,
1993).

2.1.5 Empathy: Understanding Others through Inner Imita-
tion

In Section 2.1.3, I demonstrated that social cognition is not only a process involving
cognitive mechanisms, but it also includes emotional mechanisms. These emotional
mechanisms facilitate shared phenomenological states in people, thus promoting
mutual understanding. In Section 2.1.4, I reviewed literature suggesting that
the shared phenomenological states can be realised via mirroring mechanisms
since their function is to map perceptual information of motor acts onto first-
person bodily representations of these motor acts. Therefore, with these motor
representations available, the subject can activate a similar body state via mimicry
mechanisms and consequently converge to an emotional state akin to the one
experienced by the interaction partner. However, how can this emotional state
be attributed to others? The literature suggests empathy be the answer to this
question.

Definition 2.10 Empathy is broadly described as an understanding of another
person’s feelings (Coplan and Goldie, 2011).
Empathy requires that the subject (De Vignemont and Singer, 2006, page 435):

(i) is in an affective state;

(ii) this state is isomorphic to another person’s affective state;

(iii) this state is elicited by the observation or imagination of another person’s
affective state;

(iv) the subject knows that the other person is the source of one’s own affective
state.

As suggested in Sections 2.1.3 and 2.1.4, points (i), (ii) and (iii) of Definition 2.10
are promoted by mirroring and emotional contagion mechanisms. Indeed, Lipps
(1935), in his first definition of empathy, suggested that its elicitation happens via
a process of inner imitation. Replicating the observed behaviour (either covertly
or overtly) can make us feeling like him/her (Iacoboni, 2009).

On the other hand, point (iv) of Definition 2.10 distinguishes an empathic
process from a simple emotional contagion episode. When the emotional state
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elicited by an emotional contagion process is consciously attributed to others, the
process is called emotional empathy, mirror empathy or low-level empathy (Coplan
and Goldie, 2011):

Definition 2.11 Emotional empathy is the process of consciously attributing
an emotional state currently experienced by the subject to his interaction partner
(Coplan and Goldie, 2011).

Since the emotional state to attribute to others is determined by a feel experienced
within the subject via mirroring and emotional contagion, emotional empathy
does not require to cognitively assess a given situation in order to identify and
attribute such emotional state (Coplan and Goldie, 2011).

Nevertheless, the experienced feeling can be enhanced, suppressed or updated
after assessing the current event (De Vignemont and Singer, 2006). For example,
consider Mary observing Luke smiling. Mary may activate mirroring mechanisms
underlying bodily representations of happiness and attribute this state to Luke.
However, if Luke is smiling, embarrassed, after having almost tripped in front
of a crowd of individuals, the feeling mirrored by Mary can be replaced by
embarrassment, even before reaching awareness (Bargh, 1994; Singer and Lamm,
2009), thus promoting correct empathy. This cognitive assessment can be realised
through a cognitive appraisal process.

Definition 2.12 Cognitive appraisal is the process of consciously assessing
the current situation in reference to one’s own personal well-being. (Scherer and
Ellgring, 2007).

The appraisal of the events can be done in terms of appraisal variables as
suggested by Scherer (1999), so to facilitate the generalisation over similar situa-
tions. This appraisal process selects the type of emotional activation of the subject
given specific factors of the event, such as novelty, pleasantness and significance
to own goals. Cognitive appraisal can be self-directed (first-person perspective) or
world-directed (third-person perspective) (Lambie and Marcel, 2002). However,
during an empathic episode, this process is limited in assessing the situation from
another’s point-of-view (as per requirement (iv) of Definition 2.10 introduced on
page 31).

In addition, cognitive appraisal can be done without necessarily experiencing
an emotional state. For example, if a subject sees a person crying he can still
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attribute to him an emotional state of sadness4, without necessarily feeling sad
(i.e. without becoming emotionally affected via emotional contagion). In this
case, we are speaking of cognitive empathy, reconstructive empathy or high-level
empathy (Coplan and Goldie, 2011).

Definition 2.13 Cognitive empathy is the process of consciously attributing
an emotional state to others by using a third-person perspective to cognitively
assess a given situation, without physically experiencing that emotional state
(De Vignemont and Singer, 2006).

However, cognitive empathy does not meet requirements (i) and (ii) of the Defini-
tion 2.10 of empathy introduced on page 31. Therefore, real empathy is limited
to the emotional empathy process (De Vignemont and Singer, 2006).

In summary, in this section, I reviewed literature suggesting that the attribution
of an emotional state to others can be realised through empathy. Mirroring
mechanisms assist empathy by providing the necessary representations of the
bodily state observed in others. To this process, it can or cannot follow the
experience of an emotional state isomorphic to the one of the interaction partners.
When the subject experiences an isomorphic emotional state we are speaking
of emotional empathy. The underlying emotional state is realised via emotional
contagion mechanisms and potentially updated or replaced with another one by a
cognitive appraisal process. When the subject does not experience an isomorphic
emotional state we are speaking of cognitive empathy. In this case there is no
underlying emotional state, but only a cognitive assessment of the situation via a
cognitive appraisal process.

Given the discussed literature, I argue that mirroring can be placed at the
core of social cognition, and for this reason, in my dissertation, I will focus on
modelling these mechanisms and their potential interaction with other cognitive
processes. Figure 2.1 presents the taxonomy of the processes underlying social
cognition discussed so far. This figure serves as a summary of the social cognition
mechanisms, limited to the ones discussed in the present chapter.

Overall, in Section 2.1.2, I proposed the shared manifold hypothesis and Simu-
lation Theory as valid accounts to explain how people can make sense of others and
attribute them mental states. I then explored the potential mechanisms underlying
such processes in Sections 2.1.3, 2.1.4 and 2.1.5, proposing emotional contagion,

4This knowledge of ‘crying’, and similarly other behaviours, can be still provided by mirroring
mechanisms, likely in a non-propositional form (i.e. acquired ‘by doing’) (see Gallese, 2005, for
a discussion)
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Figure 2.1 Taxonomy of processes underlying social cognition. The arrows indicate
the flow of information (input/output) among the considered processes. Sensory
information (external or internally generated via mental imagery) enables mir-
roring mechanisms to provide bodily representations of the interaction partner’s
phenomenological state. This mirrored state may elicit emotional contagion via
an automatic route and be consciously attributed to the interaction partner via
emotional empathy (emotional route). The mental state attribution can also
be done without eliciting the very same state in the observer and by mean of a
cognitive appraisal process, consciously attributing the mental state via cognitive
empathy (cognitive route). Finally, the mirroring mechanisms may elicit emotional
contagion, but the realised state can be updated or replaced by another state
following a cognitive appraisal process (mixed route).

mirroring, and empathy as valid explanations. In the following Section 2.1.6, I
will investigate the developmental process of social cognition via the proposed
mechanisms, suggesting face-to-face interactions to be vital for promoting social
cognition development.

2.1.6 Social Cognition Development
The acquisition of social and emotional competencies rely heavily on culture,
ethics, social norms and common-sense (Eisenberg et al., 1998). Thus, human
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development plays a crucial role in shaping social cognition capabilities. Human
infants born tuned to their social environment and immediately prepared for social
interaction (Grossmann, 2015). In fact, infants present from birth several biases
preferentially orienting them to relevant social stimuli. Examples are a visual
preference to faces, auditive preference to voices and a preference for biological
motion over other types of motion (Grossmann, 2015).

The necessary social exchanges between infant and caregiver are supported by
effective communication channels (Trevarthen, 2006). Humans, differently from
other species, can use language to provide instructions and assist learning. However,
learning the meaning of words happens only around 18 months (Halliday, 1975).
Yet, even without this crucial ability, infants are able to learn vital skills, including
elementary social and emotional capabilities (Hamlin et al., 2007). Therefore,
infants are able to extract social information from social interactions even without
being proficient in language (Reissland, 2013) or necessarily attributing mental
states to others (Gallese et al., 2009). But how can it be possible?

Developmental studies suggest that this early social understanding is hardwired
in human (Knapp et al., 2013). Imitative behaviour (i.e. imitation or mimicry) and
mirroring are fundamental for enabling social interactions, since they allow relating,
interacting and having a representation of others (Rochat et al., 2009), and they
are available from birth at least in a rudimentary form (Meltzoff, 2007; Meltzoff
and Moore, 1983; Trevarthen, 2006). As suggested in Sections 2.1.3 and 2.1.4,
these tools bridge self to others’ minds, thus enabling social understanding (Gallese,
2001). Since these capabilities are available from birth, are grouped under the
concept of innate intersubjectivity (Trevarthen, 2006).

Obviously, without social partners, there cannot be social interactions and
shared minds (Gallese, 2001). Thus, to promote social exchanges between infant
and caregivers, humans are naturally inclined to raise their offspring. This is
possible because of the peculiar biological design of humans’ brain (and in more
in general mammals’ brain), which transform aversion to infant stimuli to an
irresistible attraction (Rilling and Young, 2014). These social exchanges are further
promoted by infant’s self-relevance and joint engagement early capabilities.

Definition 2.14 Self-relevance is the sensitivity to any sign of or change in
an agent’s action that indicates that the interaction or communication is directed
at the infant (Grossmann, 2015).
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Definition 2.15 Joint engagement is the ability of the infant to detect an
external object or event as shared during the interaction with the caregiver (Gross-
mann, 2015).

These capabilities are suggested to be primary for early social-cognitive develop-
ment “as they serve as a vital basis for learning from (and collaborating with)
others” (Grossmann, 2015, page 1280). Learning from social exchanges with
caregivers and pairs is not made by accident, but it is selective and intentional
(Rochat et al., 2009). The ability to become an intentional agent during social
interactions constitutes the primary intersubjectivity stage of social development
(Trevarthen, 2006).

Since language is not available from birth, the face is a valid alternative to
creating social opportunities for the newborn and caregivers (Klinnert et al., 1986).
For example, facial expression effectively communicates emotional values and
facilitates learning (Niedenthal et al., 2014). Hence, during interactions with the
infant, the caregiver speaks with a particular intonation and uses exaggerated
facial expressions (Reissland, 2013). Self-relevance capability allows the infant to
be aware of these interactions and it promotes engagement between the newborn
and the caregiver. These emotional facial exchanges enable mechanisms in the
infant advancing the extraction of social information via mirroring and emotional
contagion, accordingly to what is suggested in Sections 2.1.3 and 2.1.4.

Facial exchanges are particularly crucial to learn the emotional valence of novel
stimuli offered by the environment. For example, Zarbatany and Lamb (1985)
showed that infants exposed to a novel toy look at the facial expression of the
caregiver to attribute to the toy a positive or negative connotation. This is an
example of triadic exchange between the infant, the caregiver and the target of
the emotional evaluation (in this case the toy). This early behaviour provides
knowledge of the target of others’ attention and contributes to the development
of social referencing ability.

Definition 2.16 Social referencing is the ability to “use one’s perception of
other persons’ interpretations of the situation to form their own understanding of
that situation” (Feinman, 1982, p. 445).

Importantly, this ability is not limited to the infant’s parents, but it extends
to a broader group of adults with whom the infant previously familiarised with
(Klinnert et al., 1986).

Triadic exchanges in social interactions sign the passage from primary to
secondary intersubjectivity: the infant begins to pay attention to how others act
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and what they do with objects in everyday contexts, thus becoming aware of their
intentions and contextualised actions (Gallagher and Hutto, 2008). Newborns,
during second intersubjectivity, can appraise only limited concept to associate
with the objects of their attention. Their world is essentially divided into either
good and bad things or events, promoting respectively approach and avoidance
(Rochat et al., 2009). To master cognitive appraisal processes, the child has to
acquire a sense of self much more elaborated than the one necessary for mastering
primary and secondary intersubjectivities (Lewis, 2008). Thus, infants necessarily
pass from secondary to tertiary and later intersubjectivities when able to represent
what others perceive of themselves and to use this representation to negotiate
the values of events and things under their attention (Rochat et al., 2009). This
ability is continuously refined, and enriched with the development of more complex
emotions, such as pride, embarrassment and guilt, reaching almost the full range
of adult emotions around the third year of life (Lewis, 2008). This richer sense
of self allows the child to acquire Theory of Mind, thus promoting adult social
cognition (Lewis, 2008).

Mirroring provides an effective and efficient way to learn from birth without
the need of a developed language. These mechanisms are mediated by social
exchanges with the caregiver, and the face has an especially important role in
social interactions. By using triadic exchanges, infants can learn the emotional
valence of the surrounding world, enrich their emotional repertoire and promote a
more elaborated sense of self. This in turn allows the child to master Theory of
Mind and acquire adult social cognition capabilities.

Given the particularly significant role of face in shaping social cognition, in
Section 2.2 I will review literature on the fundamental functions of face process-
ing. The resulting insights will motivate the computational model proposed in
Chapter 5.

2.1.7 Summary

In Section 2.1.1, I reported the definition and significance of social cognition
to offer background on the broad topic of this dissertation. In Section 2.1.2, I
presented literature supporting the shared manifold hypothesis and Simulation
Theory being valid explanations of how people understand others and attribute
them mental states. These accounts are crucially aligned with embodied cogni-
tion standpoint, therefore motivating their investigation in this dissertation. In
Sections 2.1.3, 2.1.4 and 2.1.5 I reviewed the possible mechanisms underlying
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social cognition, identifying mirroring as a foundation of social cognition and
emotional contagion and empathy as additional crucial processes promoting social
cognition development. Finally, in Section 2.1.6, I discussed developmental studies
to investigate how mirroring can promote social cognition development. I argued
that social exchanges between the infant and the caregiver are extremely crucial
for a correct development of social cognition capabilities and that the face is the
most salient communication channel available from birth and promoting social
interactions. Therefore, in this first section of the present literature review I
introduced three main aspects that will motivate the rest of the work:

1. Simulation Theory and the shared manifold hypothesis provide a valid
explanation of social cognition fitting embodied cognition standpoint. This is
a desirable feature given the proposed broad contribution of this dissertation
suggested in Section 1.2;

2. Mirroring mechanisms are likely to be at the core of this embodiment under-
standing of social cognition, thus motivating the development of appropriate
computational tools able to describe their mechanisms;

3. The face is one of the most salient communication channel promoting social
cognition development. The motor information displayed by face stimuli
is processed by mirroring mechanisms, therefore linking face processing to
embodied cognition research, which is again a desirable feature for the broad
contribution proposed by this dissertation.

Section 2.2 will investigate face processing capabilities. These capabilities are
significantly crucial for cognition. Therefore, connecting the discussed embodied
mechanisms to the cognitive capabilities presented in Section 2.2 will necessarily
enrich the argument of this dissertation.

2.2 The Face in Social Cognition
As discussed in Section 2.1.6, being able to direct attention to faces and process
the provided social information is of paramount importance for promoting social
cognition development. In order to gather information from faces, the baby has
to visually detect them, discriminate over different identities and attribute mental
states conveyed through facial expressions.

In particular, identifying other social agents is a critical capability necessary
from birth. Distinguishing other humans from inanimate objects (Simion and
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Di Giorgio, 2015), and discriminating a friend from a foe (Palermo and Rhodes,
2007) facilitate our survival. Faces are salient social stimuli, regardless what they
are currently expressing through facial behaviour, since they convey critical social
information, such as identity, race, sex, attractiveness and direction of eye gaze
(Palermo and Rhodes, 2007). Therefore, this social information is of particular
importance to support social exchanges.

When a face is detected and the interaction partner is identified, facial ex-
pressions further promote social cognition development. In fact, as I reviewed
in Section 2.1.6, facial expressions are important regulators of social interactions
during social referencing episodes (Matsumoto et al., 2008). Infants can use
the facial expression of others to interpret the emotional valence of the target
object of their attention (Zarbatany and Lamb, 1985). The social and emotional
information extracted by faces is vital for solving social problems (Matsumoto
et al., 2008).

According to neurological models of Haxby et al. (2000), human face processing
recruits a complex and distributed neural system of multiple regions. As part
of the core system of face processing, the author suggests three functionally
distinct systems: the inferior occipital region, contributing to early stage of face
perception, the lateral fusiform gyrus, processing invariant characteristics of faces
(e.g. identity-related features), and the superior temporal sulcus, processing
their dynamic aspects (e.g. facial expression and pose-related features). Despite
this understanding of the neurological basis of face processing, the mechanisms
underlying such capabilities are yet to be fully discovered (Simion and Di Giorgio,
2015).

In the following sections, I will provide a brief review of the current under-
standing of face processing. The insights gathered from this review will motivate
the development of the computational model provided in Chapter 5.

2.2.1 Face Detection

The most basic aspect of face processing is the detection of a face in a visual
scene. This process requires the extraction of common features of face stimuli
facilitating their detection (Tsao and Livingstone, 2008). In this dissertation I
will not model aspects of face detection, which I assume given when collecting
formatted face stimuli. Nevertheless, this section is crucial to provide a more
comprehensive understanding of literature in face processing.
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Face stimuli are processed in a special way compared to other stimuli. Be-
havioural studies demonstrate that using modified face stimuli produces particular
perceptual effects not reproduced when undergoing the same manipulations on
other objects (Robbins and McKone, 2007). One peculiar characteristic of face
stimuli, for example, is that they are processed in a more holistic way than stimuli
representing other objects (Piepers and Robbins, 2012; Simion and Di Giorgio,
2015).

Definition 2.17 The term holistic is used to suggest properties of a stimulus
that are only apparent when considering it as a whole and they cannot be derived
by only considering properties of its parts (Wagemans et al., 2012).

A pure holistic understanding implies processing the object as a series of templates
that cannot be described into subparts and interrelations between them (Piepers
and Robbins, 2012). This can be a problem for face stimuli, since for taking
into account variations of viewpoint, pose, expression and in general changeable
features of the face it would be necessary a large set of templates for each individual
identity (Piepers and Robbins, 2012). For this reason, although faces are processed
more holistically than other objects, it seems more plausible that face processing
requires at least a certain amount of configural and relational information of the
perceived facial regions (e.g. mouth, nose, eyes) (Piepers and Robbins, 2012).
Hence, in face perception literature the terms holistic and configural are sometimes
considered within the same process (McKone and Yovel, 2009) and referred as
holistic/part-based model (Piepers and Robbins, 2012).

There are two types of configural information in faces: first-order configuration
and the second-order configuration (Piepers and Robbins, 2012).

Definition 2.18 First-order configuration of face refers to the basic geomet-
rical configuration of the main facial features, such as eyes above the nose and
nose above the mouth (Piepers and Robbins, 2012).

Definition 2.19 Second-order configuration of face indicates the variations
of distances between such features and their absolute positioning (Piepers and
Robbins, 2012).

Whereas first-order configuration is thought to be crucial for detecting faces and the
sensitivity to it seems to be hard-wired from birth (Johnson et al., 1991), second-
order configuration significantly facilitates discrimination between individual faces
(Tsao and Livingstone, 2008), and it is refined throughout development (Sangrigoli
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and De Schonen, 2004). Newborns show a preference for orienting toward simple
schematic face-like patterns (T-shaped schematic face) respecting the geometry of
basic facial features (Johnson et al., 1991).

The Binocular Correlation Model (Wilkinson et al., 2014) suggests that this
neonatal bias for face stimuli is the result of a visual filtering mechanism depending
on the limited binocular integration owned by infants that facilitate the detection
of face-like patterns. Hence, preference for faces at birth can rely on the intrinsic
perceptual structural properties of faces (and other similar objects), such as
symmetry and highly contrasted areas (i.e. the eyes), which attract newborns’
attention (Rochat et al., 2009).

As an alternative to the Binocular Correlation Model, Morton and Johnson
(1991) propose a two-process model of face detection and processing suggesting
that infants posses two separate mechanisms: Conspec and Conlearn. Conspec
is a subcortical mechanism selectively tuned to geometrical features of the face.
This mechanism is present at birth, and it guides the second cortical mechanism
to acquire knowledge about faces and to specialise in face recognition. Thus, after
development, Conlearn would be used to recognise faces (Johnson et al., 2015).

Simion and Di Giorgio (2015) reviewed evidence (Simion et al., 2003, 2001,
2006; Turati, 2004; Turati et al., 2002; Viola Macchi et al., 2004) supporting
the hypothesis that the preference for face stimuli is the consequence of a more
general bias preferring the structural and configural properties of the face and
other similar stimuli, rather than a more specific preference for face stimuli only.
Nevertheless, the debate is still open, thus requiring further investigations. As
previously mentioned, I will not investigate processes of face detection. Instead,
my focus will be on facial expression and identity processing, which I will introduce
in the following Sections 2.2.2 and 2.2.3.

2.2.2 Face Identity Processing

Once a face has been detected, it may be processed to recognise the exhibited
identity. Facial identity recognition requires a sensitivity to invariant visual
information of the detected face in order to attribute an identity to it (Fitousi
and Wenger, 2013).

Discriminating the identity of an individual is a vital social ability. It allows
humans to establish long-term interactions, and above all, the crucial mother-infant
attachment, as discussed in Section 2.1.6. Furthermore, this ability is also essential
to assist social behaviour since it provides access to quick judgements. For instance,
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an adult identifying the interaction partner as a child would result in different
decisions compared to identifying the child as another adult. Thus, recognising the
identity of the interaction partner enhances decision-making outcomes (Grossmann,
2015).

The primary cues assisting newborns in discriminating a face are its species,
race and gender (Grossmann, 2015). The sensitivity to these cues is closely related
to aspects of the social environment in which they are situated, characterising
facial identity recognition mechanisms of the infants throughout their development
(Grossmann and Vaish, 2009). An example supporting this claim is the difficulty
adults have in identifying faces of races differing from the ones usually encountered
during early years of development (Sangrigoli and De Schonen, 2004). This effect
is known in the literature as the “other-race effect”, and it shows that facial
identity recognition, contrarily to face detection, does include mechanisms able to
adapt and develop with experience (Nelson, 2001). This effect diversified with
respect to the social context in which the infant is situated (Pascalis et al., 2005;
Sangrigoli et al., 2005).

The other-race effect is an example of perceptual narrowing process, observed
in several perceptual modalities and domains in human development (Lewkowicz
and Ghazanfar, 2009).

Definition 2.20 Perceptual narrowing is the developmental process during
which the brain uses perceptual information gathered from the environment to
shape perceptual abilities (Scott et al., 2007).

Hence, humans improve their ability in perceptually discriminating things often
experienced during development. At the same time, they decrease the perceptual
discrimination of things to which they are not often exposed. For instance, only 6
months old children can discriminate between identities of another species (i.e.
monkeys), and this capability narrows down to discriminating identities of humans
only when the infants reach 9 months of age (Pascalis et al., 2002). However,
the brain may maintain the ability to perceptually discriminate things not often
perceived during development, but this discrimination must be recruited through
specific experience (Scott et al., 2007).

Overall, facial identity processing is a particularly vital ability promoting social
cognition. Whereas it is still not explained how people discriminate identities,
it is well supported by evidence that face identity recognition is not entirely an
innate capability, but it includes mechanisms developing with experience, and its
development highly depends on the social context in which the subject is situated.
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2.2.3 Face Expression Processing

Recognising facial expression is a key process operating alongside identification.
This additional information can be used as evidence to attributing mental states
to others. Facial expression recognition requires a sensitivity to overt changeable
feature of the detected face that helps to attribute certain states likely indexing its
dynamics and/or behaviour (e.g. facial expression of emotion, pose and viewpoint)
(Fitousi and Wenger, 2013).

Facial expressions arise from the visual impact that the contraction of facial
muscles have on the face skin. The human face is a complex system of muscles,
restraining in total 43 of them, also called mimetic muscles. Ekman and Friesen
(1976) measured visual realisation of facial muscles activation with its Facial Action
Coding System (FACS) in order to more easily describe the affect5 displayed by
facial expressions. The methodology suggests describing facial expressions as
combinations of Action Units. The Action Units are descriptors of the movements
of facial muscles (Ekman and Friesen, 1976), indicating if the corresponding muscle
is contracted or not, and the level of contraction. Given the dynamic nature of
muscle contractions, when processing facial expression (differently from facial
identity processing), temporal dynamics play a crucial role in promoting better
classification performance (Ambadar et al., 2005).

Although newborns have not enough cognitive capabilities to provide an
interpretation of observed facial expressions, infants can at least match the observed
facial expressions, even well before the development of early cognitive capabilities
(Meltzoff and Moore, 1983) (but see Meltzoff et al., 2017; Oostenbroek et al., 2016;
Simpson et al., 2016, for a recent discussion on the topic). In fact, Meltzoff and
Moore (1983) showed that human infants of about 40 minutes old are able to
mimic simple facial expressions, such as mouth opening and tongue protrusion.
Therefore, facial expression recognition can be mediated by rudimentary imitative
mechanisms available since the very beginning of life (Iacoboni, 2009). This
important early ability can be further refined through reciprocal social exchanges
between the caregiver and the baby (Iacoboni, 2009). Importantly, Meltzoff and
Moore (1992) showed that this early behaviour cannot be simply explained as a
reflex matching the observed action with the enacted one, but it encompasses a
broader psychological framework.

5Affect is a basic sense of feeling coming from the body, a non-conscious experience of intensity
(Shouse, 2005). This differentiates from emotion, that is a much more complex construction the
subject can express through language.
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Second-order configuration of face crucially assists facial expression recognition
(Calder et al., 2000). Information about this second-order configuration of face
can be gathered from the analysis of key points surrounding basic features of the
face (McKone and Yovel, 2009). These markers are referred to as facial landmarks
or fiducial points. Measuring the distances between each of these landmarks
can facilitate facial expression recognition. Conversely, this information can be
implicitly provided by representations encoding the face holistically (McKone
and Yovel, 2009). In other words, the face stimulus can be processed holistically
and represented by appropriate encodings able to implicitly communicate crucial
information of face second-order configuration (see Chapter 5 for examples of this
alternative understanding).

Overall, facial expression processing is a crucial capability promoting social
cognition. Differently from facial identity processing, innate mirroring mechanisms
can assist facial expression processing. This mirroring mechanisms can be refined
through experience (Iacoboni, 2009).

2.2.4 Face Expression and Identity Interactions

In Sections 2.2.2 and 2.2.3 I reported studies to suggest the importance of face
identity and expression recognition for everyday life and their links to social
cognition skills. Although these two aspects of face processing are extremely
important, researchers are still debating if there are interactions between them
and, if so, how these interactions are shaped (Yankouskaya et al., 2014).

In face processing studies are proposed at least three possible views about this
topic (Yankouskaya et al., 2014): (1) a parallel and complete separation of face
identity and expression computations; (2) asymmetric processing of face identity
and expression, with facial expression processing depending on facial identity
coding, but not the vice versa; and (3) complete interactions between face identity
and expression processing.

Traditional studies in face processing supported the first understanding (1).
Under this perspective, facial identity processing is distinct from processes of
other aspects of the face, such as facial expression. These models propose distinct
pathways in the brain dealing with either invariant or dynamic features of the face
(Bruce and Young, 1986; Bruyer et al., 1983). Nevertheless, modern understanding
in face perception provides alternative models proposing an inter-relationship
between invariant and dynamic features of the face (2,3) that are recently gathering
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more consensus (Pell and Richards, 2013, but see Section 5.1 of this dissertation
for more details).

There are at least two hypotheses supporting the idea that facial dynamics
facilitate identity recognition: the supplementary information hypothesis and the
representation enhancement hypothesis (O’Toole et al., 2002; O’Toole and Roark,
2010; Xiao et al., 2014). The supplementary information hypothesis suggests
that facial movements provide facial characteristics distinctive of the individual
in addition to static facial information, thus facilitating the identification of
the observed face. The representation enhancement hypothesis proposes that
facial movements facilitate the creation of more robust three-dimensional face
representations, which better support face recognition.

In addition, the literature includes studies suggesting that invariant facial
features affect facial expression recognition. For example, face stimuli of women
and younger individuals appear to increase cues associated with happiness, whereas
face stimuli of men and older individuals those of anger (Becker et al., 2007).
Furthermore, Hess et al. (2009) demonstrated that facial configurations that create
impressions of dominance and affiliation are the same that make a face appear to
show respectively anger and happiness.

Additional interactions between facial expression and identity processing come
from infants studies. Meltzoff and Moore (1992) suggested that one of the
psychological functions that early imitation serves is to identify people. They
argued that infants use the nonverbal behaviour of people to identify who they
are and they use imitation as a tool to verifying the identity. In their study,
Meltzoff and Moore (1992) exposed 6-weeks-old infants to two gestures: mouth
opening and tongue protrusion. Each infant was exposed to two actors, mother
and stranger. For each infant, one of the actors demonstrated one type of gesture,
and the other actor demonstrated the other gesture. During this pilot, the infants
were not controlled in visually tracking the entrance and exit of the two actors.
The results showed that during the interaction with the second actor the newborns
significantly responded more to the second gesture with the previously observed
one. During a more in-depth analysis of the recordings, the authors were able to
identify the possible reason for that. Newborns keeping visual track of the entrance
and exit of the actors matched more the second observed gesture, suggesting that
the adult gestures are not simple stimuli automatically triggering the infant’s
behaviour, but rather the infant willingly uses imitation to help discriminate
among identities. The authors concluded that “(a) young infants do not have a
fully developed system for determining person identity; and (b) infants use actions,
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including facial gestures, as part of assimilating, ‘knowing’, and communicating
with a person” (Meltzoff and Moore, 1992, page 17).

The study by Meltzoff and Moore (1992) is particularly relevant to the argument
presented in this dissertation. Indeed, I will support a similar standpoint in this
dissertation (see Chapter 6 and conclusions in Chapter 7), although revising it. In
particular, in my conclusions I will suggest that infants may use imitative behaviour
and/or mirroring mechanisms to facilitate facial expression recognition, and the
retrieved motor information would be enough to develop cognitive mechanisms
facilitating facial identity recognition skill. Importantly, the work by Leo et al.
(2018) provides additional evidence in support to this hypothesis. The authors
investigated the role of dynamic information for the acquisition of face recognition
capabilities in newborns. They found that, whereas during habituation to static
face stimuli infants show a preference for familiar stimuli (i.e. same identity), the
newborns develop a preference for unfamiliar face stimuli (i.e. different identity)
when habituated to dynamic face stimuli exhibiting happy and fearful facial
expressions. These results suggest that motor movements of face stimuli facilitate
identity recognition in infants. In addition, the authors found that newborns were
not able to recognise identities when habituated to multistatic face stimuli, namely
the very same stimuli used during the dynamic condition, but presented frame by
frame in a non-fluid and static way. Therefore, the amount of pictorial information
provided to the infants cannot be the explanation for the acquisition of face
recognition abilities, which finds a more likely justification in the interpretation of
the observed facial motor configuration.

2.2.5 Summary

In summary, in this review on face processing, I again stressed the importance of
face for promoting social cognition. Face processing includes three main functions:
face detection, facial identity processing and facial expression processing. Face
detection is suggested to be an innate capability in humans, due to innate features
of the visual system and to the specific configuration of face stimuli. Facial
identity processing develops with time, and different social context leads to
different discrimination abilities. Finally, facial expression processing has been
suggested to rely on mechanisms ready from birth, but likely refined throughout
experience. Knowing which mechanisms are innate and which ones develop
with time is important to set assumptions and constraints for the present thesis
argument.
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In this literature review I have also reported contrasting hypotheses on the
separation or integration of facial identity and expression processing mechanisms.
Whereas traditional studies in face processing suggested a complete separation
between facial expression and facial identity processing, recent studies promote
understandings where processes of facial expression and identity interact. Both
the two streams provide compelling evidence in support of their understanding
and it is still unclear whether or not these mechanisms rely on separate brain
structures and representations. In my dissertation, I will discuss a model that can
provide an understanding able to unify these two contrasting views.

So far I proposed most of the connections between the covered topics. It is
not a case that I decided to introduce this review on face processing between
the literature review on social cognition and the one on embodied cognition
research. The reason for doing so is that facial expression processing provides
useful connections between social cognition, embodied cognition and cognition
in general. In fact, on the one hand, facial expression processing connects to
social cognition because necessary for social cognition development. Furthermore,
facial expression processing connects to mirroring mechanisms and consequently to
embodied understanding of social cognition (i.e. the shared manifold hypothesis
and Simulation Theory). Finally, facial expression processing has been suggested
to interact with facial identity processing, which is an important cognitive task,
thus providing a valid connection with high-level cognition. Since the desired
broad contribution of this dissertation is to advance embodied cognition theories, it
is necessary to identify connections between embodied mechanisms (i.e. mirroring)
and (social) cognitive processes (i.e. facial identity processing). In Section 2.3, I
will further enrich the present discussion by providing the necessary background
in embodied cognition theories.

2.3 Theories of Embodied Cognition

In Section 2.1 I provided a review of social cognition studies in order to give the
reader a background of the broad topic presented in this dissertation, whereas
Section 2.2 provided insights on the role of the face in social cognition. The
intention of this section is to provide a more extensive background on embodied
cognition theories. This section will provide the methodology used to assess the
plausibility of the hypotheses discussed in this dissertation from the embodied
cognition standpoint.
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2.3.1 An Alternative to Classic Cognitivism

Embodied cognition is a research program born as a reaction to classical cognitive
science comprising a set of methods from several fields, such as philosophy, neuro-
science, psychology, and robotics (Leitan and Chaffey, 2014). Traditional cognitive
studies suggest that cognition relies on mental representations having symbolic
structures and quasi-linguistic properties (Fodor and Pylyshyn, 1988). Hence,
intelligence is identified with higher-order reason and language (Goldman, 2013).
The main argument of classical cognitivism is that thought is the manipulation
of abstract symbols according to some rules (Goldman, 2013), going beyond the
information contained in the input stream (Shapiro, 2010). This view is still
prevalent in cognitive science studies, although concerns were expressed about its
viability (Cowart, 2004).

The representations are symbolic in the sense that a single concept can relate
to many different referents in the world (Wilson and Foglia, 2011). For example,
the symbolic concept “chair” can refer to many actual types of chairs. These
representations are amodal, in the sense that the interpretation of the repre-
sentation is not constrained to a particular modality (Wilson and Foglia, 2011).
Therefore, these representations do not offer any explicit relationship to physical
and functional features of world referents (Wilson and Foglia, 2011). In addition,
traditional cognitive studies suggest that cognitive processes begin in the brain
with symbolic inputs, and they end with symbolically encoded outputs (Shapiro,
2010). Hence, classic cognitive science suggests internal representations employed
in language, concept formation, and memory to be distinct from those processed
by sensory-motor systems (Goldman, 2013, page 93): “cognition occupies a level
entirely segregated from perception and motor execution (Goldman, 2013)”.

Embodied cognition questions this view, by suggesting that cognition is not
independent of the agent’s bodily experience and its interactions with the envi-
ronment: cognition is strongly affected by aspects of the agent’s body beyond the
brain (Wilson and Foglia, 2011). Thus, the body becomes directly involved in
cognition and not secondary to it (Leitan and Chaffey, 2014). For instance, as an
agent learns to control its own movements while performing goal-directed actions,
it develops an understanding of its own perceptual and motor abilities, which lead
to the acquisition of more complex cognitive processes (Cowart, 2004).

Thought and language becomes grounded in low-level cognition through
sensory-motor processes (Goldman, 2013). Hence, the key assumption of this
research program is that the body acts as a constituent of the mind rather than
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being a passive perceiver and motor actor serving the mind (Leitan and Chaffey,
2014). It is not necessary to precisely quantify in how many cognitive tasks the
body plays this role, but it is assumable that embodied cognition thesis suggests
embodiment having a dominant role in cognition (Goldman and de Vignemont,
2009).

Despite proposing a contrasting view, embodied cognition does not necessarily
mean to depart from classical cognitive science completely. Embodied cognitive
science could still accommodate a level of symbolic representation. However,
what makes it to differ from classical approaches is the replacement of a pure
propositional encoding with a modality-specific representation, which can bind
the symbol to the actual world referent, thus enabling its interpretation (Wilson
and Foglia, 2011).

An example of how symbolic representations can be integrated with modality-
specific features is Barsalou’s perceptual symbols theory (Barsalou, 1999). This
theory holds on the assumption that human cognition does not consist of amodal
representations having arbitrary relations to their world referents, but rather rep-
resentations whose activation patterns include information from various sensory
modalities. Hence, an implication of this theory is that symbols are not inde-
pendent of the biological system that embodies them, and the content conveyed
would be likely to vary if intelligent systems varied physically (Wilson and Foglia,
2011). Table 2.1 summarises the main points of the two perspectives.

Classic cognitivism Embodied cognition
Computer metaphor of mind: manip-
ulation of symbols based on rules.

Coupling metaphor of mind: embodi-
ment, environment and action shape
mind.

Cognition can be understood in iso-
lation by focusing on the agent’s in-
ternal processes.

Cognition needs to be understood
with the analysis of the interplay be-
tween mind, body and environment.

Cognition is primarily achieved by
computational mechanisms.

Cognition is primarily achieved by
goal-directed actions.

Cognition passively retrieves informa-
tion.

Cognition actively constructs infor-
mation, depending on the agent’s em-
bodiment and its interactions with
the environment.

Symbolic and amodal representations Sensory-motor representations

Table 2.1 Comparative analysis of classical cognitivism and embodied cognition
(table replicated and adapted from Cowart, 2004).
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2.3.2 Research Methodologies in Embodied Cognition Studies
Although the central claim of embodied cognition is generally that sensory-motor
capabilities of an agent and its interactions with the environment enable the
development of particular cognitive capacities (Cowart, 2004; Winkielman et al.,
2015), there are different conceptions of embodiment in the literature, leading
to different accounts and degrees of how strongly cognition is believed to be
shaped by the body and its interactions with the environment (Shapiro, 2010).
Furthermore, since embodied cognition research program is still in its early stages
and researchers are yet to define an exact definition of what is meant by embodied
cognition (Cowart, 2004), the task of unifying this research program under a single
methodology becomes harder.

Shapiro (2010) suggests to organise current accounts of embodied cognition
theories into three streams of research: the conceptualisation hypothesis, the
replacement hypothesis, and the constitution hypothesis. In the following para-
graphs, I will briefly review the proposed accounts (but see Shapiro, 2010, for
a more exhaustive review). I will provide conclusions for each of the reviewed
accounts in relationship to the aimed broad contribution of this thesis presented in
Section 1.2, namely providing evidence supporting an embodiment understanding
of social cognition. This will help to identify the best methodology to assess the
plausibility of the hypotheses introduced in the remainder of this dissertation.

The Conceptualisation Hypothesis

The conceptualisation account of embodied cognition argues that the experiences
and concepts an organism possesses are constrained by the nature of the oganism’s
body (Shapiro, 2010). An example that can be included in this stream is Varela
et al. (1991) conception of cognition as “embodied action”. Under this view,
perception and action becomes inseparable aspects of cognition. In fact, Varela
et al. (1991) suggest that a successful interaction with the environment will
require a tight loop between sensory and motor processes; the agent’s motion
would allow perceiving new features, whereas perceiving such novel features would
influence future motions, and so on (Shapiro, 2010). Since cognition is affected by
sensory-motor processes, the world becomes perceiver-dependent, and it is not
predetermined.

For instance, opportunities to interact with the environment through an action
(i.e. affordances) are not predetermined in the world, but are the result of the
interaction between the perceived environment and the motor cortex (Maranesi
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et al., 2014). These potential motor acts depend on the organism’s embodiment
(Glenberg and Kaschak, 2002): a branch affording a resting place for a bird,
and so activating a potential motor act of lying on such branch, would not have
the same effect for a pig (Shapiro, 2010). Different embodiments would lead
to the creation of different concepts and the development of different cognitive
capabilities (Shapiro, 2010).

Other notable examples of works falling into the conceptualisation research
stream are the studies dealing with the “symbol grounding problem’ ’Barsalou
(1999); Searle (1980). This problem asserts that symbols cannot acquire meaning
simply in virtue of bearing relationships to other symbols, but they need to
be grounded to external world referents. Perceptual symbols theory proposed
by Barsalou (1999) is a milestone study proposing a theoretical solution to
the symbol grounding problem. Traditional cognitive science suggests that the
stimulation of several sensory systems is translated into a code that is then
processed further into amodal symbols used in language and thought. Barsalou
(1999), on the contrary, proposes that this step is unnecessary. Modal information
provided by the perceptual system does not need to be detached from cognitive
manipulation of the corresponding representation. Perception and cognition
share systems at both the cognitive and neural levels (Barsalou, 1999). During a
perceptual experience, association areas in the brain capture bottom-up patterns
of activation in sensory-motor areas. When recalling the same perceptual symbol,
the same association areas partially reactivate sensory-motor areas to implement
it. Continuous interactions with a perceptual component (e.g. chair, green, cake)
would extract schematic representations stored in memory. Memories of the
same component can be used to implement a simulator able to produce limitless
simulations of the component. These established simulators can implement a basic
conceptual system representing types, supporting categorisation and allowing
inferences and reasoning (Barsalou, 1999). Hence, perceptual symbols are simply
reconstructions of representations as they appeared in their original perceptual
coding (Barsalou, 1999), and a different embodiment would result in different
perceptual symbols leading to different concepts and cognition (Shapiro, 2010).

This hypothesis can potentially provide the methodology necessary to address
the aimed broad contribution of this dissertation. In fact, Shapiro (2010) suggests
that the conceptualisation hypothesis does provide a competitive explanation of
cognition with respect to standard cognitive science. However, it fails in providing
a case against symbolic representation (Shapiro, 2010), thus making standard
cognitive science account preferable. Also, some of the experimental results
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included into the conceptualisation hypothesis stream can find an explanation in
standard cognitive science, thus making the hypothesis less plausible (Shapiro,
2010). Therefore, I suggest that the conceptualisation approach of embodied
cognition is not the most desirable methodology to assess the hypotheses I will
discuss in this dissertation.

The Replacement Hypothesis

The replacement hypothesis argues that traditional methods and concepts of
cognitive science should be abandoned in favour of alternative methods and
conceptual foundations (Shapiro, 2010). Cognition cannot be explained through
computational models consisting of symbols manipulation and a linear input-
output processing system. In addition, representations are not necessary to
achieve intelligence.

In this account, cognition is viewed as an emergent phenomenon. In other
words, it does not exist a single module of cognition, but the dynamical interactions
of local components give rise to intelligent behaviour. Mind, body, and world work
as a system changing over time and developing cognition (Leitan and Chaffey,
2014). Hence, dynamical system theory, an area of mathematics studying the
evolution of models consisting of several interacting components, provides valid
descriptions fitting under the replacement account (Leitan and Chaffey, 2014).
In an emergent system, no top-down rules are governing the behaviour of the
parts in realising outcomes, but rather parts self-organise according to constraints
and opportunities offered by the environment. An example of emergent cognition
without representations is the “Subsumption architecture” designed for robotics
systems proposed by Brooks (1990). The main idea of this architecture is that
instead of designing the robot planner as components transmitting representations
through the classic sense-model-plan-act paradigm, the decomposition should be
made in terms of components directly connecting sensing with behaviour. In this
way, sensing feeds directly into action without the need of using a representational
stage (Shapiro, 2010). Cognition emerges from the interaction between the agent
and the environment (Brooks, 1990).

An additional concept for the replacement account of embodied cognition is
coupling (Leitan and Chaffey, 2014; Shapiro, 2010). Coupling is the idea that
parts of a system, when described through mathematical formalism, must include
a term referring to other parts of the same system. Thus, every part of the system
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is always in relation to other components and never a discrete entity (Leitan and
Chaffey, 2014).

The replacement account is definitely a real competitor of traditional cognitive
science (Shapiro, 2010). In fact, it offers a complete departure from traditional
methodologies in cognitive science. Furthermore, the works included in this stream
provide compelling alternatives that do not make use of concepts or representations
to achieve cognition. Cognition is suggested to be a phenomenon emerging from
dynamical systems based on simple coupled components. Therefore, contrary to
conceptualisation hypothesis research, this approach can more plausibly win a
competition against traditional cognitivism (Shapiro, 2010), thus being a suitable
methodology to assess the hypotheses discussed in this dissertation.

However, the replacement hypothesis proposes a too strong perspective com-
pletely departing from traditional cognitive science research. Since one of the
aimed benefits of this work is to promote integration of traditional cognitive
science research and embodied cognition research (Section 1.3), the replacement
hypothesis is not the most suitable methodology to assess the hypotheses intro-
duced in this work. Therefore, I will not use this research methodology in my
dissertation, thus focusing on another plausible and more gentle methodological
approach.

The Constitution Hypothesis

The constitution hypothesis argues that constituents of cognitive processes extend
beyond the brain (Shapiro, 2010). In order to have a better understanding of
what suggested by this account, it is important first to define what it means being
a constituent of the mind, instead of a simple cause. Given two processes X and
Y showing some interactions, these interactions are either causal or constitutional
based on the following definitions (Shapiro, 2010, page 170):

Definition 2.21 Cause: a process X is a cause or it affects a process Y if X is
separable from Y in the sense that it happens before Y exists, or takes place in a
location distinct from Y’s.

Definition 2.22 Constituent: a process X is a central or important constituent
of a process Y if Y would fail or be something else without X’s presence;

Thus, in order to fit under the methodology suggested by the constitution
hypothesis research approach, the advanced hypotheses have to present evidence
of a constitutive role of embodiment for the correct functioning of a cognitive task.
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A mere causal relationship between the two processes would not be enough to
support the case in favour of the constitution hypothesis.

An example of work under the constitution hypothesis research stream is
Clark’s coupling argument (Clark and Chalmers, 1998). This argument suggests
that certain objects in the external world are utilised by the mind in such a way
that they couple with cognition thus being extensions of the mind itself into the
environment. For instance, consider the task of solving a multiplication. This
tasks can be achieved solely in the head, or by making use of paper and pencil. In
both the cases, the obtained result is the same. However, in the second instance
the paper and pencil couple with the mind of the mathematician, thus extending
his mind into the environment. This is one of the strongest views of embodiment,
named “extended mind thesis”. This thesis suggests that cognition extends not
only beyond the brain into the body, but beyond that as well, thus extending into
the surrounding world (Clark and Chalmers, 1998).

However, there are other weaker perspectives of embodiment included under
the constitution hypothesis methodology. These works limit embodiment interpre-
tation to aspects of the body, thus not necessarily extending to the environment
(Rauscher et al., 1996). In addition, some other works in constitution hypothesis
research limit the meaning of embodiment further, by proposing an interpretation
based on mental representations (Goldman, 2013). In this section, I will introduce
the former standpoint, namely embodiment as an extension into aspects of the
body, while I will dedicate a full section about bodily mental representations since
I will make use of them to support the hypotheses offered by this dissertation.

An example of body as constituent of cognition is gesturing. Rauscher et al.
(1996) showed that preventing subjects from gesturing when asking them to
describe situations with spatial content significantly increases dysfluencies in their
speech. Nevertheless, subjects free to move did not show significant dysfluencies.
Importantly, the effort required to prevent gesturing did not explain the observed
dysfluencies. In fact, when speaking about non-spatial situations this group of
subjects showed greater fluency than subjects in the group allowed to gesture.
Thus, gesturing has not only a communicative role, but it facilitates lexical access
(Rauscher et al., 1996).

This work fits the constitution hypothesis methodology since in this experiment
gesturing was observed to structure information and assist cognition (Shapiro,
2010), similarly to the paper and pencil of the coupling argument (Clark and
Chalmers, 1998). Tversky (2009) tested the ability of subjects in solving a set
of problems. The authors divided the subjects into two groups and only to the
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first group was provided pencil and paper. Surprisingly, the individuals without
paper and pencil made use of gestures to solve the same problems solved with
paper and pencil by the other group. Gestures may be used to assist off-loading
and organising spatial working memory, as paper and pencil did, thus potentially
being considered constituent of cognition (Tversky, 2009).

Differently from the conceptualisation and the replacement hypotheses, con-
stitution hypothesis does not present a methodology completely departing from
standard cognitivism (Shapiro, 2010). In fact, most of the arguments and works
under this stream can be explained by knowledge depending on sensory-motor
and environmental contingencies, which is represented in the brain, as standard
cognitive science would agree (Shapiro, 2010). However, it is still possible to
discuss which kind of knowledge and how this knowledge is represented in the
brain (i.e. propositional vs. non-propositional/bodily), thus possibly advance an
embodied understanding of cognition.

Constitution hypothesis research provides a valid methodology able to extend
standard cognitivism without completely neglecting its previous findings (Shapiro,
2010). In this methodology, traditional cognitive science theories are not rejected,
but only re-fitted (Shapiro, 2010). It is possible to maintain what is good in
traditional theories of cognition and extend them with new insights coming from
embodied cognition theories.

Furthermore, constitution hypothesis provides a clearer methodology for the
validation of its theories than conceptualisation and replacement hypotheses do. In
fact, to validate this hypothesis is enough to demonstrate that an embodied process
constitutes another cognitive process, namely that without the embodied process
the cognitive process fails or becomes something else. Finally, the considered
embodiment interpretation should not be only physical but it can be limited to
mental representations resembling bodily features (as I will discuss in the following
Section 2.3.3).

As Shapiro (2010, page 210) concludes: “If I’m right that pursuit of Consti-
tution comes without a cost to standard cognitive science, then there’s no harm
in trying, and, perhaps, tremendous benefit”. Hence, given all these convenient
reasons, in this dissertation I will make use of the constitution hypothesis method-
ology to assess my hypotheses, thus adding computational evidence fostering
embodied cognition research. In the following section, I will investigate the topic
of bodily mental representations. I will add significant insights motivating the
development of the computational account proposed in Chapter 4.
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2.3.3 Embodiment via Bodily Representations
In the previous section, I introduced some interpretations of embodiment proposed
in embodied cognition literature. For example, one interpretation suggested em-
bodiment be the body anatomy, while other interpretations extended the concept
to bodily actions, and others further extended it to a coupling between mind and
environment. However, there is an additional interpretation of embodiment sug-
gesting bodily mental representations. This interpretation offers a more moderate
perspective of cognition embodiment, but it also gives an opportunity to integrate
standard cognitive science research with embodied cognition theories (Goldman,
2012).

Goldman and de Vignemont (2009) introduced the concept of bodily mental
representations (from now on abbreviated with b-reps) after reviewing different
notions of embodiment in embodied cognition literature and providing their
taxonomy. They argued that the currently existing interpretations of embodiment
were not satisfying the constraint for a fruitful definition of embodied cognition.
Goldman and de Vignemont (2009) offered a list of features recommended for a
suitable definition of embodiment (Goldman and de Vignemont, 2009, page 154):

Definition 2.23 An interpretation of Embodiment:

(i) should assign central importance to the body (understood literally), not simply
to the situation or environment in which the body is embedded;

(ii) should concentrate on the cogniser’s own body, not the bodies of others. Per-
ception of another person’s body should not automatically count as embodied
cognition.

Furthermore, an embodied cognition thesis should present the following features
(Goldman and de Vignemont, 2009, page 154):

Definition 2.24 An Embodied Cognition Thesis:

(iii) should be a genuine rival to classical cognitivism;

(iv) should also make a clear enough claim that its truth or falsity can be evaluated
by empirical evidence.

Goldman and de Vignemont (2009) suggest that an interpretation based on
body anatomy is not really competitive with classic cognitive science. In fact, tra-
ditional cognitive science similarly recognise the crucial role of physical constraints
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the body has on our perception and cognition. Thus, an interpretation of embodi-
ment in terms of body anatomy is not desirable, since it violates requirement (iii)
for a fruitful embodied cognition thesis as defined in Definition 2.24.

Similarly, an interpretation of embodiment in terms of bodily actions is not
really competing with classic cognitivism, since it is recognised the role of body
movements in influencing perception and cognition. In addition, the available
evidence from studies on embodied cognition demonstrated only a causal role of
sensory-motor contingencies on perceptual experience and not a constituitive role.
Therefore, embodiment defined in terms of bodily actions violates requirement
(iii) of Definition 2.24.

Hence, Goldman and de Vignemont (2009) recommend an interpretation of
embodiment in terms of b-reps. This interpretation can be further divided into
two competitive sub-interpretations: b-reps in terms of bodily contents, and b-reps
in terms of bodily formats.

The bodily content interpretation stands for mental representations having
contents depending on body anatomy or somatosensory and visceral activity of
the body. However, this interpretation is not enough to depart from classical
cognitivism. For instance, it is possible to provide a bodily content representation
of ‘waving my hand’ in a purely symbolic format, although having contents related
to the body. This representation would not depart from classic cognitivism, thus
violating requirement (iii) of Definition 2.24 defined previously on page 56. On
the contrary, the bodily formats interpretation put a stronger constraint on the
structure of the representations. Here is the format itself that has to be related to
the body, and having only a bodily content is not sufficient.

Definition 2.25 A bodily formatted representation is a mental representa-
tion satisfying the requirements of a genuine embodiment interpretation as per
Definition 2.23, and posing constraints on what that representation can represent
(Goldman and de Vignemont, 2009). These constraints are determined by the
specific configuration of the human body (Gallese, 2016).

The difference between content and format is subtle but significant. For instance,
an address can be provided through natural language, such as “15 Broadway,
Ultimo NSW 2007”, or through a set of coordinates. In both cases, the content
of the representations is the same (i.e. the same address), but formatted in two
different ways (the first amodal, the second visually via a two-dimensional map).

Importantly, an embodiment interpretation based on bodily formatted rep-
resentations (from now on abbreviated with b-formats) provides a competitive
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approach to cognitive science, without completely departing from it. In fact,
cognitive science and neuroscience widely support the idea that information in
the brain is organised into representations with specific formats (Goldman, 2012).
For instance, the neural substrate of experiental representations of the body are
encoded onto topographically mapped region of the somatosensory cortex (Gaz-
zaniga, 2004), whereas activation of areas in the motor cortex is topographically
organised for representing bodily effectors and enable movement commands to be
sent to those effectors (Goldman, 2012).

The integration of b-formats with standard cognitive science is a convenient
feature able to satisfy one of the aimed benefits of this work discussed in Sec-
tion 1.3. In addition, Goldman and de Vignemont (2009) suggest that b-formats
interpretation of embodiment is the most likely interpretation to support social
cognition embodiment. These representations are suggested to be used to form
interoceptive or directive representations of one’s own bodily states and activities
(Goldman, 2012), thus becoming crucial in mediating social cognition capabilities.
Given the suitability of the discussed features to meet the desired objectives of
the present dissertation, the computational account of embodied mechanisms
proposed in Chapter 4 will make use of b-formats interpretation of embodiment.

The following section will review the debates in favour and against social
cognition embodiment. This will conveniently complement Section 2.1.2, thus
closing the literature review with a link back to the broad topic of this dissertation,
namely social cognition.

2.3.4 Social Cognition Embodiment

In Sections 2.1.3, 2.1.4 and 2.1.5 I provided a summary of the core processes
underlying social cognition, and I discussed how mirroring can plausibly be at
the heart of social cognition (see Figure 2.1 on page 34). Through mirroring
mechanisms a ‘cognitive continuity’ can exist within the domain of intentional
state attribution in humans, and the mirror neuron system represents its neural
correlate (Gallese, 2016). Mirroring allows to detect and match actions and goals
of others in own mind (and body), thus granting their understanding. Therefore,
mirroring is an implicit and functional way for attributing a given mental content
to others (Gallese, 2016).

In order to provide an additional modern understanding of mirroring mecha-
nisms functions, Gallese introduced the new ‘embodied simulation theory’. This
theory suggests (a) to extend the function of mirroring, so far limited to promote
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attribution of mental states to others (as discussed in Section 2.1.2), to other
cognitive capabilities, and, as consequence, (b) it promotes an embodiment un-
derstanding of cognition (Gallese, 2005, 2016; Gallese and Sinigaglia, 2011). In
other words, differently from Simulation Theory, embodied simulation theory does
not limit the function of simulation mechanisms to promote the attribution of
mental states to others, but it suggests that simulation mechanisms provide broad
functionalities shaping several aspects of cognition (Gallese, 2005). Therefore,
embodied simulation theory does not present a threat for Simulation Theory
in the broad sense (i.e. attribution of mental states to others), but it becomes
complementary to it (Gallese, 2016).

The simulation process enabled by embodied simulation mechanisms is embod-
ied because its function is realised by mirror neurons modulating sensory-motor
information. This neural system uses a pre-existing body-model available in the
brain of the subject, and it does not require a propositional form of knowledge
(Gallese, 2005). Indeed, Goldman and de Vignemont (2009) suggest that this
non-propositional knowledge can be likely shaped in b-formats. Therefore, mental
states and processes enacted during embodied simulation episodes and represented
by common b-formats can be reused for other abilities, thus extending their use
beyond mind-reading tasks (Gallese, 2016); mirroring mechanisms and b-formats
interpretation of embodiment become central concepts within embodied cognition
research.

The reuse of the realised bodily representations for other aspects of cognition
finds its origins in the reuse hypothesis. This hypothesis suggests that mental
simulations occurring for one purpose are reused for another purpose (Gallese
and Caruana, 2016). This is different from the approach suggesting simulation
as resemblance, which advocates that simulation mechanisms occur to simply
copy mental states of others for getting an understand of them, as suggested by
classical Simulation Theory models (Gallese and Caruana, 2016).

Definition 2.26 Simulation as reuse. Mental simulations occurring for one
purpose are reused for another purpose (Gallese and Caruana, 2016).

Definition 2.27 Simulation as resemblance. Simulation mechanisms occur
to simply copy mental states of others for getting an understanding of them (Gallese
and Caruana, 2016).

Simulation as reuse denies that the simulation process is strictly used for
attributing mental states to others, but instead, it suggests that simulation
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mechanisms provide more basic and general functions that can be employed to
shape other cognitive capabilities. Gallese (2005) suggests that mind-reading
capability can be just the result of an evolutionary reuse of the mirror neuron
system, which was originally employed by the brain to achieve other capabilities
(Gallese, 2005). The mirroring mechanisms could have been originally selected
for solving basic sensory-motor matching but adapted for shaping mind-reading
capabilities assisting human social behaviour (Gallese, 2005).

Gallagher (2015) contests embodied simulation theory by suggesting that it
does not promote a valid embodied interpretation. In fact, the theory lies on
top of mental representations that cannot really account for the body per se,
thus offering a too weak interpretation of embodiment insufficient to support
embodied cognition theories. However, it is important to note that body and
brain cannot be dissociated (Shapiro, 2010); a standpoint where cognition is
suggested to be purely mental and symbolic without considering the body as
one of its constituents is limited as much as a standpoint considering only the
physical body as mean of cognition. Rather, it is the body-brain system that
makes possible cognition development. In fact, at a certain stage, the body has
to be coded somehow in the brain in order to be used for achieving cognitive
capabilities. Without a body, there cannot exist bodily representations. Similarly,
without bodily representations, there cannot be an active body. Thus, completely
dissociating the brain from the body and the body from the brain will limit an
understanding of cognition.

Importantly, the body is not only the physical matter but also the mental
representations of it (Goldman, 2013). For this reason, this view is not reductive of
a full-bodied account as suggested by Gallagher (2015). Bodily representations are
vital for social interactions with other social agents (Gallese and Caruana, 2016).
Given this argument, people with paralyses, body disabilities or lack of sensory
input should exhibit deficits in social cognition skills. It is important to mention
that a person can be physically paralysed or lacking sensory input, but still able to
mentally activate at least partial sensory-motor representations of the considered
actions (Conson et al., 2008; Ricciardi et al., 2009). For example, Bate et al.
(2013) studied subjects affected by Möbius sequence, a condition characterised
by congenital bilateral facial paralysis. The authors found that the majority of
the clinical subjects participating to the study did not exhibit deficit in mental
simulation of facial expressions and they exhibited only partial deficits in facial
expression and identity recognition tasks. In addition, Matsumoto and Willingham
(2009) found that congenitally and non congenitally blind individuals did not differ
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from sighted individuals in the way they produced spontaneous facial expressions
of emotions. Their findings suggest that emotional expression might originate
from an evolved and potentially genetic source common to all humans, regardless
of their disability (Matsumoto and Willingham, 2009). Indeed, Ricciardi et al.
(2009) found that blind patients and sighted participants activated similar brain
motor areas when presented with actions either aurally presented, in the case
of blind people, or visually pantomimed, in the case of sighted subjects. Their
finding suggests the presence of a supramodal sensory representations of motor
actions that allow individuals with no visual experience to interact effectively with
others. Therefore, it is possible that people having physical dysfunctions can still
have (partially) preserved mental motor representations that are enough to allow
them succeeding in social skills.

In Chapters 3 and 6, I will suggest that dysfunctional facial motor representa-
tions lead to face processing deficits. In fact, I will argue that impaired bodily
representations do not allow a correct simulation of phenomenological states in the
impaired individual and, for this reason, these subjects cannot fully understand
others’ motor actions because there are no tools (or ‘broken’ tools) to make sense
of it: “who you are and what you can experience thus affect the way you perceive
others” (De Vignemont, 2009, page 464).

2.3.5 Summary
In summary, in this review on embodied cognition theories I reported the following
main insights:

(i) Embodied cognition theories provide a valid perspective to enrich traditional
cognitive science research since it suggests that the world is not represented
in the mind by amodal propositional knowledge, but this knowledge is
strictly connected to other levels of cognition, such as the perceptual level
and the motor level. In this way, for example, it is possible to attribute
meanings to objects in the world;

(ii) Whereas conceptualisation and replacement research approaches provide
valid methodologies to advance embodied cognition research, constitution
research approach is the most favoured one for this dissertation. In fact, it
presents an interpretation of embodied cognition that can still integrate well
with traditional cognitive science research, although enriching it with new
perspectives. Furthermore, this account proposes a methodology to validate
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embodied cognition thesis, which is preferable than the ones suggested by
conceptualisation and replacement approaches;

(iii) The interpretation of embodiment necessary to validate embodied cognition
thesis does not have to be necessarily physical, but it can be limited to
mental representations having bodily formats;

(iv) Mirroring mechanisms and bodily formatted representations can extend
their function to promote other cognitive capabilities, thus not limiting to
the attribution of mental states to others.

In this dissertation (i) I will provide hypotheses advancing embodied cognition,
but at the same time not depart completely from traditional cognitive science stud-
ies. (ii) I will assess the plausibility of such hypotheses by using the methodology
proposed by the constitution hypothesis research approach. (iii) I will make use of
bodily representation with bodily format as the interpretation of embodiment. In
this way (iv) I will be able to suggest that mental simulation function promoted by
mirroring mechanisms is not only crucial for attributing mental states to others,
but it shapes other vital aspects of cognition.

2.4 Research Gaps and Dissertation Scope

In this section, I will define the extent of this dissertation by summarising the
identified research gaps and their significance in addressing the aimed broad
contribution of this thesis. In Sections 2.1.2 and 2.3.4, I argued that simulation
mechanisms can plausibly explain human social cognition development. Within
this perspective, I presented studies showing that mirroring mechanisms, having
their neural correlate in the mirror neuron system, are the catalysts for social
capabilities.

Although the literature presents computational theories explaining such mech-
anisms (Oztop et al., 2006), these models often limit their investigation to map
sensory-motor information in order to achieve motor control capabilities or to
infer mental states from others. To the best of my knowledge, there are no
computational models of embodied simulation connecting to other cognitive skills
(but see Boccignone et al., 2018, for a more recent and extended version of the
theory and model presented in Chapter 4), and suggesting the reuse of mirroring
mechanisms for other capabilities. This is a significant limitation for embodied
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cognition research since it does not provide computational evidence sug-
gesting that embodied mechanisms can be reused for several cognitive
capabilities, perhaps even unexpected capabilities traditionally proposed to have
strictly cognitive development, like facial identity recognition (Nelson, 2001). This
dissertation will address this gap, thus fostering embodied cognition research.

However, the more important question is not whether embodied mechanisms
are related to cognition, but how they are related to it (Kilner et al., 2007).
Therefore, I reviewed the available methodologies to assess embodied cognition
theories in Section 2.3.2, and I identified constitution hypothesis research as
the best methodology to assess embodied cognition theories. Unfortunately,
the current state of knowledge is still far from providing definitive
evidence in favour of a constitutive role of embodiment for cognition
development (Gallese and Sinigaglia, 2011). Therefore, this work will provide
computational evidence suggesting the plausibility of the constitution hypothesis.

In Section 2.2, I reviewed findings in human face perception and processing. I
showed how faces are an important and universal communication channel, crucial
for the development and learning of social skills (Palermo and Rhodes, 2007).
Face identity and expression processing are dependent on task and experience,
but their computational mechanisms are not yet well understood (Yankouskaya
et al., 2014). For example, we do not know yet how face identity and expression
processing interact (Yankouskaya et al., 2014), how this interaction is affected by
experience (Yankouskaya et al., 2014) and where in the face processing hierarchy
representations of invariant and dynamic facial features interact (Calder and
Young, 2005; Yankouskaya et al., 2014). Advancing understandings of ‘how’ face
processing is performed and its underlying mechanisms is an inherently more the-
oretical and harder task than testing ‘where’ in the brain specific capabilities are
performed (Redcay, 2008). Therefore, providing computational theories answering
these questions is a significant contribution to enrich cognitive science research
(Simion and Di Giorgio, 2015). In this dissertation I will provide these necessary
computational theories so to provide valid explanations of the mechanisms un-
derlying face identity and expression recognition processing. Specifically, I will
provide a computational model of face processing mechanisms that can be used
for computational simulations explaining face processing mechanisms. I will use
this model to suggest how face identity and expression coding interacts, how face
recognition can be acquired using motor representations, and how dysfunctional
motor representations can impact face processing skills. Finally, I will comment
how the proposed model integrates traditional and modern understandings of
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face perception and cognition and suggest at what processing level invariant and
dynamic facial features may interact.
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To study the abnormal is the best
way of understanding the normal.

— William James —

3
Hypotheses of Face Processing

Embodiment1

Chapter 2 provided the necessary background for the development of the compu-
tational tools and theories necessary to validate the thesis argument introduced
in Chapter 1. As a secondary contribution, this dissertation aims to provide
preliminary computational evidence in support of embodied cognition theories.
Although this secondary contribution is not a necessary pre-condition for the
validation of the thesis argument proposed in this dissertation, its validation
would be of significant value for advancing embodied cognition research, thus
considerably enriching the present work.

For this reason, in Section 2.3, I provided the necessary background on embod-
ied cognition research and, in Section 2.3.2, I offered a list of the methodologies
available in embodied cognition research to assess the validity of embodied cogni-
tion theses. Among the available options, I identified the constitution hypothesis
as the most favourable one to evaluate the plausibility of the embodied cognition
hypotheses intended in this work. Recall that in order to validate a hypothesis

1Part of the contents of this chapter have been published in “Vitale, J., Williams, M.-A.,
and Johnston, B. (2014). Socially impaired robots: Human social disorders and robots’ socio-
emotional intelligence. In 6th International Conference on Social Robotics , pages 350–359”.
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under the constitution methodology it is necessary to demonstrate that two pro-
cesses X and Y are not only causally related but that the embodied process X is
a central constituent of the cognitive process Y, which would fail or be something
else without (or with dysfunctional) process X.

In this dissertation, I choose face processing as topic to develop and test my
computational theories, since it requires nontrivial cognitive capabilities that are
vital for social cognition development. I also proposed to provide a computational
understanding of mirroring mechanisms, which I suggested is at the core of
social cognition embodiment. Therefore, in order to investigate social cognition
embodiment under the constitution hypothesis methodology, in this work, I aim
to provide computational evidence suggesting that without or with dysfunctional
embodied mechanisms (i.e. X), face processing, and consequently social cognition
(i.e. Y), would fail. The objective of this chapter is to provide the necessary
hypotheses justifying the evaluations used in Chapter 6 able to produce the
computational evidence favouring embodied cognition theories and validating the
aimed secondary contributions of this dissertation.

In order to derive these hypotheses, I will offer a review of some of the
most investigated clinical populations affected by social disorders, namely autism,
schizophrenia and psychopathy. The target of this chapter is to offer a novel reading
of the available clinical literature on the deficits traditionally associated with these
social disorders. I will argue that social dysfunctions exhibited by these clinical
populations can find an explanation in alterations of embodied processes. Deficient
embodied processes can explain the face processing impairments observed in the
considered clinical populations. Therefore, these insights will serve as foundations
to design the experiments offered in Chapter 6 employed to demonstrate that
embodied processes can indeed constitute a crucial capability of social cognition,
such as face recognition.

I will start this chapter by providing the definitions of the considered social
disorders and the traditional understanding of their exhibited social impairments
(Sections 3.1, 3.2 and 3.3). In Section 3.4, I will suggest how the reported deficits
can link to embodied cognition research. In Section 3.5, I will discuss the face
processing deficits observed in these clinical subjects and, in Section 3.6, I will
finally link this evidence to the proposed embodied understanding of the considered
social disorders. By doing this, I will introduce the desired hypotheses driving the
validation of the secondary contributions offered by this dissertation.
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3.1 Autism Spectrum Disorders
Individuals affected by Autism Spectrum Disorders are characterised by deficits
in three main areas: (i) communication, (ii) social interaction, and (iii) restrictive
and repetitive behaviours and interests (American Psychiatric Association, 2000).
Autism is commonly divided into two main classes: ‘high-functioning’ and ‘low-
functioning’ autism. For the sake of simplicity, in this chapter, I will not consider
this distinction while reviewing the literature2, and instead, I will refer to autistic
individuals in general by considering the deficits typically attributed to this
disorder.

Social cognition is profoundly impaired in autistic population (Farrow and
Woodruff, 2007). This population has reduced Theory of Mind capabilities (Baron-
Cohen et al., 1985) and, therefore, compared with control subjects, autistic
individuals are poorer at reasoning about what others think, know, or believe,
recognising emotional expressions and gestures, and making social attributions
and judgements (Bachevalier and Loveland, 2006).

The observed deficits in emotion recognition/responding lead often to an
impoverished facial affect (Brothers, 2002). For this reason, autistic individuals
are perceived by laypersons as unable to feel emotions (Yirmiya et al., 1989).
Nevertheless, studies with electrodermal responses and self-report measures suggest
that autistic individuals have appropriate emotional responsiveness to others
(Dziobek et al., 2008). Hence, people affected by autism seem to be able to
experience at least normal phenomenological states underlying emotional reactions.

Autistic population is also characterised by dysfunctions in imitative behaviour.
Decety and Moriguchi (2007) suggest that this population exhibits deficient
automatic mimicry, although it performs well during voluntary imitation. In
addition, autistic children have deficits in imitating the use of objects, facial
gestures and vocalisations (Gallese et al., 2009). Thus, Gallese et al. (2009)
propose that these problems are due to their inability to establish a motor
equivalence between demonstrator and imitator.

It is widely accepted in autism literature that one of the earliest signs of
autism is a lack of sensitivity to social cues (Grossmann, 2015), and it has been
suggested that autism deficits may be explained by a reduced visual interest to
the available social information (Birmingham and Kingstone, 2009). Indeed, this
clinical population exhibits poor eye contact, thus lacking engagement during

2However, most of the available literature in Autism Spectrum Disorders considers high-
functioning autistic subjects.
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face-to-face interactions and showing disinterest to other people (Brothers, 2002;
Burack et al., 2012; Farrow and Woodruff, 2007). Sasson (2006) found that this
population look less at the eyes relatively to control participants. Similar findings
have been found in many other studies (Elsabbagh et al., 2012; Falck-Ytter et al.,
2013; Guillon et al., 2014; Klin et al., 2002; Navab et al., 2012).

Therefore, traditional literature in autism suggests that these individuals
may stumble at this first perceptual step and consequently limit their social
interactions and prevent the correct development of social cognition (Burack et al.,
2012; Grossmann, 2015; Vivanti and Hamilton, 2014).

Accordingly, one of the most influential hypotheses in autism research is the
‘social orienting hypothesis’ proposed by Dawson et al. (1998). According to this
hypothesis, autistic individuals present deficient social rewarding processes, namely
mechanisms facilitating pro-social behaviours by activating internal positive states
during perception of social stimuli (e.g. faces, eyes, etc.) or episodes of social
exchanges (Bons et al., 2013). These deficits may prevent this clinical population
to focus the attention on social information necessary to develop social cognition
capabilities promoting mind-reading skills (Dawson et al., 1998; Izuma et al.,
2011). Indeed, this population shows abnormal amygdala activation when fixating
the eyes region on face stimuli (Birmingham et al., 2011), a brain region often
associated with emotional processing and likely providing social rewards driving
visual attention (Birmingham et al., 2011).

In summary, autistic individuals exhibits deficiencies in the ability to under-
stand others’ mental state, which is vital for being proficient in social cognition.
These deficiencies includes impairments in emotion recognition and expression,
imitative behaviour and visual attention to social stimuli. Indeed, one of the
earliest signs of autism is a lack of sensitivity to social cues. The social orienting
hypothesis suggests that these individuals may have impaired social rewarding
mechanisms, thus not orienting their attention to crucial social information and
consequently leading to impaired social cognition development.

3.2 Schizophrenia

Schizophrenia is a severe psychiatric spectrum of disorders altering emotional,
cognitive, and social functions (Parasuraman, 1998). In particular, significant
impairment in social functioning is considered one diagnostic characteristic of
schizophrenia (American Psychiatric Association, 2000). Such impairment can
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have serious impacts on social relationships (Kennedy and Adolphs, 2012). Fur-
thermore, schizophrenia disorder is characterised by delusions and hallucinations
(American Psychiatric Association, 2000).

Schizophrenic individuals exhibit dysfunctions on general abilities in social
cognition (Savla et al., 2012), with particular deficiencies in emotional empathy
(Farrow and Woodruff, 2007; Sparks et al., 2010). Hence, some current models
of schizophrenia suggest that this disorder can be understood as a deficit in
representing others’ mental states (Brüne, 2005) and of ‘resonating’ to others’ emo-
tional states (Farrow and Woodruff, 2007). Accordingly, schizophrenic individuals
exhibit blunted feeling and usually have inappropriate affective responses in social
situations (Farrow and Woodruff, 2007). This population shows abnormalities
in skin conductance responses, and it mostly respond with negative affect (e.g.
depression) (Farrow and Woodruff, 2007).

Schizophrenia population performs poorly on nearly all tests of sensory and
cognitive vigilance and some studies also demonstrate deficits in selective attention
(Parasuraman, 1998). It has also been shown that there are abnormalities in eye
movements during the scanning of emotional facial expressions (Streit et al., 1997).
Similarly to autistic people, schizophrenic individuals look less at the eye region
of the face (Burack et al., 2012; Farrow and Woodruff, 2007). Again, in a similar
way as in autistic population, schizophrenic patients show partial gaze avoidance
to human faces, whereas they do not avoid gaze when they look to non-human
faces (Williams, 1974). Sasson et al. (2007) suggest that, although both autism
and schizophrenia may share impaired perceptual processes (e.g. avoidance of
eye region), schizophrenic individuals also show a temporal delay in orienting the
gaze to informative social information, whereas autistic individuals fail more in
spatially orienting the gaze to similar social cues.

However, a study by Tempesta et al. (2014) suggests that basic visual processing
may be preserved in schizophrenia population and that sustained attention over
emotional stimuli is impaired instead. The progression of emotional processing in
the mind of schizophrenic patients have been compared to healthy subjects using
a method known as event-related potential (Horan et al., 2010). Early processing
(first 50ms after stimulus) of emotions is of similar intensity in both populations but
in late processing (after 200ms) the intensity is reduced in schizophrenic patients.
This suggests that, although schizophrenia individuals may have functioning
emotional response mechanisms, they exhibit disruption of a later component of
sustained attention over the observed emotional stimuli (Horan et al., 2010).
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This alternative understanding can explain the temporal delays and perceptual
deficits observed in this population during social stimuli processing tasks (Tempesta
et al., 2014). In addition, schizophrenic subjects unable to sustain attention over
the observed social information cannot maintain this information in the working
memory over time and consequently affect later mechanisms of behaviour regulation
(Horan et al., 2010).

In summary, schizophrenia patients show relevant social dysfunctions. Sim-
ilarly to autistic people, they present perceptual deficits. However, contrary to
autism population, these deficits can be explained by impaired sustained attention.
Deficits in sustained attention can prevent the selection of appropriate behavioural
responses during social interactions and the interpretation of others’ actions, thus
leading to impaired social cognition.

3.3 Psychopathy

The World Health Organization (1992) classifies psychopathy as a form of antiso-
cial (or dissocial) personality disorder. Characteristics of such disorder are: (i)
callous unconcern for the feelings of others; (ii) incapacity to maintain enduring
relationships, though having no difficulty in establishing them; (iii) very low
tolerance to frustration and a low threshold for discharge of aggression, including
violence; (iv) incapacity to experience guilt or to profit from experience, partic-
ularly punishment; (v) marked proneness to blame others, or to offer plausible
rationalisations, for the behaviour that has brought the patient into conflict with
society (World Health Organization, 1992).

In contradistinction to what is commonly believed, psychopathic individuals
do not always show violent and criminal behaviour. Although people affected by
psychopathy exhibit impairments in perceiving guilt and learn from punishment,
this lack of regulatory mechanisms can lead to a vast spectrum of behaviours,
which depends on other factors such as sex, age, dominance and social role (Farrow
and Woodruff, 2007).

Contrary to typical autistic and schizophrenic patients, people affected by
psychopathy do not exhibit abnormal levels of intelligence (Ermer et al., 2012).
Accordingly, psychopathic individuals successfully pass Theory of Mind tasks, and
currently, there is no evidence of impaired cognitive empathy ability (Farrow and
Woodruff, 2007). However, due to deficits in processing emotions, psychopath
individuals may have difficulties in internally monitoring emotional states as-
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sociated to the observed stimuli. Therefore, this population relies exclusively
on cognitive appraisal mechanisms (see Definition 2.12 on page 32) in order to
fulfil a mind-reading task, without integrating the necessary peripheral emotional
information (Decety and Moriguchi, 2007).

Indeed, psychopathy population is suggested to be mainly characterised by
a lack of ‘emotional empathy’ (Farrow and Woodruff, 2007) (see Definition 2.11
on page 32); individuals affected by psychopathy have a reduced ability to feel
other people’s emotional state, especially sadness and fear (Decety and Moriguchi,
2007). Psychopathic subjects have deficits in moral emotions such as remorse and
guilt, and they are usually indifferent to shaming and embarrassing situations
(Ermer et al., 2012). This dysfunction is at the heart of the disorder; in fact,
individuals unable to ‘feel’ sadness or fear of others are individuals with problems
to conforming to social norms (Farrow and Woodruff, 2007).

Crucially, the impairments in emotional processing in this population are
frequently associated with abnormal amygdala activation and structure, widely
documented in these individuals (Coplan and Goldie, 2011). Accordingly, the
amygdala is a brain area suggested to be particularly vital for emotional processing
capabilities, although there is still no agreement on which specific function the
amygdala covers in emotional processing (Adolphs, 2002).

One suggestion is that the amygdala plays a role in guiding the gaze to the eye
region of facial stimuli, thus facilitating the recognition of emotional expressions,
in particular, fearful faces (Dawel et al., 2012). Although psychopaths show
impairments in fixating over the eye region of the face, this does not explain other
deficits in emotional processing involving other modalities, such as vocal, postural
and symbolic (i.e. emotional words) stimuli (Dawel et al., 2012).

Therefore, at least two other explanations were suggested (Dawel et al., 2012).
The first is that the amygdala may be involved in directing attention to socially
relevant cues in general. Thus, the eyes are an example of a social relevant cue, but
also speech tone and biological motion. The second potential explanation is that
amygdala may provide the experience of emotion, and for this reason, its dysfunc-
tion may contribute to multimodal integration deficits between sensory-motor cues
and visceral peripheral signals (Dawel et al., 2012). The last interpretation is likely
to be more plausible since it can also explain the lack of empathy characterising
this population.

In summary, psychopaths have no major deficiencies in attributing mental states
to others. This clinical population can easily use cognitive appraisal mechanisms to
infer others’ mental states. However, it exhibits severe dysfunctions in emotional
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processing. In particular, it has been suggested that this population may not
be able to integrate peripheral emotional information with the rest of available
sensory-motor information. This lack of empathy towards other individuals lead
to difficulties in socialising and conforming to social norms.

3.4 Embodied Understanding of Social Disorders
In Sections 3.1, 3.2 and 3.3, I provided the definition of autism, schizophrenia and
psychopathy. I provided a review of the available literature in clinical studies and
offered the causes suggested to be at the origin of the observed social disorders.

In particular, an influential hypothesis in autism research, the social orienting
hypothesis (Dawson et al., 1998), suggests that this disorder may derive by
poor selective attention to social stimuli that in turn leads to insufficient social
information during the developmental process of the subject, thus affecting social
cognition development. On the contrary, individuals affected by schizophrenia
exhibit dysfunctional sustained attention over emotional stimuli, thus resulting
unable to sustain the gathered emotional information over time and consequently
selecting inappropriate social behaviours (Horan et al., 2010; Tempesta et al., 2014).
Finally, psychopaths are not affected by perceptual or cognitive impairments like
autistic and schizophrenic subjects, but they rather present significant emotional
processing dysfunctions (Decety and Moriguchi, 2007; Farrow and Woodruff,
2007). It has been suggested that individuals affected by psychopathy can hardly
monitor peripheral emotional signals, thus being unable to integrate this emotional
information with other available cues (Dawel et al., 2012). This in turn prevents
emotional empathy in this population, leading to their well known antisocial
behaviour (Farrow and Woodruff, 2007).

In the following sections, I will discuss how the deficits identified in these clinical
populations can explain alterations of the embodiment mechanisms plausibly at
the core of social cognition capabilities. This analysis will motivate the hypotheses
introduced in the remainder of this chapter and necessary to design an appropriate
methodology to validate embodied cognition theories.

3.4.1 Embodied Understanding of Autism’s Deficits
One of the previously discussed dysfunctions in autistic individuals is an impaired
imitative behaviour (Decety and Moriguchi, 2007). In Section 2.1.6 (page 34), I dis-
cussed that imitative behaviour is particularly crucial for the correct development
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of social cognition abilities. In this section, I offer plausible connections between
the observed dysfunctions in autism imitative behaviour and the discussed social
orienting hypothesis, thus suggesting an embodied understanding of autism’s
deficits.

Imitative behaviour requires a complex set of skills in order to be correctly
accomplished. For example, a neuropsychological model by Vivanti and Hamil-
ton (2014) suggests imitation process to starts with a visual encoding of the
observed action, which can be matched to a familiar action by accessing an action
knowledge representation. This in turn can provide input to the motor system in
order to enact unconscious or conscious imitative mechanisms of that action and
consequently engage the associated motor plan, goals, underlying intentions and
beliefs. Importantly, when the action is not familiar, there is no way to match it
with motor schema stored in the action knowledge representations (Rizzolatti and
Fabbri-Destro, 2010). Thus, in this case, the visual representation of the observed
action must be mapped directly to the motor system (Vivanti and Hamilton,
2014).

Therefore, in both the scenarios, the subject needs an intact motor system in
order to reach an interpretation of the observed action. The core mechanism that
can make this motor matching possible is mirroring, as discussed in Section 2.1.4
(page 29). Gallese et al. (2009), Iacoboni and Dapretto (2006) investigated electro-
physiological activations in autistic subjects. Their findings suggest that autistic
people fail in imitative behaviour because of underlying impairments in mirror
neurons functioning. Furthermore, studies employing Electroencephalography
(EEG) and Transcranial Magnetic Stimulation (TMS) (Oberman et al., 2005;
Théoret et al., 2005) show that autistic individuals suffer from deficits in action
inner simulation.

However, as this population performs well at least on voluntary imitation
(Decety and Moriguchi, 2007), the reduced activation of mirror neurons observed
in these individuals during the observation of others’ motor actions is plausibly
due to other causes. Indeed, linking to the previously discussed social orienting
hypothesis, reduced activation of mirror neurons in autistic individuals may not be
necessarily due to mirror neurons functional impairments, but rather due to a lack
of attention to relevant social cues, such as the eyes, emotional motor sequences
or faces (Bons et al., 2013). By not paying attention to others’ motor actions,
people affected by autism cannot sufficiently activate motor representations of the
observed behaviour via mirroring mechanisms. These poor activations throughout
their development may prevent the acquisition of correct sensory-motor mappings,
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thus impairing automatic and unconscious mirroring processes when interacting
with people (Bons et al., 2013).

Accordingly, it has been proposed that the origins of mirror neurons function
may derive from domain-general associative learning processes (Cook et al., 2014).
Although it is conceivable that primates born equipped with functioning mirror
neurons, this might be limited to mirror elementary actions. Through develop-
mental experience, mirroring ability is refined to map more complex actions and
to represent the interactions between sensory, motor and visceral inputs via asso-
ciative learning mechanisms (Berlucchi and Aglioti, 1997). Therefore, if specific
intentions, beliefs, goals or emotions are associated with motor acts not included
in the repertoire of an autistic individual, this subject cannot mirror them and
understand the associated mental states (De Vignemont, 2009; Rizzolatti and
Fabbri-Destro, 2010). In other words, autistic individuals can still have access
to the ‘outside’ representation of the motor act, which unfortunately does not
correctly activate the ‘inside’ representation of the observed action (i.e. the
mental states associated to specific motor act), because of their poorly developed
mirror neurons, vital for providing information about the intention of the observed
motor act (Rizzolatti and Sinigaglia, 2010). Therefore, autistic people can still
perform well in imitating simple motor acts (like most of the ones used in autism
behavioural studies), although presenting deficits when imitating opaque and more
complex actions (Vivanti and Hamilton, 2014).

In summary, although selective attention dysfunctions in autism can plausibly
explain the development of this disorder (Dawson et al., 1998), this explanation can
be further enriched by an embodiment understanding. In fact, mirroring is crucial
for the development of social cognition capabilities, and the poor attention to social
cues in this population may prevent the correct development of sensory-motor
associations in their mirror neuron system (Berlucchi and Aglioti, 1997; Cook
et al., 2014). This in turn would lead to impairments in their motor organisation,
including deficits in chaining motor acts into appropriate internal mental states
necessary the understanding of the observed action (Rizzolatti and Sinigaglia,
2010).

3.4.2 Embodied Understanding of Schizophrenia’s Deficits

Recent findings suggest that impairment of emotional resonance in patients with
schizophrenia, as previously discussed in Section 3.2, are likely rooted to abnormal-
ities in the mirror neurons mechanism (Sestito et al., 2015). As widely discussed
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in Section 2.1.4 (page 29), mirroring is plausibly situated at the core of social
cognition capabilities. Thus, in this section, I will offer the necessary connec-
tions between schizophrenia dysfunctions in sustained attention and mirroring
mechanisms.

Self-monitoring of the own internal state is of particular importance to cor-
rectly process external stimuli (Matthias et al., 2009). As suggested in Section 3.2,
schizophrenia subjects may fail in sustaining attention over internal states repre-
senting the perceived social stimuli (Tempesta et al., 2014), thus leading to their
social dysfunctions. Gallese (2014) proposes the bodily-self as minimal notion of
self available since early stages of life in order to facilitate social exchanges. This
concept of self is built on top of the agent’s motor system, thus being strictly
related to functioning mirroring mechanisms (Gallese, 2014; Gallese et al., 2009).
Therefore, in schizophrenia subjects this essential self-hood may be perturbed,
unstable and oscillating, leading to alarming and alienating experiences potentially
giving rise to their well-documented hallucinations and delusions (Gallese and
Ferri, 2013; Sestito et al., 2015). Indeed, it has been suggested that self-awareness
may have evolved for the specific purpose of allowing us to understand our own
and others’ behaviour (Decety and Sommerville, 2003). In order to enable such
capability, one has to co-ordinate self and other mental representations, thus
requiring specific executive function resources (Decety and Sommerville, 2003).
Sustained attention and self-monitoring onto mirror neurons activations may
contribute in maintaining such distinction (Gallese, 2014; Matthias et al., 2009).

The literature review by Billeke and Aboitiz (2013) shows that Superior
Temporal Sulcus (STS) activity in schizophrenic population significantly differs
from normal population. This brain structure is often implicated in mental
state attribution, emotion, and self-representation or agency (Billeke and Aboitiz,
2013). Thus, people affected by schizophrenia and lacking a sense of agency
may not be able to take beliefs as subjective (i.e. self) representations of the
reality, and they instead equate them with reality itself. This may lead to
difficulties in distinguishing between subjectivity and objectivity, thus using
delusional convictions (e.g. control of the patient body by an alien) as a way to
make sense of these false beliefs (Brüne, 2005).

Mirroring dysfunctions in schizophrenia, and the consequently disrupted bodily-
self, may be due to impaired perceptual and attentive processes, leading to a
fragmented monitoring of the bodily experience in these individuals (Sestito et al.,
2015). Indeed, it has been suggested that an imbalance in monitoring sensory
stimuli perception potentially leads to dysfunctions in automatic low-level ability
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of multisensory integration (Sestito et al., 2015). Hence, the disruption of this
integration process could result in a sense of discontinuity and inconsistency with
the environment and the self (Sestito et al., 2015). This misalignment between mind
and bodily-self induces disturbances of subjective experience, leading to symptoms
such as depersonalisation, blurred boundaries, and a diminished sense of ownership
and agency (Sestito et al., 2015). Accordingly, multisensory disintegration is argued
to be implicated in the experiential emergence of self-disorders (Postmes et al.,
2014), like schizophrenia (Gallese and Ferri, 2013). Self-disorders specifically refers
to a disturbed sense of the basic self, leading to a variety of anomalous subjective
experiences mostly affecting the sense of being a self-present, embodied subject
immersed in the world (Sestito et al., 2015).

In summary, impaired sustained attention in schizophrenia subjects may lead
to difficulties in focusing and maintaining attention over bodily representations of
the processed social information, thus resulting in a disrupted sense of bodily-self.
This deficit would eventually lead to a sense of discontinuity and inconsistency with
the environment and the self, consequently leading to delusional convictions and
the incapacity of attributing right mental states to others typically characterising
this social disorder.

3.4.3 Embodiment Understanding of Psychopathy’s Deficits

In Section 3.3, I suggested that this population, differently from autism and
schizophrenia populations, does not suffer from perceptual or cognitive impair-
ments, but it rather presents a significant impairment of emotional processing
capabilities. In this section, I will provide findings connecting these emotional
dysfunctions to embodied mechanisms, thus offering a novel embodiment under-
standing of psychopathy disorder.

The documented emotional dysfunctions in this clinical population could
happen in two ways supporting the idea that embodiment is at the core of
this disorder (Agnew et al., 2007). On the one hand, this population may be
unable to correctly activate their mirror neuron system, thus preventing a correct
interpretation of the observed social stimuli (e.g. facial expressions of emotion,
biological motion, etc). On the other hand, the mirror neuron system may function
sufficiently well to inform about the sensory-motor content of the processed social
information, but not enough to integrate sensory-motor cues with visceral ones,
thus preventing emotional empathy and leading to antisocial behaviour.
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The first explanation is likely implausible since it does not take into considera-
tion findings showing amygdala’s dysfunctions in this clinical population (Coplan
and Goldie, 2011; Dawel et al., 2012). Therefore, the second explanation results
to be the most likely. In fact, the amygdala may play a crucial role in realising
appropriate visceral cues associated with the perceived social stimulus, or it may
have a more general role of regulating attention to the realised peripheral visceral
cues (Dawel et al., 2012).

Accordingly, the response modulation hypothesis suggests that individuals with
psychopathy are capable of normal emotional responses, but have difficulty in
processing affective information when it is peripheral to their primary atten-
tional focus, thus impairing its integration with other sensory-motor information
(Newman and Lorenz, 2003).

Indeed, a study by Fecteau et al. (2008) showed that psychopaths are able
to activate their mirror neuron system in order to create mental representations
of the motor, affective and sensory state of the observed subject. More impor-
tantly, their mirror neuron system activation was shown to be even higher than
non-psychopathic subjects. Therefore, Fecteau et al. (2008) suggested that this
process is sufficient for psychopaths to gather the necessary information allowing
them to manipulate and to exploit weaknesses in others. However, since this
process includes maladaptive or absent emotional/affective responses in psycho-
pathic population, this clinical population cannot employ emotional empathy
mechanisms, thus having only a merely cognitive understanding of others (Farrow
and Woodruff, 2007). Therefore, although people affected by psychopathy can
activate appropriate covert viscero-motor representations Fecteau et al. (2008),
psychopaths exhibit significant dysfunctions in realising corresponding physical
reactions (Aniskiewicz, 1979; Blair, 1999; Blair et al., 1997). In particular, people
affected by psychopathy show peculiar deficits in activating autonomic responses
(e.g. electrodermal responses) when exposed to distress cues and threatening
stimuli, such as fearful, sad and painful social signals (Blair, 1999; Blair et al.,
1997).

In summary, psychopaths do not have cognitive impairments, but they suffer
from severe dysfunctions in emotional processing. This clinical population does
not show impairments of their mirroring mechanisms, thus being able to realise
appropriate sensory-motor and affective mental representations of the observed
social stimuli. Unfortunately, their limited attention to peripheral visceral reactions
may prevent them to activate appropriate bodily responses assisting emotional
understanding of others, especially when exposed to fearful, sad and painful
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social stimuli. Therefore, individuals affected by psychopathy can only use purely
cognitive mechanisms to interpret others’ behaviour, and their lack of emotional
empathy can potentially lead to their well known antisocial behaviour.

3.4.4 Summary

In the previous sections, I provided readings of the discussed social disorders from
an embodiment standpoint. In particular, I reported the following main ideas:

• Autism is typically suggested to origin from dysfunctional perception of
social stimuli. This dysfunction may reduce the amount of available social
information necessary to correctly shape sensory-motor mapping capabilities
exhibited by a functioning mirror neuron system and plausibly developed
via associative learning episodes. Therefore, dysfunctional mirroring mecha-
nisms would provide limited internal representations of the observed motor
behaviours, thus leading to poor mind-reading capabilities;

• Sustained attention impairments play a crucial role in determining schizophre-
nia social disorders. This dysfunction may cause difficulties in correctly
self-monitoring over time the bodily information provided by mirroring ac-
tivity. This information provides a minimal concept of bodily-self necessary
to distinguish between subjective and objective beliefs. Failing in correctly
monitoring mirroring activation may lead to a disrupted bodily-self and
result in delusional convictions and false beliefs about others;

• Psychopathy can be explained by generalised impairments of emotional
processing. Although it has been suggested that psychopaths can correctly
activate their mirror neuron system, they may not be able to attend periph-
eral visceral representations realised by this system. Therefore, this clinical
population can access to the sensory-motor information associated with
the processed social stimulus, but it cannot integrate this information with
visceral cues, thus being unable to realise emotional empathy mechanisms
necessary to prevent antisocial behaviours.

In the following section, I will review findings concerning face processing
capabilities in these clinical populations. This further analysis is necessary to link
the identified embodiment understandings to face processing impairments, and to
motivate the hypotheses introduced in the remainder of this chapter.
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3.5 Face Processing Impairments in Social Disor-
ders

In this section, I will provide an overall review of findings concerning face processing
impairments in the considered social disorders. This review will be necessary to
determine differences among the considered clinical populations and to motivate
the hypotheses introduced in the remainder of this chapter. I will first present
findings concerning performance observed in the considered clinical populations
during facial expression recognition tasks. Then, I will focus on the performance
observed in clinical studies investigating facial identity recognition.

3.5.1 Deficits in Facial Expression Recognition Tasks

The literature provides a large amount of studies investigating facial expression
recognition capabilities in autism, schizophrenia and psychopathy (Bauser et al.,
2012; Dawel et al., 2012; Lozier et al., 2014; Marwick and Hall, 2008; McCleery
et al., 2015; O’Brien et al., 2014; Savla et al., 2012). It is of particular importance to
notice that most of these works present conflicting results, although inconsistencies
found in the literature may be plausibly due to differences in the demographic
factors of the experimental subjects and cognitive demands of the task (Harms
et al., 2010; Pomarol-Clotet et al., 2010; Schönenberg et al., 2015). However,
recent literature reviews and comprehensive meta-analyses help to identify the
most salient impairments observed in facial expression recognition tasks in the
considered clinical populations.

Autism

The literature in autism studies includes a recent review by Lozier et al. (2014)
investigating autism’s facial expression recognition deficits. This analysis shows
that autistic individuals exhibit a strong and generalised deficit in facial expression
recognition and that this effect increases throughout their development. Hence,
the authors suggest that facial expression recognition ability may follow a distinct
developmental trajectory in this clinical population compared to healthy subjects.
In addition, Lozier et al. (2014) found that autistic individuals were less accurate
in recognising facial expressions than control subjects for all six basic facial
expressions of emotions. The proposed review is in agreement with another
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recent meta-analysis including most previous works in autism facial expression
recognition studies (Uljarevic and Hamilton, 2013).

Schizophrenia

Similarly to literature in autism, the available literature in schizophrenia presents
two recent literature reviews on facial expression recognition deficits in this clinical
population. A meta-analysis by Savla et al. (2012) investigated schizophrenia
individuals’ deficits on several measures of social cognition, included some thought
to affect face processing strongly. The analysis suggests that schizophrenia popu-
lation performs significantly worse than healthy subjects across all the considered
measures of social cognition, with particularly significant effects on social per-
ception, emotion perception, and emotional processing tasks. The review by
Marwick and Hall (2008) specifically focused on face processing in schizophrenia
population. This work shows an overall impairment in facial expression recognition
in schizophrenia population compared to non-psychiatric controls.

Behavioural studies from facial expression recognition literature in schizophre-
nia are complemented with works observing event-related potentials amplitudes
during recognition tasks. A recent meta-analysis by McCleery et al. (2015) reveals
consistent and significant impairments in N170 and N250 event-related poten-
tials components of schizophrenia population across the considered literature.
These components are suggested to be associated with structural encoding of
the face, with N170 component being associated mostly with encoding invariant
configuration aspects of the face, and N250 component being associated mostly
with changeable aspects of the face stimuli (McCleery et al., 2015). Although
the relationship between N170 and N250 components is not well understood
yet, schizophrenic individuals show clear impairments in event-related potentials
components crucially assisting face processing capabilities.

Importantly, face processing deficits in schizophrenia cannot be explained by
general impairments of their cognitive skills. In fact, Megreya (2016) recently
investigated the accuracy of schizophrenic individuals in matching upright faces,
inverted faces and non-face objects. Processing upright faces is thought to involve
specific face processing mechanisms, whereas processing inverted faces or non-face
objects rely on more general features matching mechanisms. Despite this work
suggests impairments of schizophrenia population on all the three considered tasks
compared to healthy controls, upright faces matching task produced a stronger
effect than the other two tasks. Indeed, these results suggest that schizophrenia
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subjects may exhibit a generalised impairment of their cognitive skills (Pomarol-
Clotet et al., 2010), but their face processing capabilities are still significantly
more accentuated.

Psychopathy

Differently from autistic and schizophrenic subjects, traditional literature in psy-
chopathy suggests more significant impairments in fearful and sad facial expression
processing (Dawel et al., 2012; Farrow and Woodruff, 2007). Accordingly, an
influential meta-analysis by Marsh and Blair (2008) found evidence for specific
deficits in recognising fearful emotions in psychopathic population.

However, a recent meta-analysis by Dawel et al. (2012) shows that facial
expression recognition impairments in psychopaths are broader and generalised
to all the basic expressions of emotion, although presenting more marked deficits
in processing expressions of fear and sadness compared to other emotions. Thus,
Dawel et al. (2012) suggest that psychopathy is associated with significant impair-
ments for positive as well as negative emotions and that these deficits are present
across both facial and vocal modalities.

One possible explanation for the contradictory results emerging from the
literature in psychopathy may be due to the ease with which some expressions (e.g.
happiness) are visually recognised (Farrow and Woodruff, 2007). However, Dolan
and Fullam (2006) found that individuals with personality disorder compared
with controls showed a deficit in sad and happy affect recognition even at 100%
intensity, thus suggesting that the observed deficits cannot be likely attributed to
task difficulty.

As an alternative explanation for the discrepancies observed in psychopathy
literature, Contreras-Rodríguez et al. (2014) suggest the implicit (i.e. matching
the same expression) as opposed to explicit (i.e. asking which facial expression is
shown) emotional processing demands of the considered face matching task can
potentially lead to different results. Importantly, despite a similar behavioural
performance on the matching task, the authors still found significant differences in
brain activation of the clinical population compared to control one. In particular,
they found greater activation of areas involving visual and prefrontal cortices,
whereas a decrease in activation of putative emotional brain regions and a general
disruption of connections between emotional and cognitive components of the
face-processing network (Contreras-Rodríguez et al., 2014).
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Additional evidence for a more pervasive impairment of putative emotional
brain areas in psychopaths comes from a study by Decety et al. (2014). This
study shows that individuals scoring high on psychopathy exhibit consistently less
activation than controls in brain regions relevant for emotional processing during
the viewing of dynamic video clips of happy, sad, fearful, and pain expressions.
Furthermore, Gordon et al. (2004) demonstrated that individuals scoring low
on emotional-interpersonal features of psychopathy utilised areas of the brain
typically associated with emotion interpretation and response when engaged in
decoding facial expressions of affect, whereas high-scoring participants relied
mostly on areas of the brain related to visual perception.

3.5.2 Deficits in Facial Identity Recognition Tasks

The available literature in clinical populations includes many works assessing
facial identity recognition capabilities in people affected by social disorders, with
the exception of psychopathy. Similarly to works in facial expression recognition,
the literature in facial identity recognition studies includes conflicting results
and inconsistencies (Bortolon et al., 2015; Weigelt et al., 2012). For this reason,
in the following paragraphs, I will make use of recent literature reviews and
meta-analyses able identify the most salient deficits observed in the considered
clinical populations during facial identity recognition tasks.

Autism

A recent review by Weigelt et al. (2012) suggests that autistic population is
typically impaired on standardised facial identity recognition tasks. In particular,
face recognition deficits in this population can be found whenever sample and
test stimuli are not present at the same time on the screen, and even if the
test stimulus is presented immediately after the sample stimulus with no delay.
However, no deficits are found when the face stimuli are presented simultaneously.
These results may suggest memory dysfunctions in autistic people (Weigelt et al.,
2012). However there is at least another plausible explanation.

Morin et al. (2015) found that autistic individuals exhibit deficits when recognis-
ing identities between different viewpoint conditions. They suggested that autistic
subjects “does not have a general impairment for facial identity discrimination per
se, but are consistent with the hypothesis that facial identity discrimination is more
difficult for participants with autism when (i) access to local cues is minimised,
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and/or (ii) an increased dependence on integrative analysis increases” (Morin
et al., 2015, page 502).

Although Weigelt et al. (2012) did not find compelling differences between
control and autistic subjects on how these population qualitatively process face
stimuli, they found modest evidence for a possible impairment of three face markers
in the autistic population. These markers are suggested to characterise intrinsic
qualities of face processing mechanisms in healthy individuals, thus becoming
a valid method to assess if autistic individuals’ impairments in face recognition
derive from qualitative differences in face processing mechanisms (Weigelt et al.,
2012). Importantly, Weigelt et al. (2012) found modest evidence suggesting that
autistic individuals may rely on representations of the face stimuli differing to
the one traditionally suggested for healthy individuals, namely representations
shaped as points of a multidimensional face-space, as proposed by Valentine
et al. (2015). This framework suggests that face stimuli are represented as points
of a multidimensional space able to encode invariant features of the face, thus
facilitating the recognition of their identities (see Chapter 5 for more details).

As I will show later in Chapter 5 and Chapter 6, the face-space framework
can be realised so to have a structure able to encode invariant (e.g. identity)
and dynamic (e.g. facial expression, viewpoint, etc.) features at the same time
in the same representation. This integral representation facilitates both facial
identity and expression recognition, and it provides advantageously compressed
representations of the observed stimuli (Vitale et al., 2016, but see Chapter 5
for more details). Thus, it may be possible that corrupted or absent face-space
representations in autistic individuals lead to difficulties in realising compressed
representations of the observed stimuli. These compressed representations may
be more advantageous than using features based strategies since they can be
more easily managed by the working memory (Brady et al., 2009). Thus, absent
or deficient face-space representations may induce overall poor face recognition
capabilities during memory demanding tasks. These representations differ in
quality among humans due to their different experiences (Dennett et al., 2012).
This diversity contributes to observed differences in face recognition performance
among people (Dennett et al., 2012) and it can justify face recognition deficits
observed in autistic populations. Indeed, Rhodes et al. (2014) suggest that faces
are adaptively coded relative to visual norms that are updated by experience
and that this coding is compromised in autistic individuals. Their results show
that autistic population exhibits intact functional role for adaptive coding in
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face recognition ability. Hence, the authors concluded that adaptive face-coding
mechanisms are intact in autism, but less readily calibrated by experience.

Schizophrenia

Impairment in schizophrenia population has been shown in both identity match-
ing/discrimination tasks and familiarity recognition tasks (Marwick and Hall,
2008). Accordingly, the recent literature review by Bortolon et al. (2015) suggests
significant impairments of facial identity recognition in schizophrenia population;
only four studies suggests similar performance for both controls and schizophrenia,
in contrast to the majority of the available studies. Bortolon et al. (2015) indicate
that these mixed results can be likely due to the clinical characteristics of the
considered clinical samples, such as a shorter mean duration of illness.

In addition, the difficulty of the required task may be another factor determin-
ing the ability of clinical population in exhibiting normal or abnormal capabilities
in facial identity recognition (Bortolon et al., 2015). In particular, tasks demanding
high memory lead to major impairments in schizophrenia individuals’ recognition
accuracy (Bortolon et al., 2015).

However, brain activation in schizophrenia population during face identity
recognition task has been observed to differ from healthy controls. In particular,
their fusiform gyrus has been demonstrated to have a number of structural and
functional abnormalities (Marwick and Hall, 2008). Moreover, it has been observed
reduced neural activation relative to controls of the right fusiform gyrus while
matching facial identity and emotion (Marwick and Hall, 2008). This brain area is
strongly related with face processing tasks. For example, volume reduction of this
brain area proportionally correlates to impairment at remembering face identities
in this clinical population (Marwick and Hall, 2008).

Psychopathy

Surprisingly, from psychopathy literature it did not emerge any specific work on
facial identity recognition3. Nevertheless, from the literature emerged at least two
contributions in facial affect recognition in psychopathic and conduct disorders
populations that can provide modest evidence for facial identity recognition
performance in psychopaths.

3The search strategy involved querying PyscINFO and SCOPUS databases with terms related
to psychopathy (e.g. psychopat*, conduct disorders, callous unemotional, antisocial, asocial)
together with face recognition terms (e.g. face recognition, face identity, facial identity, identity
recognition, face discrimination, face matching, face processing) and title/abstract screening.
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Fairchild et al. (2010) investigated the ability of female adolescents with
conduct disorder, including in the study individuals scoring high in psychopathic
traits (Young Psychopathic traits Inventory ≥ 2.5) in recognising facial expressions
of emotions. To assess subjects’ basic visual processing abilities they submitted
to clinical and healthy population the Benton’s Facial Recognition Test (BFRT)
(Benton, 1994), evaluating their capacity in matching identities from face stimuli.
The authors did not find any group difference in facial identity recognition,
similarly to a previous work investigating male adolescents with conduct early-
onset conduct disorder (Fairchild et al., 2009). Sully et al. (2015) measured facial
affect recognition performance in conduct disorders subjects and their unaffected
relatives with respect to healthy population. Similarly to the previous work, they
submitted the BFRT (Benton, 1994) to assess basic visual processing abilities
for study inclusion. Accordingly, they did not find any significant differences
among the considered groups; however, this study, differently from one of Fairchild
et al. (2010), included only clinical subjects scoring low in psychopathic traits
(Young Psychopathic traits Inventory < 2.5). However, Duchaine and Weidenfeld
(2003) demonstrated how the BFRT is not an ideal tool for assessing deficits in
face identity recognition. Therefore, the results of the discussed works should be
interpreted with caution.

In conclusion, to my best knowledge there are no works specifically assessing
facial identity recognition in psychopathic population. As previously discussed,
there is only modest evidence in favour of spared facial identity recognition
capability in people affected by conduct disorders, suggested being a predictor of
adult psychopathy (Burke et al., 2007).

3.5.3 Summary

In the previous sections, I provided a review on face processing impairments in
the considered clinical population. This literature review suggested that:

• Autistic people show a generalised impairment in facial expression recognition
among all the six basic facial expressions of emotion. In addition, this clinical
population shows impairments in facial identity recognition, in particular
when the task does not present the target and test stimuli at the same time.
This can be plausibly due to impaired face processing mechanisms unable
to provide advantageously compressed representations of the observed face
stimuli;
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• Schizophrenia subjects exhibit a generalised impairment of facial expression
recognition similarly to autistic individuals, although presenting additional
significant cognitive impairments further compromising face processing ca-
pabilities. This population also shows significant impairments during facial
identity recognition tasks compared to healthy subjects;

• Psychopaths are traditionally suggested to be impaired in processing fearful
and sad emotional stimuli. In addition, neuroscience findings suggest that
this population has impaired putative emotional brain areas processing
emotional stimuli. However, a recent literature review by Dawel et al. (2012)
shows that these individuals present a more generalised impairment over
the recognition of all the six basic facial expressions of emotion. Differently
from autism and schizophrenia populations, psychopaths seems to not be
associated with facial identity recognition impairments, although this might
be due to the lack of studies using appropriate tools.

In the following section, I will provide a general discussion concerning findings
discussed in this chapter and introduce the hypotheses that will drive the design
of the experiments in Chapter 6. These experiments will provide preliminary
computational evidence in favour of embodied cognition theories, thus validating
the secondary contribution of this dissertation and adding more value to the
present work.

3.6 Hypotheses
In the previous sections of this chapter, I introduced some of the most investigated
human social disorders, namely autism, schizophrenia, and psychopathy. Tradi-
tional understanding of these disorders suggests deficits in perceptual, cognitive
and emotional capabilities. These disorders are classified as spectra since the
affected individuals may exhibit mild to serious deficits. Determining the origins of
these disorders becomes particularly challenging, since many perceptual, cognitive
and emotional processes can interact in different ways and with varying levels of
intensity, thus giving rise to a heterogeneous set of observed dysfunctions.

However, in this chapter, I provided a review of the available literature in clin-
ical studies describing some of the deficits crucially characterising these disorders
and suggested to be plausibly at their origins. For instance, it has been proposed
that lack of attention to social cues may be at the source of autism development.
Schizophrenia individuals seem to be particularly impaired in sustained attention
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over emotional information. Finally, psychopaths have a lack of attention over
peripheral emotional information, thus being unable to integrate the gathered
social information with emotional cues.

In Section 3.4, I proposed that the identified dysfunctions likely impact on
the correct functioning of embodied mechanisms, and this, in turn, affects so-
cial cognition capabilities. For example, the perceptual deficits of autism can
provide poor social information during the subject’s development, thus insuffi-
ciently shape desirable mirroring function at the basis of social cognition. In
schizophrenia, the lack of sustained attention over mirroring activity can produce
distorted representations of the bodily-self, thus contributing to their delusions
and false beliefs about the mental state of others. Finally, psychopaths may not
be able to attend over the visceral representation of the social stimulus realised by
mirroring mechanisms, thus being incapable of ‘feeling’ like others and creating
empathic connections promoting socially acceptable behaviours. I demonstrated
the plausibility of these embodied standpoints by providing appropriate literature.

In summary, I suggest that:

Autism and schizophrenia dysfunctions prevent these populations from
correctly retrieving sensory-motor information of observed actions pro-
vided by mirroring mechanisms. In fact, since the mirroring mechanisms
in autistic individuals is not correctly developed, this clinical population may be
unable to map the sensory information into appropriate motor representations.
Similarly, schizophrenia patients may be able to process sensory information
into motor representations, but their lack of sustained attention over mirroring
activation may prevent them to integrate social information correctly over time,
thus leading to altered sensory-motor representations;

Sensory-motor mapping capabilities in psychopaths are not impaired,
but this information cannot be integrated with visceral information re-
alised by embodied mechanisms. Therefore, psychopaths do not have access
to visceral sensations associated with the observed social stimulus and they cannot
emotionally understand others.

Given the present insights, I suggest the following hypothesis:

Hypothesis 3.1 The information provided by embodied mechanisms, shaped as
bodily formatted representations, lies on at least two dimensions: a sensory-motor
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dimension, and a visceral dimension. The sensory-motor dimension describes per-
ceptual aspects of the perceived action, such as the motor potentials, the viewpoint
and the pose. The visceral dimension specify emotional aspects of the perceived
action, such as feelings and sensations associated with the perceived social stimuli.

As I explained in Section 2.1.6, face processing capabilities are vital to shaping
social cognition capabilities. Therefore, after having suggested that dysfunctions
in social cognition can be explained by dysfunctional embodied mechanism, I
reviewed literature in clinical populations investigating face processing capabilities.
This analysis suggested that whereas autism and schizophrenia populations are
affected by dysfunctional facial expression and identity capabilities, psychopaths
exhibit impairments in facial expression recognition only. Therefore, I suggest the
following hypothesis:

Hypothesis 3.2 Alterations of the sensory-motor embodied process of face stimuli
significantly impair both facial identity and facial expression recognition capabilities.
Alterations of the visceral embodied process of face stimuli significantly impair
facial expression recognition capabilities only.

Here it is important to note that, although a functioning sensory-motor
embodiment alone may provide sufficient information to facilitate face identity
recognition mechanisms, it is still necessary that the subject does not exhibit
impairments in making use of such information. In other words, if for some
reason the information cannot be used (or it is used wrongly) when learning new
associations between the perceived stimulus and the corresponding identity or
these associations cannot be correctly stored in the memory, the subject would
still fail to recognise identities from faces. Hence, the present hypothesis does
not neglect interactions from other impaired cognitive processes that may further
affect facial identity recognition capabilities, even in the presence of unimpaired
sensory-motor embodied representations. The hypotheses are summarised by
Figure 3.1, whereas Figure 3.2 shows examples of how alterations of visceral and
sensory-motor information may impair facial expression recognition capabilities.

I argue that both sensory-motor and visceral information lie on continua
supporting smooth and gradual transactions among the available bodily represen-
tations. Concepts (e.g. facial expression of emotion, such as happy or sad or more
abstract concepts like valence and arousal of the considered expressions) can be
attributed to specific contiguous areas of the overall bodily formatted space. A
facial expression discrimination task would require the subject to attribute the
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Figure 3.1 Embodied simulation mechanisms, via mirroring and emotional con-
tagion, provides bodily formatted representations of the face stimulus (refer to
Sections 2.1.3, 2.1.4 and 2.3.3 for definitions and supporting evidence). These
representations exhibit two dimensions: a sensory-motor dimension and a visceral
dimension. These dimensions provide necessary information to shape face process-
ing mechanisms. In particular, the sensory-motor dimension alone interacts with
face identity discrimination mechanisms, whereas the visceral dimension provides
integral information that, together with the one available from sensory-motor
dimension, interacts with facial affect recognition mechanisms.

facial expression associated with the the region closer to the currently available
bodily formatted representation (see Figure 3.2a).

A lack of information from the visceral dimension would lead to project the
concept’s regions onto the sensory-motor dimension, consequently reducing the
chances to discriminate among opaque stimuli (Figure 3.2b). This may happen,
for example, in psychopathic individuals when discriminating among subtle facial
expressions. On the other hand, missing information from corrupted sensory-
motor embodiment would lead to multiple optimal solutions on the sensory-motor
continua (Figure 3.2c). The information from the visceral dimension becomes
useless in identifying the final optimal solution. Thus, the impaired subject may
select a suboptimal solution leading to a shorter distance from the wrong concept
(i.e. concept A in the visual example shown in Figure 3.2c), and attribute it to
the observed face stimulus.

In Chapter 6, I will show how simulated alterations of sensory-motor infor-
mation may impact on both facial identity and expression discrimination tasks
and how simulated alterations of visceral information may impact on facial ex-
pression recognition only. These results will demonstrate that impaired embodied
mechanisms significantly affect face processing capabilities, thus supporting the
hypothesis that social cognition is crucially embodied.
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(a)

(b) (c)

Figure 3.2 The pictures show examples of interactions between the sensory-motor
(in blue, vertical axis) and visceral (in magenta, horizontal axis) dimensions during
a facial affect recognition task. (a) A healthy subject can make use of both these
dimensions to determine a point in the bodily formatted space closer to the region
of the right concept to attribute to the face stimulus; This way it is possible to
discriminate even between subtle expressions, by means of integral information
coming from visceral sensations. (b) A subject without (or with limited) access to
the visceral dimension (e.g. psychopaths) can still identify the correct point on
the sensory-motor continuum but without the visceral dimension the individual
projects the bodily formatted representation onto the sensory-motor dimension,
and potentially attribute a wrong concept to the observed stimulus. (c) A subject
unable to correctly detect sensory-motor features of the face (e.g. poor attention
to the eye region) cannot identify a single optimal point on the sensory-motor
continuum, but a set of possible suboptimal points (light-blue region). Thus,
even with the presence of visceral dimension, the subject can still make wrong
attributions (e.g. by choosing as the optimal solution for the sensory-motor
continuum the one on the far left).
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3.7 Conclusions

In this chapter, I reviewed works investigating three widely studied social disorders:
autism, schizophrenia, and psychopathy. I compared the findings and proposed a
novel reading, suggesting that the identified dysfunctions can plausibly impact
on the correct functioning of embodied mechanisms. Furthermore, I reviewed the
literature on their face processing capabilities compared to healthy individuals.
Whereas autism and schizophrenia subjects exhibit deficits in both facial identity
and affect recognition tasks, psychopathic individuals do not exhibit impairments
in discriminating facial identities. In addition, contrary to autism and schizophre-
nia individuals, psychopathic subjects do not suffer from significant cognitive
impairments, and they seem not to be affected by dysfunctional basic perceptual
processes. Rather, psychopathic individuals are specifically affected by emotional
processing dysfunctions, which may derive from a reduced attention to peripheral
emotional signals.

I then introduced two hypotheses suggesting that:

• Embodied mechanisms provide information shaped in bodily formatted
representations lying on two distinct dimensions: a sensory-motor dimension
and a visceral dimension;

• Alterations of the sensory-motor embodiment process would impair facial
expression and identity recognition capabilities, whereas alterations of the
visceral embodiment process would impair facial expression recognition
capability only.

Although these hypotheses are not necessary to validate the thesis argument pro-
posed in this dissertation, they provide valuable insights to design an appropriate
methodology able to advance the proposed secondary contribution, namely that
social cognition is profoundly embodied.

In the following chapters, I aim to provide the computational tools necessary to
validate my thesis argument and the aimed secondary contribution. In particular,
I will provide:

1. A computational model of embodied simulation reflecting theories from
Simulation Theory accounts. I will implement the model by limiting it to
realise sensory-motor information of face stimuli (Chapter 4). This will
demonstrate that embodied simulation mechanisms can plausibly realise
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representations bodily in their format and able to facilitate face processing
capabilities;

2. An extension of a framework widely used to explain phenomena underlying
facial identity processing, the face-space framework (Valentine et al., 2015)
(Chapter 5). I will provide and validate a novel hypothesis suggesting
important new features of the offered spatial representation;

3. A set of experiments showing that the sensory-motor information plausibly
provided by the proposed embodied simulation mechanisms is sufficient to
implement a face-space representation of face stimuli facilitating identity
discrimination (Chapter 6). This evidence will be enough to validate the
thesis discussed in this dissertation from a computational perspective;

4. Additional computational simulations suggesting that simulated alterations
of the sensory-motor embodiment process would lead to impaired facial
expression and identity recognition capabilities, whereas simulated alter-
ations of the visceral embodiment process would result in impaired facial
expression recognition capabilities only (Chapter 6). These results will
provide preliminary computational support of embodied cognition theories.
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Fortunately, most human behaviour is learnt
observationally through modelling from others.

— Albert Bandura —

4
Embodiment of Sensory-Motor Facial
Information: a Probabilistic Account1

In this chapter I propose a probabilistic computational theory of embodied simu-
lation, limiting its implementation to the embodiment of face stimuli. To make
this intention clearer, in the rest of this chapter I will use the term embodiment
to describe the process of deriving bodily formatted representations, as per Defini-
tions 2.23 and 2.25 provided on pages 56–57. This circumscribed task is considered
crucial to promoting social cognition and, therefore, particularly necessary for
interpreting others’ minds (Gallese, 2016; Goldman and Sripada, 2005).

From a general standpoint, mind-reading is the process of inferring the mental
state of other people based on their overt/observable behaviour (Goldman and
Sripada, 2005), such as facial expressions (Jack and Schyns, 2015). This skill plays
a major role in social interactions, empathy and effective communication (Brothers,
2002; De Vignemont and Singer, 2006). Embodied simulation mechanisms are
suggested to be at the core of mind-reading processes. In fact, they plausibly

1This chapter is an adaptation of “Vitale, J., Williams, M.-A., Johnston, B., and Boc-
cignone, G. (2014). Affective facial expression processing via simulation: A probabilistic model.
Biologically Inspired Cognitive Architectures , 10:30–41”.
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enable representations bodily in format able to promote mind-reading capabilities
(Gallese and Sinigaglia, 2011).

As discussed in Section 2.3.4 (page 58), Gallese (2016) suggests that embodied
simulation provides mechanisms necessary to achieve a simulation based mind-
reading process, as supported by the Simulation Theory account from philosophy
of mind (Goldman and Sripada, 2005). According to Simulation Theory, an
observer arrives at a mental attribution by simulating, in his/her own mind and
body, the same state as the target. This bodily simulation process can be realised
through embodied simulation mechanisms, via mirroring and emotional contagion
(see Figure 2.1).

Hence, having a computational model of simulation-based mind-reading describ-
ing embodied simulation mechanisms can significantly advance neuropsychological
and theoretical understanding of embodiment phenomena (Gallese, 2016). In
addition, the present contribution can also foster application-oriented areas such
as social robotics and social signal processing (Boccignone et al., 2018; Pantic
and Bartlett, 2007; Vitale et al., 2014a). Importantly, this contribution provides
a computational explanation of embodied simulation mechanisms that does not
only answer to whether embodied simulation shape the mind, but it also provides
valuable insights to describe how embodied simulation may shape cognition, as I
will argue in the remainder of this dissertation.

While the neuropsychological account of embodied simulation underlying a
Simulation Theory process is modern and compelling (Gallese, 2016), a critical
question remains poorly answered and largely unexplored (Gallese and Sinigaglia,
2011; Goldman and Sripada, 2005):

How is it possible to describe, from a computational level2, the embodied
simulation mechanisms underlying a mind-reading process and reused
to achieve other cognitive capabilities?

Current literature includes some probabilistic models for motor action predic-
tion and understanding inspired by simulation theories (Boccignone et al., 2018;
Demiris and Johnson, 2003; Dindo et al., 2011; Watanabe et al., 2007; Wolpert
and Flanagan, 2001). However, the model described in this chapter is novel in
providing a computational account of simulation-style mind-reading via embod-
ied simulation mechanisms, applied to the context of face-to-face interactions
and further linking to face processing studies. In particular, this model aims to
overcome some limitations not completely addressed by other previous works.

2The “what” level of explanation, in the sense of Marr (1982)
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Among others, the generalisation of the model over several different observed
identities and the implementation of both forward and inverse mechanisms able
to not only embody but also to generate facial expressions from bodily formatted
representations. In addition, this framework draws inspiration from neuroscience
studies on mirror neuron system, thus making it consistent with biological human
findings. Finally, this account links to face processing studies and it consequently
offers a more pervasive role of embodied simulation for the development of other
cognitive capabilities, as I will show in Chapter 6.

Therefore, the aim of this chapter is to answer the question introduced previ-
ously in this section and to take a step toward advancing the argument of this
dissertation. In particular, I seek to apply Simulation Theory accounts to the
problem of mapping an observed overt behaviour (in this dissertation limited to
facial expressions) to a phenomenological internal latent space of the mind-reader3.
I will evaluate the proposed model by showing that:

• The realised first-order phenomenological latent space provides represen-
tations bodily in format able to encode sensory-motor information of the
observed face stimuli;

• The proposed embodied mechanisms can facilitate the classification of facial
motor configurations.

I will use the offered computational account and the gathered experimental
evidence to advance my thesis argument and validate the auxiliary hypotheses
proposed in this dissertation.

In this study, I will mainly focus on describing plausible computational mecha-
nisms of overt facial behaviour embodiment, employed during face-to-face social
interactions. Thus, I will not investigate the attribution of the associated mental
state given such internal representation (i.e. cognitive appraisal of the mind-
reading process) since out of scope for the present dissertation.

4.1 Background

The attribution of a mental state (e.g. emotional state) to others can occur when
a complex state of the organism is accompanied by variable degrees of awareness,
variously indicated as appraisal.

3In this context proposed as the internal response of the subject given a particular stimulus
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Two levels of appraisal can be distinguished (Lambie and Marcel, 2002): a first-
order phenomenological state and a conscious second-order awareness. Both states
can be either self-directed (first-person perspective) or world-directed (third person
perspective).

The content of the first-order phenomenological state is physical and visceral,
centred on one’s body state and related neural underpinnings. In this dissertation
I suggested that this state is available via embodied simulation mechanisms, in the
form of bodily formatted representations. By contrast, the content of second-order
conscious awareness can be either propositional or non-propositional. In this
chapter, I will be concerned with modelling the first-order phenomenological
experience, relying on bodily formatted representations.

In the following discussion, I will use a notation in order to describe more easily
the simulation process as described by philosophy of mind literature (Goldman
and Sripada, 2005). Therefore, I will generically refer to a behaviour as X, to the
first-order phenomenological state as Φ, and to a second-order conscious mental
state as Ψ. Furthermore, I will use the notation A ≃ B meaning that A is similar
to B, and the notation A 7→ B meaning that A corresponds to B. The suggested
simulation-based mind-reading process can be summarised as follows (Goldman
and Sripada, 2005):

(a) In a given situation, a subject (the target) experiences a phenomenological
bodily state Φtg. The bodily state may be either triggered by an external
event and/or mentally induced (e.g. through a particular memory or mental
imagery). This bodily state elicits a corresponding behaviour Xtg (e.g. facial
expression, gesture, heart beat, etc.) and it is associated with a specific
mental state Ψtg. Similarly, A second subject (i.e. the mind-reader), is
experiencing a different bodily state Φmr eliciting a corresponding behaviour
Xmr and associated with a different mental state Ψmr (Figure 4.1a);

(b) While interacting with the target subject, the mind-reader perceives the
observable behaviour Xtg of the interaction partner (Figure 4.1b);

(c) The mind-reader employs embodied simulation mechanisms to make sense of
the observed behaviour. Therefore, the mind-reader embodies within himself
the phenomenological bodily state Φmr associated with a simulated behaviour
X̌mr similar to the one observed from the target subject (Figure 4.1c);
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(d) Finally, the mind-reader selects a mental state Ψmr to attribute to the target
subject by using as evidence the simulated phenomenological state Φmr and
the corresponding simulated behaviour X̌mr (Figure 4.1d).

This account is illustrated in Figure 4.1.

4.1.1 Simulation Theory Accounts
There are several ways that the proposed account might be translated into a
computational theory. Goldman and Sripada (2005) have devised four accounts
of Simulation Theory-based mind-reading, having substantial plausibility and
consistency with neuropsychological evidence:

1. Generate-and-test models;

2. Reverse simulation models;

3. Variants of the reverse simulation model that employ an as-if loop;

4. Unmediated resonance models.

Generate-and-test models

Generate-and-test models assume that the mind-reader starts by hypothesising a
certain phenomenological bodily state of the target subject Φtg as the possible
cause of the target’s behaviour Xtg. The mind-reader proceeds to mirror that very
same state, namely producing a facsimile of it, Φmr, in his/her own system. If
the behaviour Xmr resulting from such simulated process matches the behaviour
observed in the target subject Xtg, then the hypothesised phenomenological bodily
state is classified with a specific interpretation available from the mind-reader
conscious second-order awareness Ψmr, which is then attributed to the target
subject:

Given a hypothesis: Φtg ≃ Φmr

IF: Φmr 7→ Xmr ≃ Xtg

It follows: Φmr 7→ Ψmr ≃ Ψtg

Reverse simulation models

In reverse simulation, the mind-reader engages in the opposite direction. Namely,
given the observed behaviour Xtg, the mind-reader activates imitative mechanisms
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(a) The target subject experiences a phe-
nomenological state Φtg corresponding to
a behaviour Xtg and a mental state Ψtg,
whereas the mind-reader experiences a dif-
ferent phenomenological state Φmr corre-
sponding to a different behaviour Xmr and
a different mental state Ψmr.

(b) The realised behaviour of the target
Xtg is perceived by the mind-reader.

(c) The mind-reader embodies the observed
behaviour Xtg experiencing a phenomeno-
logical state Φmr ≃ Φtg and internally
simulating the corresponding motor be-
haviour X̌mr ≃ Xtg.

(d) The mind-reader selects a mental state
Ψmr ≃ Ψtg after using as evidence the
experienced phenomenological state Φmr

following the embodiment process.

Figure 4.1 Embodiment of a face stimulus and attribution of a mental state during
a face-to-face interaction.
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to mimic the target’s behaviour (Xmr ≃ Xtg). In order to overtly activate such
behaviour (e.g. activating the appropriate facial muscles), the mind-reader acti-
vates the associated phenomenological bodily state Φmr. Under the assumptions
that Φmr ≃ Φtg, this inner experience is classified as Ψmr and attributed to the
actor:

Given: Xmr ≃ Xtg

It follows: Xmr 7→ Φmr 7→ Ψmr ≃ Ψtg

Reverse simulation models employing an as-if loop

The as-if variants of reverse simulation assume that there may be direct links
between the perceptual representation of the target’s behaviour Xtg and the
sensory-motor and visceral representation of “what it would feel like” were the
mind-reader to exhibit that behaviour, i.e. Φmr. Thus, this model is similar to
reverse simulation but avoids involving an explicit overt imitation to generate
Xmr, thus relying only on mental mirroring mechanisms:

Given: Xtg

It follows: Xtg 7→ Φmr 7→ Ψmr ≃ Ψtg

Unmediated resonance models

The rationale behind the unmediated resonance model is that observation of the
target’s behaviour directly triggers the activation of a same neural substrate in the
mind-reader associated with the internal state of the target subject Φtg in ques-
tion. This is most similar to the as-if model, and there is no mediation of any kind.

Given: Xtg

It follows: Φmr ≃ Φtg and therefore Φmr 7→ Ψmr ≃ Ψtg

At least two observations may be drawn regarding the suggested computational
theories. The first is that some sort of projection or cross-modal matching should
be introduced to map the perceptual representation Xtg of target’s behaviour to
an egocenric representation of the mind-reader’s own behaviour realisation Xmr.
This egocentric representation is most likely a proprioceptive motor image, but see
the work of Goldman and Sripada (2005) and Section 4.1.3 for a general discussion.
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This is certainly evident for the generate-and-test and reverse simulation models,
but are also relevant for the as-if and unmediated resonance models.

The second conclusion is that all models assume that the production of the
relevant internal state in a mind-reader is eventually transmitted to some cognitive
centre that recognises or labels the experienced phenomenological state (i.e. Ψmr).
This step relates to second-order cognitive appraisal, which I will not extensively
consider in this dissertation.

In the remainder of this chapter, I propose a general probabilistic framework
which generalises the most salient aspects of the four approaches discussed above,
and I implement it to the specific domain of face-to-face interactions. Therefore, I
formalise the embodied mechanisms at the core of any Simulation Theory approach
by deriving probabilistic latent variable spaces able to:

1. Map a sensed facial expression to an egocentric motor representation of it
(i.e. transcoding process): Xtg 7→ Xmr;

2. Generate an egocentric motor representation of a facial motor configuration
from a first-order phenomenological state (i.e. forward process): Φmr 7→
Xmr;

3. Map an egocentric motor representation to a phenomenological bodily
representation (i.e. inverse process): Xmr 7→ Φmr.

4.1.2 The Two Dimensions of Bodily Representations
In order to model a Simulation Theory process, the mind-reader has to experience
the very same internal state of the target subject (Goldman and Sripada, 2005).
In this respect, all four approaches previously outlined satisfy this necessary
condition. They do so by simulating the internal state using different embodied
mechanisms, such as specific emotion production systems, the facial musculature
and somatosensory centres.

From a neuropsychological perspective, some areas of the brain seem to be
more involved in emotional representations of internal states (e.g. the insula or
the amygdala) (Adolphs, 2002a), while others areas serve more as an internal
action representations system (e.g. mirror neuron system), typically associated
with producing actions and triggered during the observation of someone else’s
corresponding actions (Gallese, 2007; Gallese et al., 2004). More generally, a
whole range of different mirror matching mechanisms instantiating simulation
routines is likely to be present in our brain (Gallese, 2003; Gallese and Caruana,
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2016). In Chapter 3 I argued that the bodily formatted representations, realised
via by embodied mechanisms, exhibit two dimensions: a sensory-motor dimension,
associated with perceptual and motor aspects of the face stimulus, and a visceral
dimension, related to emotional and experiential aspects of the observed face
stimulus.

In this study, I focus on implementing the ‘sensory-motor’ dimension of the
considered internal representations, more in the vein of Gallese’s “shared manifold
hypothesis” (Gallese, 2001, 2003) and available studies on mirror neuron system
(Gallese, 2007; Gallese et al., 2004). Hence, I will not provide a computational
implementation of the ‘visceral’ dimension of the suggested bodily representations.

This choice is mainly due to the very limited amount of data available in
literature to implement such visceral dimension in a computational model. In
fact, whereas gathering images of face stimuli displaying motor configurations is
nowadays quite simple, collecting visceral information associated with emotional
responses is still a very challenging task, specifically due to limitations in sensors’
hardware and the large varieties of the used methodological approaches (Greco
et al., 2016)4.

Nevertheless, this is not much of a restriction for the final aim of this disserta-
tion. Firstly, as highlighted by Adolphs (2002a,b), the sensory-motor dimension
appears to be critical for the recognition of emotions displayed by others, because
sensory-motor systems support the reconstruction of what it would feel like to be
in a particular emotion, by means of simulation of the related body state (Adolphs,
2002a). This was also stressed during the reviews in Chapter 2 and 3.

Secondly, to support my thesis I can limit the investigation to the sensory-
motor dimension of the resulting bodily formatted representations. In fact, as I
will show later in this chapter, the sensory-motor aspect of the resulting bodily
formatted representations provides information about dynamic features of the
face stimuli (e.g. facial configuration), facilitating facial affect recognition. Hence,
in Chapter 6 I will be able to show that this information, available via embodied
mechanisms, is sufficient to develop facial identity discrimination mechanisms.

4.1.3 Facial Mental Imagery vs. Facial Mimicry
Another critical issue about simulation theories is the main distinction between
those where actual facial movements are put into work (generate-and-test and

4But see the dataset offered by Ringeval et al. (2013) including facial interactions and visceral
responses successfully used by Boccignone et al. (2018) in a recent deep learning extension of
the theory and model discussed in this chapter.
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reverse simulation) and those supported by an as-if mechanism. This distinction
is related to several controversies from a neuropsychological perspective.

“Wired” tendencies to micro-mimicking and imitation are well supported by
early works of Meltzoff and Moore (1983) and Dimberg and Thunberg (1998). In
these studies, the subjects spontaneously and overtly activate facial musculature
corresponding to visually presented facial expressions; meanwhile, reverse simula-
tion is consistent with the “facial feedback hypothesis” (Adelmann and Zajonc,
1989; Levenson et al., 1990).

As an alternative, facial mimicry may accompany but not actually facilitate
recognition. A correlational, rather than causal, role for facial musculature in
the recognition process is consistent with the results of Calder et al. (2000) and
Keillor et al. (2002) where a patient with bilateral facial paralysis performed well
on facial based emotion recognition tasks. In other words, the realisation of overt
imitative mechanisms can enhance accuracy in attributing the correct mental
state to others, but it is not necessary to promote facial expression recognition
capability, which instead may make mainly use of covert mirroring mechanisms.

Even if this should be controversial from a neuropsychological perspective, it
is not a critical conceptual issue from a strict computational modelling standpoint.
Certainly, at the “what” level of explanation (Marr, 1982), it is mandatory to
account for the mapping Xtg 7→ Xmr processing the external perceptual repre-
sentation of the target’s expression Xtg into the internally mind-reader-centred
representation of the external stimulus Xmr (whether it is an internal image or
a proprioceptive representation in somatosensory areas or a bare set of motor
parameters).

Clearly, at the algorithmic level5 this issue can be relevant, at least for practical
purposes. However, this has been a largely studied problem, and elegant solutions
are at hand. See for instance, in the field of robotics, the work of Lopes and
Santos-Victor (2005) on how to compute and learn, through self-observation, a
visuo-motor map suitable to transcode visual information to motor data for hand
gesture imitation tasks.

To focus on the essential properties of the model, I will simply assume an
internal representation Xmr of the mind-reader resembling the observed facial
display of the target subject. This internal representation can be shaped in the form
of mental image generated by the corresponding bodily formatted representation
(Figure 4.1), without necessarily trigger overt facial mimicry mechanisms.

5The “how” level in Marr’s terminology (Marr, 1982)
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4.2 The Model
The proposed probabilistic model for simulation-based mental attribution via
embodied simulation mechanisms is defined as follows. Assume two interacting
individuals, the target subject and the mind-reader (Figure 4.1), and consider
state variables Xtg, Xmr, Φtg, Φmr,Ψtg, Ψmr as random variables. In this chapter,
I will use lowercase letters to indicate samples of the corresponding uppercase
random variables and the accent ·̌ to denote that the considered sample resulted
from a forward simulation process.

Based on the experimental findings of Gallese (2001), these subjects are then
assumed to share a latent manifold of first-order phenomenological states. This
manifold is shared among individuals because of common representations bodily
in format (Goldman, 2013), and corresponding neural realisations (Gallese, 2001).
In this manifold, the random variable Φ takes values and has forward and inverse
mapping mechanisms Φ 7→ X and X 7→ Φ, respectively.

I then define the following:

• P (Xmr | Xtg), the conditional probability density function (pdf) representing
for the mind-reader the probability of realising an egocentric display Xmr

when the target subject displays Xtg;

• P (Φmr | Xmr), the conditional pdf representing the probability for the
mind-reader of being in an internal phenomenological bodily state Φmr

given the covert or overt egocentric facial display Xmr (inverse probability);

• P (Xmr | Φmr), the conditional pdf that the mind-reader generates a facial
display Xmr (covertly or overtly) given the phenomenological internal state
Φmr (forward probability);

• M(xmr,x̌mr), a decision or matching function comparing the similarity
between the sampled mind-reader-centred expression of the target’s display
xmr with a forward-simulated display x̌mr. The function is operationalised
by choosing an appropriate measure (e.g. perceptual similarity, joint angles
distances, etc.) and it returns a positive real value suggesting how much the
two motor configurations are similar to each other.

The simulation-style embodiment process can be realised by deriving the following
pdfs (where the symbol ∼ stands for the sampling operator):

xmr ∼ P (Xmr | Xtg = xtg), (4.1)
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φmr ∼ P (Φmr | Xmr = xmr), (4.2)

x̌mr ∼ P (Xmr | Φmr = φmr), (4.3)

In summary:

• Equation 4.1 defines process transforming an instance of the target subject’s
face expression xtg into mind-reader’s self-centred image xmr, here denoted
with the term ‘transcoding’ ;

• Equation 4.2 defines the inverse process of experiencing/detecting state φmr

under (internal) face expression xmr;

• Equation 4.3 accounts for the mind-reader’s forward process of sampling
his/her own simulated internal expression x̌mr when he/she is in the latent
internal state φmr;

• The function M(xmr,x̌mr) compares the transcoded egocentric image xmr

(via Equation 4.1) against a set of internally simulated samples X̌ (sampled
via Equation 4.3), and is used (via Equation 4.2) to control when the
matching process has converged to the most likely solution.

These three pdfs and the matching function M are sufficient to provide the core
basis for the simulation model.

Clearly, a full mind-reading process will only be complete after attributing to
the target subject a mental state Ψtg = ψ⋆

mr, where ψ⋆
mr is the most likely mental

state instantiated by the mind-reader through a further inferential step, by relying
on the pdf P (Ψmr | Φmr = φmr,C) where the random variable C summarises
general contextual or cultural factors (Ojha et al., 2017). However, the attribution
level is beyond the scope of this work.

To define the transcoding pdf (Equation 4.1) and the inverse/forward pdfs
(Equations 4.2 and 4.3), I will make use of two distinct latent spaces: the self-
projected latent space Z and the first-order phenomenological latent space Φ, which
I will derive in the following sections.

Before delving into the derivation of the suggested pdfs, recall that a latent
variable is a variable having specific features of interest not directly observable
from the direct measure, but rather inferred from the observed stimuli through
mathematical models. Therefore, a latent space is a space realised by the estimated
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latent variables exhibiting the desired inferred features. For example, a direct
measure could be the set of intensities of the pixels describing an image of a face.
This measure does not provide direct information on how the exhibited facial
expression is related to other facial configurations. However, it may be possible to
infer this information and realise a latent space able to communicate such feature
more directly.

4.2.1 Derivation of the Self-Projected Latent Space
The self-projected latent space Z can be conceived in terms of Bayesian latent
factor regression (Murphy, 2012):

P (z) = N (0, IL ) (4.4)

P (xtg | z) = N (Θz
tgz + µtg, σ

2
tgID) (4.5)

P (xmr | z) = N (Θz
mrz + µmr, σ

2
mrID) (4.6)

where N (·) denotes the Gaussian distribution; Θz
tg and Θz

mr the mapping param-
eters for the target subject and the mind-reader, respectively; µ, σ, mean and
variances; IL , ID identity matrices of dimension L ,D (respectively the reduced
dimension of the latent space Z and the dimension of the vector representing the
facial behaviour).
I then denote:

Θz =
 Θz

tg

Θz
mr

 , µ =
µtg

µmr

 ,Ω =
σ2

actID 0
0 σ2

mrID

 .

Since the model is jointly Gaussian, then xtg and xmr are jointly Gaussian
distributed, i.e. :

P (xtg,xmr) = N (µ,Σ) with Σ = Ω + ΘzΘz⊤

In order to implement Equation 4.1 it is necessary to derive the conditional
distribution P (Xmr = xmr | Xtg = xtg), which again has a Gaussian distribution.
Thus, it follows that:

xmr | xtg ∼ N (µ̂mr, Σ̂mr) (4.7)
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where the mean µ̂mr can be computed as:

µ̂mr = µmr + Σ⊤
c Σ−1

a (xtg − µtg)

and the covariance matrix Σ̂mr can be computed as the Schur complement (Zhang,
2006) of matrix Σ = Ω + ΘzΘz⊤ rewritten in the form of block matrix:

Σ̂mr = Σb −Σ⊤
c Σ−1

a Σc with Σ =
Σa Σc

ΣT
c Σb


In summary:

1. Equation 4.4 gives the prior of the points in latent space Z with dimension
L ;

2. Equation 4.5 gives the conditional probability of sampling a target’s facial
expression xtg with dimension D ≫ L given a point z of the latent space
Z;

3. Equation 4.6 gives the conditional probability of sampling the mind-reader-
centred facial display xmr with dimension D ≫ L given a point z of the
latent space Z;

4. Equation 4.7 returns the conditional probability of sampling a mind-reader-
centred facial display similar to the one observed from the target subject. To
do so, it makes use of both the parameters Θz

tg and Θz
mr in a multivariate

normal distribution as previously suggested.

4.2.2 Derivation of the First-Order Phenomenological Latent
Space

For what concerns the first-order phenomenological latent space Φmr, the main
issue here is to conceive a probabilistic latent space model in which:

(i) Either forward/inverse mapping is allowed;

(ii) The forward step is a nonlinear and continuous mapping in order to smoothly
generate the variety of facial motor behaviours of the observer.

The first property is necessary to provide both forward and inverse mechanisms
as suggested in Section 4.2. The second feature is required to realise a motor map
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of the considered facial motor configurations having a bodily format, as described
by Definition 2.25 on page 57.

Therefore, it is necessary to provide a mapping xmr = g(φmr; Θφ) + ϵ, where ϵ
is a zero-mean, isotropic, white Gaussian noise model and g(·; Θφ) is a continuous
non-linear function. In order to handle non-linearity, the latter can be written as
a linear combination of basis functions:

g(φmr) =
∑

j

θφ
j θ

φ
j (φmr)

The problem of deriving a form for the pdf P(Xmr | Φmr) in Equation 4.3 can
be formalised as

x̌mr ∼ P (Xmr | g(Φmr = φmr; Θφ)) (4.8)

In this perspective, the mapping parameters of the first-order phenomenological
latent space Θφ can be learnt via the marginalisation:

P (Xmr | Φmr) =
∫
P (Xmr | g)P (g | Φmr) dg

This problem has been solved by Lawrence (2004) in terms of the Gaussian
Process Latent Variable model (GPLVM), which can be expressed as a Gaussian
density over the observations Xmr, namely a product of Gaussian Processes (one
for each of the D data dimensions).

Formally,

P (Xmr | Φmr) =
D∏
d

N (xd; 0,K)

where K is a covariance matrix (or kernel) which depends on the q-dimensional
latent variables (cf. Lawrence (2004) for a derivation).

As a result, an efficient closed form for the marginal likelihood can be derived
(Lawrence, 2004):

P (Xmr | Φmr) = 1√
(2π)ND |KD |

exp(−1
2tr(K

−1XmrX⊤
mr)), (4.9)

where Xmr = [x1,mr, · · · ,xN,mr] is the set of N training observations and the
elements of the kernel matrix K are defined by a kernel function (K)i,j =
F(φi,mr, φj,mr) (implemented in the following Section 4.3 as Radial Basis Function
kernel).
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Once the latent variable model has been learnt it is straightforward to obtain
the inverse pdf P (Φmr | Xmr) in Equation 4.2 either through GPLVM standard
inversion (Lawrence, 2004), or by Monte Carlo sampling approximation from
Equation 4.9.

Eventually, the matching process summarised by the mapping function M
can be conceived of as an optimised search in the mind-reader’s first-order phe-
nomenological latent space for determining the optimal state Φmr = φ⋆

mr that
maximises the similarity between the mind-reader facial expression and one cur-
rently generated by using Equation 4.9 (further details in Section 4.3).

4.3 Model Implementation

The overall simulation scheme is outlined in Figure 4.2. The perceptual input xtg,
namely the observed facial expression of the target subject, is transcoded via the
self-projected latent space Z in the mind-reader’s egocentric representation xmr.
This mapping is suitably learnt so that xmr will exhibit the same dynamic features
displayed in xtg (e.g. facial muscles configuration), but discarding invariant
features of the observed face (i.e. the identity appearance of the target subject).

Figure 4.2 The schema of the proposed computational model

Denote Š = {Φmr 7→ X̌} = {φ1
mr 7→ x̌1

mr, . . . , φ
N
mr 7→ x̌N

mr} a set of N samples
from the mind-reader’s first-order phenomenological space Φ and associated with
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the mind-reader’s expressions generated through Equation 4.9. Along the matching
processM, a similarity measure is used in order to evaluate the likelihood between
the samples in Š and the egocentric observation xmr. Thus, given xmr sampled
from Equation 4.1, the initial state φ≈ is selected as:

φ≈ 7→ x̌mr ∈ Š | x̌mr = maxM(xmr, X̌) (4.10)

Such choice is refined by resorting to a search optimisation process in the first-
order phenomenological latent space leading to an optimal internal representation
φ⋆

mr of the observed target subject’s expression xtg.
In the following I provide some implementation details and preliminary results

of the proposed system.

4.3.1 The Transcoding Module
The aim of this mapping is to generate a self-centred expression xmr exhibiting
the same facial expression displayed in xtg, but replacing the identity of the target
subject with the one of the mind-reader, as previously proposed with Equation 4.7.

Equation 4.6 creates subspaces of Z for each considered facial expression of
the mind-reader and that Equation 4.5 does the same for the facial expression of
the target subject (Mohammadzade and Hatzinakos, 2013).

Since I start from the assumption that both Equation 4.5 and Equation 4.6
share the same latent space Z and the same set of facial expressions, it is likely
that similar facial expression of the mind-reader and the target subject would be
clustered on close regions of the latent space Z (Calder et al., 2001; Turk and
Pentland, 1991).

Thus, the process of parameter learning can be simplified by employing a
Principal Component Analysis (PCA) over a training set of the mind-reader face
displaying different expressions and using the estimated mapping parameters in
order to project the facial expression of the target subject onto the latent space
and back to the original space, thus obtaining a new observation exhibiting the
mind-reader identity, but maintaining the target subject’s facial expression as
illustrated by Figure 4.3.

This procedure is dual to that recently proposed by Mohammadzade and
Hatzinakos (2013) (to which I refer for more technical details), where images of
different subjects’ faces with the same facial expression are located in a common
subspace; here, instead the same facial expression is maintained, changing the
identity of the subject into a desired one.
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Figure 4.3 Diagram of the transcoding process. Observations of the mind-reader
motor configurations are used to infer the self-projected latent space. A novel face
stimulus can be projected onto this latent space, thus obtaining the corresponding
egocentric face stimulus exhibiting a similar facial motor configuration, although
centred on the mind-reader body.

Importantly, for this process, it is only necessary a training set of different
facial expressions exhibited by the same subject, which can be either a specific
identity (e.g. mind-reader identity) or a prototypical average face. However, since
the training process may lead to a synthesis error, this error can be reduced by
using an additional validation set of face stimuli from other identities exhibiting
facial configurations very similar to the one included in the training set (for more
details see Mohammadzade and Hatzinakos (2013) and Vitale et al. (2014b)).

In order to further improve the transcoding performance and reducing the
number of the required training images, the face is split in semantic/spatial parts
(i.e. the eyebrows, the eyes, the nose, the mouth and the cheeks), thus estimating
several self-projected spaces, one for each of these face parts.

Figure 4.4a shows examples of projected synthetic images, whereas Fig-
ure 4.4b shows examples of projected real images (from the MMI-Facial Expression
Database collected by Pantic et al. (2005); Valstar and Pantic (2010)). To generate
such images I used a training set and validation set including only 10 synthetic
facial expressions. The resulted self-centred images exhibit facial expressions
resembling the ones displayed by the input stimuli, although having the identity of
the training subject. This is an important feature since it suggests that the realised
latent space can captures abstract aspects of the exhibited facial expressions that
are independent of identity.
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(a) Some examples of synthetic faces transcoded using the self-projected latent
space. In the top row the observations, in the middle row the transcoded faces with
the identity removed and the facial configuration preserved, whereas in the bottom
row the ground truth images.

(b) Some examples of real faces transcoded using the self-projected latent space. In
the top row the observations, whereas in the bottom row the projected image with
the identity removed and the facial configuration preserved.

Figure 4.4 Examples of synthetic and real faces transcoded in self-centred stimuli.

4.3.2 The Forward/Inverse Module

The GPLVM introduced in Section 4.2 has the capability of learning with few
samples and of generating smooth dynamics between points of the latent space (if
an appropriate kernel is used, in this case a Radial Basis Function). These are two
desired characteristics in order to obtain bodily formatted representations for the
considered face stimuli. In fact, as I will show in the remainder of this section, it
is possible to implement the desired latent space by using a training set including
only the motor samples of the training subject (i.e. the cogniser’s own body as
suggested by Definition 2.23 on page 56) and, given the properties of the kernel
function, the computational tool can realise a latent space constrained by aspects
of the body (i.e. the possible facial configurations) as required by Definition 2.25
on page 57.

The GPLVM model was implemented in the form of a Hierarchical Gaussian
Process Latent Variable Model (HGP-LVM) (Lawrence and Moore, 2007). The
HGP-LVM is an extension of the original GPLVM (Lawrence, 2004). I use this
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Figure 4.5 Example of a first-order phenomenological space realised by using HGP-
LVM. On the right examples of 12 sampled generated images from the trajectories
highlighted on the shown latent space: the samples in the left column comes from
the ‘top-to-bottom’ trajectory, whereas the samples in the right column comes
from the ’right-to-left’ trajectory.

tool to introduce hierarchical constraints based on the different parts composing
the face (i.e. eyebrows, eyes, nose, mouth and cheeks).

Using this model, it is possible to sample a vocabulary S : Φ 7→ {Xj
mr}∞

j=1

generating an infinite set of synthetically simulated facial expressions of a specific
desired identity from low-dimensional representations. A subsample Š of such
vocabulary is used by the matching module to determine the starting condition
via Equation 4.10 (Figure 4.2).

Hence, each point of the latent space represents an internal phenomenological
state φ in bodily format. Such representation has dimension q (in the present work
2-dimensional). The likelihood between the projected observation xmr and the
observations generated from sampled latent points x̌ provides an approximation
of the conditional distribution P(X | Φmr = xmr), that represents the activation
levels of the topology of the motor map.

In Figure 4.5 is shown a latent space generated from a high number of different
facial expressions (238) and examples of generated facial expressions from points
of such latent space.
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4.3.3 Matching Module and Optimisation

Since in this implementation the observed stimuli are in the form of images, to
operationalise the matching function M I use as similarity index the Structural
Similarity (SSIM) measure (Wang et al., 2004). On the basis of the statistical
model behind the mapping, one can conceive the transcoded images as noisy
representations of the ground truth images; in this perspective, the SSIM was
shown to be a consistent measure (Wang et al., 2004). Additional tests with
different similarity measures (e.g. Pearson’s correlation measure) produced poorer
results, further motivating this choice. By taking into account future real time
applications of the suggested model, measures with a high computational cost
were not considered.

The SSIM metric is processed among different windows of an image, and then
the average among them is used as a final measure. The measure between two
windows x and y of size N × N (in this model a Gaussian window of 80 × 80
pixels with sigma 3) is given by:

SSIM(x, y) = (2µxµy + c1)(2σxy + c2)
(µ2

x + µ2
y + c1)(σ2

x + σ2
y + c2)

(4.11)

Where µx and µy are respectively the means of x and y, σ2
x, σ2

y and σxy are
respectively the variances of x and y and the covariance of x and y, c1 and c2 are
two constants to stabilise the division with weak denominator (Wang et al., 2004).

Since only a finite number of points of the first-order latent space is available
(and consequently the corresponding synthetically simulated images), it is possible
to use the criteria in Equation 4.10 to select a point of the first-order latent space
as the initial condition of an interior–point method optimisation (Nesterov et al.,
1994). This optimisation method can refine the selected position φ≈ within the
latent space in order to find the closer position φ⋆ that generates the image with
the maximum value of SSIM respect to xmr.

4.4 Model Evaluation

The aim of this chapter is to demonstrate that the realised first-order phenomeno-
logical latent space, together with the self-projected latent space, is a plausible
computational account of embodied simulation mechanisms, as suggested by
Gallese and Caruana (2016). Namely, I will demonstrate that the present imple-
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Figure 4.6 The training images used for the tests of our architecture. From left to
right: anger, annoyance, delight, fake smile, fear, neutral, sadness, smile, surprise,
and wonder.

mentation of the model is able to map perceptual face stimuli into sensory-motor
representations of it, shaped in bodily formats (Goldman, 2013).

Hence, in this section I evaluate the model considering two aspects:

1. Quantitative assessment of the self-centred mapping. I will show
the ability of the self-projected latent space to preserve the dynamic features
of the observed face stimuli (i.e. facial expression), while at the same time
replacing the observed identity with the desired one. This evaluates the
computational plausibility of the proposed transcoding process (Equation 4.1)
resembling embodied mechanisms;

2. Quantitative assessment of classification performance. I will evalu-
ate the performance of the present model (self-projected and first-order latent
spaces) to promote the classification of facial expressions. This evaluates
the computational plausibility of the present model and theory in enhancing
the performance of a face expression recognition task, in comparison with
basic features matching strategies.

4.4.1 Dataset

The dataset has been generated by using the FaceGen software6. Synthetically
generated images were used to facilitate the evaluation of the results, as with
the currently available datasets of face stimuli it was not possible to have a
sound validation set; as a matter of fact, the subjects in the available datasets
do not display the very same facial configuration or viewpoint, even when the
facial expression is attributed to the same concept. This makes impossible to
find conclusive correspondences between observations. These correspondences are
critical for assessing the present model.

The dimension of the images used was 140×154 pixels. In order to get a range
of distinctive expressions, I considered only 10 facial configurations resembling

6http://www.facegen.com/
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10 corresponding concepts, namely anger, annoyance, delight, fake smile, fear,
neutral, sadness, smile, surprise and wonder (Figure 4.6). These labels were
subjectively attributed to specific motor configurations of the face stimuli, realised
choosing specific parameters of FaceGen software.

These facial expressions were selected to be the most representative among the
ones obtainable by using FaceGen. The synthesis process required to select the
whole list of emotional expressions available in the software (i.e. specific motor
configuration modifying a set of facial muscles suggesting facial expressions of basic
emotions) plus further combinations between them. Some additional features
were added to the basic emotional expressions when necessary; for example,
facial expressions of sadness are decoded by focusing on the eye region of the
subject (Eisenbarth and Alpers, 2011), hence sadness expression included a 50%
looking down tilt of the eyes. Importantly, this list of expressions is not limited
to expressions of basic emotions. In fact, here it is important to address the
problem of modelling a more general discrimination of facial movements. For this
reason, the considered list included expressions exhibiting similar facial movements
difficult to discriminate, such as the fake smile (Ekman et al., 1990) and the smile,
neutral and sadness, and surprise and wonder.

The dataset includes:

• A training set of 10 images, namely a subject exhibiting all the selected
facial expressions (Figure 4.6);

• A validation/test set of 28 subjects, each one exhibiting the 10 selected
facial expressions (some examples in the top row of Figure 4.4a);

A 4-fold cross validation approach was used. Thus for each test I split the
validation/test set in 2 sets: a validation set of 21 subjects (21 × 10 = 210
validation images) and a test set of 7 subjects (7× 10 = 70 test images).

The training set was used by the transcoding module and by the forward/inverse
process to estimate mapping parameters. The validation sets were exploited to
reduce the synthesis error of the transcoding module. The test sets were used to
obtain the results provided in the next sections.

Figure 4.7 illustrates an example of the realised first-order latent space’s
topology, obtained by using the 10 facial expressions of the mind-reader. Here it is
important to note that in this space the facial expressions are located based on their
visual similarities. Therefore, features like arousal and valence characterising such
observations are not clearly distinguishable in this model. However, Boccignone
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Figure 4.7 The topology of the first-order phenomenological latent space resulting
from the used training set. Perceptually similar facial configurations are clus-
tered in nearby regions of the space, although maintaining a certain separation
facilitating their classification.

et al. (2018) recently demonstrated that by extending the model discussed in this
chapter to accommodate the visceral information accompanying the observed face
stimuli it is possible to generate a core affect state-space representing more precise
valence and arousal information.

4.4.2 Quality of Self-Centred Mapping
Using the measure introduced in Section 4.3.3, the evaluation process requires
to determine the structural similarity between the egocentric images xmr ∼
P (Xmr | Xtg) and the associated ground truth images g ∈ G by using the measure
introduced in Section 4.3.3. As a baseline for comparisons, I evaluated the
structural similarity between the raw observations xtg and the associated ground
truth images g ∈ G.

The 4-fold cross validation test produced the results summarised in Table 4.1
and in Figure 4.8.

The maximum similarity for the selected measure (SSIM) can be 1 if and only
if the two images under evaluation are identical. This means that a similarity
measure of 1 between the realised self-centred image and the corresponding ground
truth image would imply a perfect embodiment of the observed face stimulus.

Hence, I define the embodiment deficit to be the difference between 1 and the
gathered similarity measure. This measure conveys the deficit underlying embodi-
ment of sensory-motor features of the face stimuli in an egocentric representation.
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Figure 4.8 Quality of self-centred map-
ping (boxplot). A higher result underlies
desirable better quality, with 1 denoting
optimal quality.

Case Mean Median Std
Baseline 0.5425 0.5370 0.0871
Model 0.8525 0.8674 0.0713

Table 4.1 Quality of self-centred
mapping evaluated as similarity
likelihood to ground truth images.
The highest similarity can be 1 for
identical images and 0 for com-
pletely dissimilar images.

By comparing the embodiment deficits between the baseline strategy and the
proposed model after transcoding module processing, the average embodiment
deficit was reduced from 0.46 to 0.15. This means that the proposed model
promotes embodiment of face stimuli by approximately 68%, compared to a basic
features matching strategy (i.e. baseline).

4.4.3 Classification Performance

In this chapter I did not extensively investigate the attribution process, that highly
depends on contextual and cultural factors of the mind-reader. Furthermore, the
implementation of this model is limited to provide the sensory-motor dimension
of bodily formatted representations; as I discussed in Chapter 3 (Section 3.6 on
page 98), this dimension may not be sufficient to promote fully functioning facial
expression recognition mechanisms and emotional empathy. Indeed, integrating a
visceral dimension may significantly improve accuracy, especially for opaque and
subtle facial expressions. However, in this section I can still demonstrate that
using this model (and so its representations and underlying processes), instead
of an alternative basic features matching strategy, will significantly enhance the
accuracy of a facial expression recognition task.

I measured the classification performance with respect to the 10 possible facial
expressions included in the considered dataset.

Given a set G = {gj}10
j=1 of ground truth images for each class j, these

have a corresponding set of latent positions φj
G in the first-order latent space.



Given the optimal latent point φ⋆ estimated from a new observation xtg, via
Equations 4.1, 4.2, and 4.3, the concept c underlying the representation φ⋆ (and so
of the observation xtg) is j of φj⋆

G spatially closer to φ⋆. In other words, each ground
truth image corresponding to a specific facial expression acts as the centroid of a
specific region in the first-order latent space (see Figure 4.7). If the experienced
phenomenological representation happens to be in this region or close to it, the
attributed concept would be the one associated with the centroid of such region.

For each test of the 4-fold cross validation process, I provide a confusion matrix
of the 70 test images classified. Thus, the four confusion matrices were summed,
obtaining a new overall confusion matrix of the 280 images used to verify the
implemented model during the 4-fold cross validation process.

For the baseline approach, the concept attributed to the observation xtg is the
concept associated with the ground truth image in G that is more structurally
similar to xtg. This means that the baseline approach is based on a features
matching strategy, without the mediation of embodied mechanisms. Thus, to
estimate the confusion matrix of the baseline approach, each observation xtg of
the validation/test set was classified using the structural similarity measure with
respect to the ground truth images in G.

Table 4.2 and Table 4.3 show the confusion matrices respectively of the
baseline strategy and the embodiment strategy proposed in this chapter. An
optimal classification would result in a confusion matrix with all zeros except for
the diagonal (where in this case the optimal score is 28).

Furthermore, Table 4.4 provides the sensitivity, specificity, accuracy, precision
and negative predictive value (NPV) of, for both the baseline method and the
proposed model. Precision, accuracy and sensitivity of the two approaches in each
considered facial configuration are illustrated in Figure 4.9.

The proposed embodied mechanisms of the present model overcome the features
matching approach of the baseline strategy with respect to all the considered
measures. In particular, the proposed model shows a critical gain in accuracy
for the expression of delight. Table 4.2 suggests that the delight expression was
misunderstood as neutral or sadness by the baseline approach only relying on
visual features. On the contrary, the topology realised by the proposed model was
able to facilitate the discrimination of the delight expression, since in a region of
the space separated from the one of neutral and sadness expressions.

In order to verify a statistically significant enhancement of the performance, I
tested the considered measures with a paired Wilcoxon signed-rank test (Wilcoxon,
1945), as the assumption of normality required by other statistical tests was not
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Expression Anger Annoyance Delight fake Smile Fear Neutral Sadness Smile Surprise Wonder
Anger 20 1 3 4 0 0 0 0 0 0
Annoyance 0 11 7 2 1 2 0 0 3 2
Delight 0 0 25 1 0 0 0 0 2 0
fake Smile 1 0 3 18 0 0 0 6 0 0
Fear 0 0 4 0 16 3 0 0 4 1
Neutral 0 0 15 0 0 9 2 0 2 0
Sadness 0 0 14 0 0 11 2 0 1 0
Smile 1 0 6 9 0 0 0 12 0 0
Surprise 0 0 5 0 1 5 0 0 17 0
Wonder 0 0 0 0 1 6 0 0 4 17

Table 4.2 Confusion matrix using the baseline strategy.

Expression Anger Annoyance Delight fake Smile Fear Neutral Sadness Smile Surprise Wonder
Anger 23 1 1 2 0 0 1 0 0 0
Annoyance 0 24 0 0 0 2 1 0 0 1
Delight 0 0 20 1 0 5 0 0 2 0
fake Smile 0 0 0 22 0 0 0 6 0 0
Fear 0 1 1 0 17 5 0 0 3 1
Neutral 0 0 1 0 1 24 2 0 0 0
Sadness 0 2 2 0 0 17 7 0 0 0
Smile 0 0 1 8 0 0 0 19 0 0
Surprise 0 1 1 0 2 10 0 0 13 1
Wonder 0 1 0 0 2 5 0 0 1 19

Table 4.3 Confusion matrix using the embodied mechanisms suggested in this
chapter.

Case Sensitivity Specificity Accuracy Precision NPV
Baseline 0.5250 0.9472 0.9050 0.6283 0.9483
Proposed model 0.6714 0.9635 0.9343 0.7277 0.9641
p-values .0537 .7646 .0049 .0322 .0674

Table 4.4 Results of classification performance between a basic features matching
strategy (baseline) and an embodiment strategy (proposed model). The results
are the averages of the 10 considered concepts.
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Figure 4.9 Classification performance of the proposed model.
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satisfied. The increment in accuracy and precision resulted statistically significant
(respectively p-values = .0049 and .0322). There was not enough evidence to
suggest significant differences for sensitivity (p-value = .0537), NPV (p-value
= .0674) and specificity (p-value = .7646). These results demonstrate that the
proposed computational model and underlying theory of embodiment can better
promote the accuracy and precision of facial expression recognition, as compared
to basic features matching strategies.

4.5 Conclusions

In this chapter, I investigated notable accounts of Simulation Theories underlying
mechanisms of embodiment. I provided a theoretical and computational model of
the presented accounts. The current investigation was limited to the sole process
of mapping external face stimuli of a target to its corresponding phenomenological
representation, bodily in format, of the mind-reader. The development of such
computational model advances the argument of this thesis, by providing evidence
for computationally plausible mechanisms of embodied simulation during face-to-
face interactions.

In this work, I suggested that a simulation-style mind-reading process can
plausibly underlie embodied simulation mechanisms. I proposed that these em-
bodied mechanisms can be operationalised by two modules: one mapping the
perceived stimuli into self-centred images of the stimuli, and one mapping the
realised egocentric representations onto a first-order phenomenological latent space
having bodily format.

Significantly, the proposed model is general enough to be extended to other
behaviours, as long as suitable data is provided for its implementation. Gestures,
posture and vocal cues can be implemented in the model with a similar procedure
and mapped to other self-projected and first-order phenomenological latent spaces,
or aggregated in a single multimodal latent space (Boccignone et al., 2018).

In fact, these signals can be treated as vectors, similarly to the used facial
expression images. Then, for example, it is likely that a self-projected latent space
of a speech signal would map the pitch of the voice of the target subject to that of
the mind-reader, maintaining the same principal frequencies. A similar outcome
can be realised for gesture and posture signals, where physical constraints of the
target subject’s body would be mapped to those of the mind-reader’s body.
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More importantly, the visual stimulus sensed by the retina passes through
a complex neural system of the visual cortex, which extracts primitive features
representing the observed stimulus. In this work, I used raw pixels of the face
stimulus as input to my model. However, the face images can be processed with
filters resembling human visual cortex capabilities, such as Gabor filters (Jones
and Palmer, 1987), thus using the new extracted features as input to the present
model.

Each considered modality can generate a self-projected latent space and the
associated first-order phenomenological latent space. Such internal representations
in bodily formats, shared among different modalities and easily treatable from a
probabilistic point of view, might solve the challenging problem of multimodality
integration in computational affect systems (Boccignone et al., 2018; Zeng et al.,
2009), or provide insights to understand self-disorders (Gallese and Ferri, 2013),
suggested to arise from impairments in multisensory integration (Sestito et al.,
2015) (see Section 3.4.2 for a discussion). In addition, the proposed model can be
easily extended to consider temporal dynamics. Such extension might make use
of tools like Markov Chains or Dynamic Bayesian Networks, or more generally it
is possible to use temporal sequences of stimuli as inputs to the model, instead of
single instances of them.

Finally, it is important to acknowledge some limitation of the present study.
First, the considered facial expressions are well aligned frontal faces. However, this
is not a major problem to advance the general argument of this dissertation, since,
as I discussed previously, the model and theory are general enough to employ
different inputs and implementation strategies, potentially making use of more
sophisticated and precise computational tools (Boccignone et al., 2018). Secondly,
in this work, I used synthetic face stimuli. However, in Figure 4.4b I provided
preliminary qualitative results showing that it is possible to also transcode real
face stimuli and reach an acceptable quality. It is likely to expect that for real face
stimuli it would be necessary to implement the transcoding process in a different
way, for instance by using non-linear algorithms or a different set of features (i.e.
not the raw pixels).
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The perception of identity is so intimately bound
up with the perception of the human form.

— David Hanson —

5
Face Identity Discrimination via a Dual

Face-Space1

In Chapter 3 I suggested that embodiment is at the core of social cognition and
vital for promoting face processing mechanisms. embodied mechanisms provide
representations of face stimuli bodily in their format. I suggested that these
representations exhibit two dimensions: a sensory-motor dimension, providing
information about dynamic features of the face, and a visceral dimension, providing
information about the emotional reactions associated with the observed face
stimuli.

In Chapter 4 I focused on providing a computational model of embodied simu-
lation mechanisms able to demonstrate a plausible realisation of the suggested
sensory-motor dimension for face stimuli. I showed that this model provides em-
bodied representations shaped in bodily formats. Furthermore, I showed that this
dimension is beneficial in enhancing facial expression recognition accuracy, com-
pared to a basic feature matching strategy. In addition, in Hypotheses 3.1 and 3.2,
I suggested that the sensory-motor dimension of the realised bodily representations

1This chapter is an adaptation of “Vitale, J., Williams, M.-A., and Jonhston, B. (2016). The
face-space duality hypothesis: A computational model. In 38th Annual Meeting of the Cognitive
Science Society , pages 514–519”.
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is not only necessary to facilitate facial expression recognition, but it interacts
also with facial identity discrimination mechanisms.

The ‘face-space’ framework (Valentine, 1991) is a widely used tool in face
perception and processing research able to explain many of the phenomena
underlying facial identity discrimination in both human experimental settings (Lee
et al., 2000; Rhodes et al., 2011) and computational simulations (Calder et al.,
2001; Vitale et al., 2016, 2017). This framework is so important in face studies that
it is “virtually impossible to explain the interactions between the computational and
cognitive approaches to understanding face recognition without reference to this
model. It serves as the glue that binds the theoretical and computational aspects
of the problem together.” (Calder, 2011, page 17).

Valentine (1991) used formal models of concept representations to propose that
faces are represented in a psychologically plausible multidimensional space, i.e.
the face-space. Faces are points of this space based on their perceived properties.
This structure can plausibly account for coding identity-related features, such as
sex, distinctiveness, age and attractiveness (Calder et al., 2001; Valentine et al.,
2015). For example, the feature ‘eyebrows’ can vary from marked to delicate,
thus possibly being one of the perceivable features crucial for coding the sex of a
face. Hence, the face-space framework is a particularly valuable tool to investigate
facial identity discrimination mechanisms in humans.

Unfortunately, dynamic aspects of faces, such as the ones modelled in Chapter 4,
were neglected in the traditional face-space account. This significant limitation
prevents the analysis of the interactions potentially happening between facial
expression and facial identity recognition mechanisms. In addition, this gap
precludes from providing a link between the model proposed in Chapter 4 and
facial identity discrimination mechanisms of the face-space framework, necessary
to validate the thesis argument of the present dissertation.

Thus, in this chapter I will answer the following questions necessary to advance
the proposed thesis argument:

Can Valentine’s framework be extended to support codings integrating
both dynamic and invariant facial features and facilitating facial ex-
pression and identity recognition?
If so, how can the structure of this space be possibly shaped to accom-
modate this interdependent nature of dynamic and invariant facial
features?
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How can the hypothesised structure be plausibly implemented in a
computational model?

Answering these questions is significantly important to link face processing
mechanisms to embodied mechanisms. As I will argue in Chapter 7, this outcome
will provide computational evidence able to advance an understanding unifying
traditional and modern studies in face processing and promoting an integration
of cognitive science and embodied cognition research. Therefore, in this chapter,
I will show that a single face-space can exhibit a structure that supports both
identity and facial expression recognition. I refer to this twofold structure as a dual
face-space. The structure of this dual face-space can be realised in a parsimonious
way by integrating both invariant and dynamic features of the face stimuli in
a single multidimensional representation. I will demonstrate the computational
validity of the suggested duality hypothesis through a rigorous mathematical
presentation and related experiments.

5.1 Background

Valentine’s face-space framework (Valentine, 1991) is a notable cognitive model
for face representation. According to this framework, facial representations are
encoded in a multidimensional psychological space. The dimensions of this space
are assumed to encode properties of the facial signals that better discriminate
one face from another. The distance between two representations underlies their
dissimilarity from a psychological perspective.

Identity and expression are two forms of facial information crucial for many
social skills (Grossmann, 2015). Identity recognition is suggested to arise from
coding invariant features of face stimuli, whereas facial expression is proposed
to result from coding dynamic facial features (Fitousi and Wenger, 2013). Early
brain lesion and neuroimaging studies suggested that face identity and expression
are independent dimensions (Tranel et al., 1988). Studies suggested a complete
separation of identity and expression systems after the completion of a structural
encoding stage and that identity and expression are represented and processed by
separate systems that process faces in parallel (Bruce and Young, 1986; Bruyer
et al., 1983). Accordingly, Haxby et al. (2000) argue that invariant features, such
as identity, and dynamic features, such as facial expression, are computed by
separate regions of the brain.
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However, new evidence from recent findings indicates that these systems
operate interdependently (Pell and Richards, 2013), thus suggesting that identity
and expression are more closely connected than previously thought. Indeed, it has
been argued that common-codings of face stimuli can respond to both identity
and expression related features, suggesting that the underlying processes can
indeed interact (Ganel et al., 2005; Kadosh et al., 2016; Rhodes et al., 2015).
Furthermore, Ganel and Goshen-Gottstein (2004) found that familiarity of faces
increases the perceptual inter-dependence of identity and expression recognition.
They suggested that differences between the facial configurations of individuals
should lead to systematic differences in the way emotions are expressed by people.
For this reason, every individual can express each facial expression in a unique
way. Knowledge of the identity of the observed subject can therefore facilitate the
process of his or her facial expression.

From a computational perspective, Calder et al. (2001) supported the plau-
sibility of common codings for both identity and expression. They demon-
strated that a multidimensional space derived from a Principal Component
Analysis (PCA) (Turk and Pentland, 1991) can provide a set of components
being either identity-independent, expression-independent or identity-expression-
interdependent (Calder and Young, 2005). Their results demonstrated that this
common representation can support both identity and expression recognition and
that the representations of identity and expression partially overlap. However, in
order to perform identity and expression recognition, the authors used two distinct
latent discriminant analysis (LDA) modules, one choosing the best components
to support identity recognition, whereas the other choosing the best components
to support expression classification. In this chapter, I will show that it is possible
to realise similar inter-dependencies within a single face-space representation.

5.2 The Face-Space Duality Hypothesis
In the previous sections I suggested:

(i) A multidimensional spatial representation of faces, the face-space, to be a
plausible model for explaining many face perception phenomena;

(ii) Traditional research in face perception proposing neural areas able to promote
separation between invariant and dynamic facial features, which facilitates
identity and expression recognition through distinct processes happening in
parallel;
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(iii) A modern understanding of face perception, proposing interdependencies
between codings of invariant and dynamic facial features;

Points (ii) and (iii) appear to suggest different perspective, which may be
difficult to unify in a single hypothesis. However, in this chapter I introduce the
‘face-space duality hypothesis’, aiming to reduce this conflict by suggesting that:

Hypothesis 5.1 Face stimuli can be encoded according to their perceived proper-
ties in a multidimensional dual face-space (i). This multidimensional representa-
tion has a twofold structure enhancing the separation of dynamic and invariant
features of the face (ii), although underlying common codings for both dynamic
and invariant facial features (iii). This dual face-space is able to facilitate facial
expression and identity classification of novel face stimuli.

5.2.1 Modelling the Hypothesis
Consider a D-dimensional face stimulus xi shaped as a column vector of a matrix
X containing a set of N observed face stimuli. Consider also a corresponding
d-dimensional point yi of a multidimensional psychological face-space shaped as a
column vector of a matrix Y containing the d-dimensional representations of the
face stimuli in X. The spatial representations in Y encode most of the original
information of the input face stimuli in X and can be realised through a mapping
function S(X) 7→ Y .

I introduce the functions CE
D : RD×N → N and CI

D : RD×N → N, respectively
providing the number of correctly classified facial expressions and identities from
a set of N novel face stimuli xi having dimension D and shaped as column
vectors of the matrix X. I also introduced the functions CE

d : Rd×N → N and
CI

d : Rd×N → N, respectively providing the number of correctly classified facial
expressions and identities from a set of N novel face stimuli yi represented as
points of a d-dimensional face-space and shaped as column vectors of the matrix
Y . Finally, I introduce a permutation function σ : Ra×b → Ra×b sorting the
column vectors

[
m1, . . . ,mb

]
of a matrix M in the inverse order:

σ(M) = M̃ =
 m1 m2 m3 . . . mb

mb mb−1 mb−2 . . . m1

 (5.1)

I make use, here and for the rest of the chapter, of the superscript ·̃ to denote a
matrix to which is applied the permutation in Equation 5.1. Then, given the set
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of perceived face stimuli X and the associated face-space codings Y , the mapping
function S is defined such that:

1. S(X) 7→ Y ;

2. CE
d (Y )≫ CE

D(X);

3. CI
d (Ỹ )≫ CI

D (X);

In other words, the face-space duality hypothesis assumes a function S able to
map the perceived properties of face stimuli onto a psychological multidimensional
space having a twofold structure. This new representation results in codings
Y =

[
y1, y2, . . . , yn

]
and associated permutations Ỹ =

[
ỹ1, ỹ2, . . . , ỹn

]
able to

support significantly higher recognition rates, compared to basic features matching
strategies implemented on the original stimuli X.

The rationale behind this idea is that this twofold face-space, in order to
maximise the separation between dynamic and invariant features of the face in a
single multidimensional representation, will order the components of the resulting
space in such a way that the first ones will mostly encode dynamic features of the
face, whereas the latter will mostly encode invariant features of the face. Therefore,
the resulting face-space would provide a single multidimensional representation
(as per point (i) of Hypothesis 5.1) able to facilitate expression and identity
classification (as per point (ii) of Hypothesis 5.1), although under a common
coding where invariant and dynamic features of the face are inter-dependent (as
per point (iii) of Hypothesis 5.1). Figure 5.1 shows an example of the rationale
behind the proposed hypothesis.

As I will show in the following sections, the hypothesis is plausible from a
computational perspective.

5.3 Dimensionality Reduction Models
The previously introduced mapping function S can be modelled as a dimensionality
reduction mapping function. A dimensionality reduction function maps a high-
dimensional signal onto a point of a low-dimensional space. For example, consider
an image of a face having resolution 100 × 100 pixels. This observed signal is
represented by a set of pixels and can be posed as a column vector xi of dimension
D = 10000. Dimensionality reduction models provide a mapping function S :
RD×1 → Rd×1, with d ≪ D , such that the low-dimensional representation
yi = S(xi) is able to explain the observed data xi (Yan et al., 2007).
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Figure 5.1 The dual face-space presents a twofold structure: on one side the
components of the space allow observations with similar facial configurations
to lie within close spatial locations (↕), whereas at the same time “repulsing”
observations of similar identities away (⊣ ⊢); on the other side, the components of
the proposed space allow observations of similar identities to lie in close locations,
whereas at the same time “repulsing” observations of similar facial configurations
away. This facilitates respectively facial expression and identity recognition, under
common multidimensional codings.

Linear dimensionality reduction techniques make use of a linear projection
matrix V ∈ RD×d in order to map the high dimensional observed sample onto
the low-dimensional target space. So the projection yi of an observation xi can
be computed as yi = V ⊤xi. When V is an orthogonal matrix, an approximation
of the original observation can be reconstructed from its projection: xi ≈ V yi.
The projection matrix V can be estimated by solving an objective function. The
objective function models desired constraints that the structure of the target
low-dimensional space is required to satisfy.

For the purposes of this dissertation, I limit the investigation in providing an
implementation of the proposed hypothesis through linear dimensionality reduction
techniques. As I will show in the remainder of this chapter, this choice is sufficient
to validate my hypothesis. However, it is not my intention to suggest that face
processing capabilities in humans are shaped as linear dimensionality reduction
algorithms. Rather, in this chapter, I propose that, from a computational level of
analysis, face-space representations can plausibly exhibit a twofold structure, as
suggested by Hypothesis 5.1.
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5.3.1 Graph-based Dimensionality Reduction Framework

In this work I adopt the framework of Yan et al. (2007) used to unify many
dimensionality reduction models available in the literature, which briefly introduce
below. Let X = [xi, . . . , xn] be a matrix of the N observations represented as
column vectors with dimension D . The structure of the target low-dimensional
space can be constrained by a similarity matrix W and a penalty matrix W (p).
For each pair of samples (xi, xj), the similarity matrix Wij encodes the associated
non-negative similarity measure, whilst the penalty matrix W

(p)
ij encodes the

related penalty measure. This penalty measure can be used as a repulsive force
between pairs of samples to prevent samples with high similarity but belonging to
different classes from being placed in close proximity in the low-dimensional space
(Kokiopoulou and Saad, 2009). The similarity and penalty matrices define two
graph structures over the input data, thus the name ‘graph-based’.

Let D and L respectively denote the objective diagonal matrix and the objective
Laplacian matrix. These matrices can be defined as:

Dii =
∑

j

Wij, L = D −W (5.2)

and similarly the penalty diagonal matrix D(p) and the penalty Laplacian matrix
L(p) as:

D
(p)
ii =

∑
j

W
(p)
ij , L(p) = D(p) −W (p) (5.3)

The main property of a Laplacian matrix is that for any matrix X of N column
vectors xi we have that:

Tr(XLX⊤) = 1
2

N∑
i

N∑
j

Wij∥xi − xj∥2
2 (5.4)

with Tr(·) denoting the matrix trace operator and ∥ · ∥2
2 denoting the Frobenius

norm. Then, when an objective function is specified by means of similarity
and penalty measures over each pair of samples (xi, xj) to be reflected in the
corresponding encodings (yi, yj), it is possible to set the previously defined
similarity and penalty matrices W,W (p), and determine the optimal mapping
matrix V ⋆ by solving the following objective function:

V ⋆ = arg min
V ∈RD×d

Tr(V ⊤XLX⊤V )
Tr(V ⊤XL(p)X⊤V ) (5.5)
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Unfortunately, there is no closed-form solution to this optimisation problem
(Ngo et al., 2012). However, the problem can be solved numerically with iterative
algorithms whenever the matrix XL(p)X⊤ is positive definite. The resulting
optimal solution V ⋆ is unique up to unitary transforms of the columns (Ngo et al.,
2012).

To ensure that the matrix XL(p)X⊤ is positive definite, the process is usually
split into two phases:

1. given a dimension D ′ < N , the observations X are provided in input to a
PCA, and a first mapping matrix Vpca ∈ RD×D′ is estimated;

2. the samples X̄ = V ⊤
pcaX are provided as input to the objective function in

(5.5) and the optimal mapping matrix V ⋆ ∈ RD′×d is estimated.

Hence, the overall mapping matrix able to reduce the dimensionality from
dimension D to dimension d and to perform the constraints specified in the
objective function (5.5) is given by:

Voverall = VpcaV
⋆ (5.6)

5.4 Model Implementation
Consider a set X of N observations of frontal faces. Each observation consists
of D pixel values, shaped as a D × 1 vector. In this chapter, I limit the imple-
mentation and evaluation of the model for observations varying in identity and
facial expression only, thus not considering additional dynamic features of the face
(e.g. illumination and viewpoint). However, the model can be easily extended to
accommodate other dynamic features of the face stimuli, as I will briefly explain
in the following Section 5.4.1.

I set a dimension d < N ≪ D and I estimate a mapping matrix Vpca ∈ RD×d

by submitting the samples X to a PCA, thus obtaining the corresponding PCA-
encodings X̄ = V ⊤

pcaX. I aim to estimate another mapping matrix V ⋆ ∈ Rd×d,
such that the final overall matrix Voverall = VpcaV

⋆ validates the suggested duality
hypothesis.

Denote the identity class of the sample x̄i with I (x̄i) and the facial expression
class of the sample x̄i with E (x̄i).

Before proceeding with designing the appropriate similarity and penalty ma-
trices able to implement the proposed dual face-space via Equation 5.5, it is
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Figure 5.2 Some examples of prototypes. On the left are two prototypical identities
(F05 and M07) in which expression-related features are reduced, whereas on the
right are two examples of prototypical facial expressions (happiness and surprise).

important to note that invariant features of the face extend to more regions of the
face than dynamic ones, thus explaining most of the variance in the considered
dataset of observations (Turk and Pentland, 1991). Hence, most of the variance in
face stimuli relates to identity (Turk and Pentland, 1991), and it is likely to expect
that, at least on average, faces with same identity and different facial expression
would vary less (i.e. they are more similar) than faces with the same facial expres-
sion but different identity. This means that during facial expression classification
the identity can potentially introduce a bias on the samples (the identity-bias),
thus increasing their similarity and reducing their distance in the face-space even
when they belong to a different class of facial expression (Sariyanidi et al., 2015).

Therefore, as a first step of the proposed implementation, I design the similarity
matrix to encourage pairs of samples associated with the same facial expression to
be in close proximity in the resulting space, and the penalty matrix to provide a
repulsive force between pairs of samples belonging to the same identity. This would
result in maximising the separation between dynamic and invariant components
of the face, thus facilitating the classification of facial expression.

Accordingly, I define the similarity matrix W E as:

W E
ij =


1

nEi
, if E (x̄i) = E (x̄j)

0, otherwise.
(5.7)

where nEi
is the number of samples in X̄ belonging to facial expression class E (x̄i).

Similarly, I define the penalty matrix WI as:

WI
ij =


1

nIi
, if I (x̄i) = I (x̄j)

0, otherwise.
(5.8)

where nIi
is the number of samples in X̄ belonging to identity class I (x̄i).
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Then, the objective function in Equation 5.5 becomes:

arg min
V ∈Rd×d

Tr(V ⊤X̄(IN −W E )X̄⊤V )
Tr(V ⊤X̄(IN −WI )X̄⊤V )

(5.9)

By using the similarity and penalty matrices in Equations 5.7 and 5.8, the
resulting Laplacians becomes L = IN − W E and L(p) = IN − WI , with IN

a N × N identity matrix. Hence, these Laplacians behave as block centering
matrices. These matrices remove respectively the corresponding prototypical
facial expression (i.e. an average identity showing the averaged facial expression)
and the corresponding prototypical identity (i.e. the considered identity showing
a neutral facial expression) from samples X̄ (see Figure 5.2 for examples of
prototypical expressions and identities obtained by averaging samples from the
dataset presented in Section 5.5).

In fact, since a centring matrix is symmetric idempotent and Tr(AA⊤) = ∥A∥2
2,

the objective function in Equation 5.9 is equivalent to:

arg min
V ∈Rd×d

∥V ⊤X̄ − V ⊤X̄W E ∥2
2

∥V ⊤X̄ − V ⊤X̄WI ∥2
2

(5.10)

Thus, the objective function in Equation 5.10 (and so equivalently the one in
Equation 5.9) attempts in minimising the distances between the encodings Y =
V ⊤X̄ and their corresponding prototypical facial expressions Y E

proto = V ⊤X̄E
proto =

V ⊤X̄W E , while maximising their distances with respect to the prototypical identity
Y I

proto = V ⊤X̄I
proto = V ⊤X̄WI , overall facilitating expression recognition.

This means that the suggested weight matrices promote a norm-based space,
namely a space described in terms of distances between points coding the input
observations, and respectively centroids coding their prototypical facial expression
and identity.

The objective function in Equation 5.9 can be solved by the iterative algorithm
proposed by Ngo et al. (2012). Given the matrices ME = X̄(IN −W E )X̄⊤ and
MI = X̄(IN −WI )X̄⊤ the optimal mapping matrix V ⋆ can be found through
the Algorithm 5.1. Because this algorithm returns an orthogonal matrix, the
resulting mapping can be reversed by simple matrix transposition.

From Algorithm 5.1, it is possible to note that the optimal mapping matrix V ⋆

results to be the set of eigenvectors related to the smallest eigenvalues of G(ρ⋆),
with ρ⋆ being the result of the trace ratio in Equation 5.9 when posing the optimal
solution V ⋆. If, instead of taking the eigenvectors associated with the smallest
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Data: Matrices ME , MI , a maximum number of iterations K and a
tolerance ϵ.

Result: A mapping matrix V of dimension D × d.
V ← ID×d;
for i← 1 to K do

ρ← T r(V ⊤ME V )
T r(V ⊤MI V ) ;

G(ρ)←ME − ρMI ;
Compute the smallest (for minimisation) or largest (for maximisation) d
eigenvalues [λ1, . . . , λd] ≡ Λ of G(ρ) and associated eigenvectors
[v1, . . . , vd] ≡ V ;

if |∑d
j=1 Λ| < ϵ then

break;
end

end
Algorithm 5.1: Newton-Lanczos algorithm for optimisation of objective
function in Equation 5.9.

eigenvalues, we take the eigenvectors associated with the largest eigenvalues, it is
possible to get the optimal solution for the following objective function:

arg max
V ∈Rd×d

Tr(V ⊤X̄(IN −W E )X̄⊤V )
Tr(V ⊤X̄(IN −WI )X̄⊤V )

(5.11)

By using simple properties of trace and eigenvalues, it follows that the objective
function in Equation 5.11 can be equivalently posed as:

arg min
V ∈Rd×d

Tr(V ⊤X̄(IN −WI )X̄⊤V )
Tr(V ⊤X̄(IN −W E )X̄⊤V )

(5.12)

Similarly to Equation 5.9, the objective function in Equation 5.12 is equivalent
to:

arg min
V ∈Rd×d

∥V ⊤X̄ − V ⊤X̄WI ∥2
2

∥V ⊤X̄ − V ⊤X̄W E ∥2
2

(5.13)

Thus, dual to the previous scenario, the objective function in Equation 5.13
(and equivalently the ones in Equations 5.11 and 5.12) attempts in minimising the
distances between the encodings Y = V ⊤X̄ and their corresponding prototypical
identities Y I

proto = V ⊤X̄I
proto = V ⊤X̄WI , while maximising their distances with

respect to the prototypical facial expression Y E
proto = V ⊤X̄E

proto = V ⊤X̄W E , overall
facilitating identity recognition.
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Since the eigenvectors of V ⋆ are estimated from the same matrix G(ρ⋆) =
ME − ρ⋆MI in both the objective functions in Equation 5.9 and Equation 5.11,
the components of the two spaces are the same, but differing by order.

In other words, given V ⋆ as the optimal matrix resulting from objective function
in Equation 5.9 it is easy to get the optimal matrix Ṽ ⋆ of the objective function in
Equation 5.11, defined as a matrix with the same components of V ⋆, but arranged
in an inverse order (as per permutation in Equation 5.1).

Finally, given the matrix Vpca ∈ RD×d and the matrix V ⋆ ∈ Rd×d it is
possible to estimate the final mapping matrix Voverall of the face-space through
Equation 5.6, which leads respectively to the mapping Y = V ⊤

overallX and the
associated permutated mappings Ỹ = Ṽ ⊤

overallX as suggested by the present
hypothesis. This was achieved by modelling a single mapping function, in this
chapter implemented via the objective function in Equation 5.9, which integrates
identity and facial expression features together in a norm-based dual face-space.

It is important to note that this may not be the only way to implement the
desired properties of this space promoted by the mapping function S (for example it
can be generalised to non-linear models). Furthermore, the neural implementation
of this hypothesis may not resemble the present computational implementation.
However, the aim of this chapter is to validate, from a computational level, a more
general hypothesis suggesting a twofold structure of the face-space promoting
both facial expression and identity recognition and not its neural realisation.

5.4.1 Generalising to Other Dynamic Facial Features
The proposed implementation can be easily generalised to accommodate other
dynamic features of the face, such as variation in illumination and in viewpoint.

Denote P (d) = {P(d)
1 , . . . ,P(d)

N } a set of N dynamic properties displayed by
the considered face stimuli X̄. Then, each property P(d)

i can be described as a
function P(d)

i (x̄) 7→ Ci, attributing to a face stimulus x̄ a class in Ci = {c1
i , . . . , c

q
i},

defined as the set of the possible classes realisable by the property P(d)
i .

Then, the function E (x̄) introduced in the previous section (and so the simi-
larity matrix in Equation 5.7) can be generalised to attribute to a face stimulus x̄
a set of classes {ca

1, c
b
2, . . . , c

c
N} for each dynamic property in P (d), which will be

denoted with Ca,b,...,c
(d) . Thus, if the sets of classes of two stimuli x̄i and x̄j would

differ of at least one element, the corresponding edge W E
ij would be set to 0.

For example, suppose to consider the dynamic properties facial expression
P(d)

exp and viewpoint P(d)
view. The facial expression is classified into the six basic
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emotions, thus possibly realising the classes canger
exp , cdisgust

exp , cfear
exp , chappiness

exp , cneutral
exp ,

csadness
exp , and csurprise

exp . The viewpoint is classified as frontal, side left and side right,
thus possibly realising the classes cfrontal

view , cleft
view, and cright

view . Thus, a face stimulus
of a frontal happy face will be allocated to the class Cfrontal,happy

(d) , whereas a face
stimulus of a side left happy face will be attributed to the class C left,happy

(d) , which
will result in two differing sets of classes and consequently leading to a missing
edge in the similarity matrix W E .

5.5 Hypothesis Validation

I further validate the present hypothesis by using images from the Karolinska
Directed Emotional Faces (KDEF) dataset (Lundqvist et al., 1998). The dataset
contains static images of 70 subjects—35 female and 35 male—exhibiting 7 different
prototypical facial expressions of basic emotions (anger, disgust, fear, happiness,
neutral, sadness and surprise). The pictures are taken in different face orientations
and in two different sessions (A and B). I used this dataset for my study since
commonly used in face perception and processing studies. In addition, the face
stimuli from this dataset are already aligned and they do not present extreme
illumination variation. These features are important considering I assumed face
detection and normalisation mechanisms to be given and not investigated in my
dissertation.

I used the frontal pictures taken in session A. The facial region was extracted
from the images and its resolution reduced to 80 × 80 pixels. Eyes and mouth
were at approximately the same position. Illumination variations were reduced
by applying a simple equalisation process to the images (the histeq function in
Matlab software2). The data was first pre-processed by submitting the pixels of
the images in input to a PCA, as explained previously. In the first experiment
were retained the components able to explain 95% of the variance of the original
data resulting in 200 components, while in the second experiment were retained
the data explaining the 85% (so reducing the number of components and facilitate
the visual inspection of the resulted plot) resulting in 100 components.

I performed two experiments: the first to test the ability of the proposed
face-space in promoting both identity and expression recognition, and the second
to demonstrate the twofold nature of the resulting face-space.

2https://au.mathworks.com/products/matlab.html

https://au.mathworks.com/products/matlab.html
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(a) Expression recognition task (b) Identity recognition task

(c) Best recognition rates for each expression

Figure 5.3 Performance of the proposed dual face-space model. For each dimension
and considered model, in each of the 10 cross-fold iterations each face sample was
assigned to one of the 7 expressions (a) or one of the 70 identities (b) depending on
the recognition task. In (a) and (b) each point of the plots shows the recognition
accuracy for a specific dimension averaged among the 7 expressions (a) or 70
identities (b). The error bars depicts the standard error of the mean (SEM). In (c)
are collected the recognition rates of each facial expression for each model during
the expression recognition rate. In the case of the PCA and face-space model the
dimensions having the best recognition performance led to the selection of the
recognition rates depicted in the bar plot.

5.5.1 Identity and Facial Expression Recognition

The first experiment tests the ability of the present implementation to support
subsequent processes of identity and facial expression recognition. I used a 10-fold
cross validation approach. For each iteration, I divided the data by taking one
fold as the test set and the rest for model training.
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Accuracy mean (%) Accuracy SME (%) Best dimension
Baseline 68.57 7.44 N/A
PCA 68.78 7.4 145
Dual face-space 80.41 4.59 35

Table 5.1 Expression recognition rates for the best dimensions among the compared
models.

With each training data, I estimated the mapping matrix Voverall as per Equa-
tion 5.9 and Equation 5.6. Then I mapped each test data onto the corresponding
face-space, thus obtaining the encodings Y E = V ⊤

overallX and Y I = Ỹ E = Ṽ ⊤
overallX

respectively used during the expression and identity recognition tasks. Recall that
Ṽ is a matrix V with its columns selected in an inverse order, and that Ỹ E is a
set of codings with components permutated as per permutation in Equation 5.1.

The classification was performed using the nearest neighbour algorithm on
three multi-dimensional spaces derived from the three compared approaches: a
baseline approach, a PCA model and the suggested face-space model. Specifically,
the baseline approach considers each face sample xi as a point in the D-dimensional
observation space, with D being the number of pixels of the image sample and
each pixel value being one coordinate of such space; the PCA model compresses
each face sample xi in a d-dimensional vector x̄i preserving as much information
as possible (i.e. 95% of the original information leading to a space having 200
components); the dual face-space transforms the d-dimensional PCA compressed
vector x̄i in a new d-dimensional vector yi reflecting the desired constraints
encoded in the two weight matrices W E and WI . For each sample xi, x̄i and yi I
computed the Euclidean distances with respect to the centroids of each class (i.e.
the prototypical identities in the case of identity recognition or the prototypical
expressions in the case of facial expression recognition) in the corresponding space
(i.e. respectively the observation space, the PCA space, and the dual face-space)
and selected the label associated with the centroid having the lower distance to
the sample. For the encodings x̄i and yi I repeated this process for each dimension
k = [1, . . . , 200] by taking only the first k components of the encodings. I computed
the recognition rate for each considered expression or identity, depending on the
recognition task, among each cross-fold iteration and averaged their classification
accuracy.

The results of facial expression and identity recognition are shown, respectively,
in Figure 5.3a and Figure 5.3b. This face-space realised through a single process
integrating invariant and dynamic facial features facilitates both identity and
expression recognition capabilities as compared to basic feature matching strategies,
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Accuracy mean (%) Accuracy SME (%) Best dimension
Baseline 86.53 1.72 N/A
PCA 86.33 1.71 115
Dual face-space 94.49 1.17 65

Table 5.2 Identity recognition rates for the best dimensions among the compared
models.

such as a simple PCA of pixels similarities as in the baseline approach. Tables 5.1
and 5.2 summarises the recognition rates for the best dimensions of the compared
models. We can also notice that the PCA approach does not overcome the baseline
approach. This means that the PCA is only capable of reducing the dimensionality
of the face stimuli, but it is not capable of providing an optimised representation
facilitating the classification of new face stimuli. Another fact we can observe is the
drop in performance of the dual face-space when considering almost all the spatial
components. This effect is likely due to additional noisy information introduced
by the last components (i.e. approximately from component #160). In fact, the
structure of the dual face-space leads to a separation between the components
related to invariant aspects of the face (i.e. identity recognition oriented) and the
components related to dynamic aspects of the face (i.e. expression recognition
oriented). The components more relevant to the specific classification task are
posed as the very first components of the resulted face-space. Thus, using early
components of the obtained space would lead to a rapid gain in classification
accuracy, followed by a steady accuracy rate due to the lack of new significant
information and ending with a drop in the accuracy rate due to noise introduced by
components not relevant to the current classification task. Figure 5.3c compares
the best recognition rates for each facial expression among the considered models.
The proposed face-space model overcomes the baseline approach and PCA for
each considered facial expression. These results demonstrate the versatility of the
dual face-space in addressing the classification of different facial expressions.

5.5.2 Face-Space Twofold Structure

I was able to confirm the present hypothesis on the twofold structure of the
face-space using the dataset presented previously in Section 5.5. I estimated the
mapping matrix Voverall as per Equation 5.9 and Equation 5.6 using the full dataset
as training data. In order to map an observation xi onto the face-space, it is
possible to select k ≤ d components of the mapping matrix Voverall, thus realising
a k-dimensional representation yi. This new representation can converge to the



168 5. FACE IDENTITY DISCRIMINATION VIA A DUAL FACE-SPACE

Figure 5.4 Components used in recognition tasks

right class or misclassify it. In this experiment, I want to count how many times
a set of k components of the mapping matrix Voverall are sufficient to correctly
classify a facial expression or a facial identity of each considered sample.

Given the matrix Voverall = [v1, . . . , vd] the minimum set of expression compo-
nents for a sample xi is the smallest set Vimin

= [v1, . . . , vk] such that yi = V ⊤
imin

xi

is classified with the correct expression label E (xi) through nearest neighbour
algorithm, as in the previous experiment.

Similarly, given the matrix Ṽoverall = [vd, . . . , v1] the minimum set of identity
components for a sample xi is the smallest set Ṽimin

= [vk, . . . , v1] such that
yi = Ṽ ⊤

imin
xi is classified with the correct identity label I (xi) through nearest

neighbour algorithm, as in the previous experiment.
For each sample xi I computed its minimum set of expression and identity

components. Then, I set nE
k the number of times the component k was included

in the minimum sets of expression components and nI
k the number of times

the component k was included in the minimum sets of identity components. I
computed the final results for expression and identity and for each component k
as fE

k = log(nE
k

N
× 100 + 1) and fI

k = log(nI
k

N
× 100 + 1), with N the number of

samples in the dataset (i.e. 490). The logarithm is used for better readability of
the results. The resulting log-frequencies are illustrated in Figure 5.4.

From the results, it is possible to clearly see two peaks placed in the extremes of
the face-space components. There are expression components clearly independent
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from identity components (components #1 to #52), components shared among
expression and identity classification tasks (components #53 to #99) and just
one identity component independent from expression ones (component #100).

Crucially, these results are in agreement with the study of Ganel and Goshen-
Gottstein (2004), which suggest that expression is perceptually separable from
identity, but identity is not perceptually separable from expression. This experi-
ment further supports the proposed twofold structure of face-space as suggested
by the face-space duality hypothesis.

5.6 Conclusions
The final aim of this dissertation is to demonstrate that sensory-motor information,
possibly provided in forms of bodily formatted representations, does not limit
in facilitating facial affect recognition, but it can be used (and I suggest it is
sufficient) to promote facial identity discrimination mechanisms. This means that
my thesis argument requires a tool able to explain facial identity discrimination
mechanisms providing a link to the embodied mechanisms modelled in Chapter 4.

Hence, in this chapter, I extended a conceptual tool, the face-space, widely
used in the literature to explain face perception phenomena. This framework is
specifically designed to represent invariant features of the face in a multidimensional
psychological space. Thus, it is of particular importance to explain facial identity
discrimination capabilities.

Unfortunately, the traditional formulation of the face-space framework ne-
glects the integration of dynamic facial features. This is a significant limitation
preventing:

1. the explanation of facial affect recognition mechanisms within a single model
integrating both invariant and dynamic features of the face, as suggested by
modern findings in face processing;

2. a link between the sensory-motor information provided by embodied mecha-
nism and a psychological space for facial identity discrimination, necessary
to validate the argument of the present dissertation.

Thus, here I provided a hypothesis, the duality hypothesis, demonstrating
that the face-space framework can be extended to accommodate both invariant
and dynamic features of the face under common codings of the same multidimen-
sional face-space. In particular, the proposed representation results in a twofold
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structured multidimensional space, which I call the dual face-space. Reading the
components of this space from one direction facilitates facial affect recognition ca-
pability, whereas reading the components of this space from the opposite direction
promotes facial identity discrimination capability. I validated the face-space dual-
ity hypothesis, from a computational perspective, through a formal mathematical
presentation, by considering a general dimensionality reduction framework. The
hypothesis was further supported by experimental data. Specifically, the provided
face-space model is capable of enhance facial expression and identity recognition
accuracy as compared to other basic feature matching approaches.

However, the model was tested on a limited set of face samples with low or
no variations in illumination, viewpoint, obstructing features and other dynamic
features not related to the facial expression. In addition, the dataset included only
one sample for each facial expression of each individual. Adding more samples of
the same facial expression for the same individual under different conditions or
presenting temporal relationships may further facilitate individuation (Xiao et al.,
2014; Yankouskaya et al., 2014). Finally, this model cannot provide answers to
differences in face processing between gender, since the present model does not
take into account such variable. These acknowledged limitations can be addressed
by future studies by extending the proposed model and testing it on more extended
datasets.

In Chapter 4, I provided a plausible computational account modelling embodied
mechanisms able to promote the classification of facial sensory-motor dynamics.
These mechanisms are suggested to be at least partially innate (Meltzoff and
Decety, 2003) and refined through sensory-motor learning (Catmur et al., 2007).
Unfortunately, information about the displayed facial configuration, available via
the suggested embodied mechanisms, is not sufficient to implement the proposed
twofold face-space. In fact, in order to computationally implement the dual face-
space it is necessary to provide a training set of labelled data with information
about the facial expression and the identity exhibited by the face stimuli. For this
reason, in the following chapter, I will show that the proposed dual face-space can
be further generalised to necessitate only information about the facial dynamics,
without the need of knowing the identities exhibited by the training face stimuli
during the training process. This will eventually validate the thesis argument
proposed in this dissertation.
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You can get along very well in this world by
simply coming up with a quantity of reasonably
valid statements.

— B.F. Skinner —

6
Thesis Validation1

In Chapter 2, I discussed why face processing capabilities are of paramount
importance for the development of social skills. These capabilities are so critical
that infants show innate mechanisms preferentially orienting their attention to
face-like stimuli (Grossmann, 2015), thus enabling social exchanges with their
caregivers (Trevarthen, 2006). However, detecting a face is just one of the steps
necessary to promote social cognition skills. Indeed, humans need to attribute
an identity to the observed face stimulus (Palermo and Rhodes, 2007; Simion
and Di Giorgio, 2015) and to attribute mental states by interpreting the exhibited
facial motor configuration (Niedenthal et al., 2014).

In Sections 2.1.6 and 2.2, I reported studies showing newborns’ ability to
match observed facial motor configurations via imitative behaviour, even well
before the development of early cognitive capabilities (Meltzoff and Moore, 1983,
1992) and an experiment demonstrating that dynamic facial information facilitates
face recognition from early stages of life (Leo et al., 2018). In Chapter 2, I
reported literature proposing that facial expression recognition can be mediated
by rudimentary imitative mechanisms available since the very beginning of life and

1Part of this chapter is an adaptation of “Vitale, J., Williams, M.-A., and Jonhston, B.
(2017). Facial motor information is sufficient for identity recognition. In 39th Annual Meeting
of the Cognitive Science Society , pages 3447–3452”.
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refined through reciprocal social exchanges between the caregiver and the baby
(Iacoboni, 2009). Infants’ imitative behaviour can be plausibly realised by neural
mechanisms mapping sensory information of the observed facial configuration into
a proprioceptive motor format (Gallese and Caruana, 2016; Iacoboni, 2009), as I
demonstrated in Chapter 4.

In Section 2.2.2, I discussed that face identity processing capabilities are not
entirely innate, but they follow a developmental process (Grossmann and Vaish,
2009). Currently, facial identity processing development is not yet well understood.
For example, we do not know yet how and where in the face processing hierarchy
representations of invariant (e.g. identity) and dynamic (e.g. motor configuration)
features interact (Simion and Di Giorgio, 2015; Yankouskaya et al., 2014). To
propose how facial identity and expression representations interact, I provided
the dual face-space model in Chapter 5. I demonstrated that this face-space
having a twofold structure could accommodate both dynamic and invariant facial
features into a shared representation. This representation can facilitate both facial
expression and identity recognition capabilities.

In this chapter, I offer a new understanding of the face-space proposed in
Chapter 5 able to validate my thesis argument:

Sensory-motor information of face stimuli is sufficient to facilitate
the acquisition of face recognition capabilities because this information
is available early in life via embodiment mechanisms able to map
sensory information of novel face stimuli, encountered throughout
social exchanges, onto corresponding motor representations.

I suggest that to acquire face recognition skills it is sufficient to interpret the
motor configuration of observed face stimuli. This interpretation is likely to
be mediated by embodied simulation mechanisms, as described in Chapter 4.
Hence, as secondary contribution of this dissertation, I propose that face-space
representations acquired by using altered sensory-motor information would lead
to dysfunctional face processing capabilities. These results will support Hypothe-
ses 3.1 and 3.2 presented in Chapter 3, thus adding evidence advancing embodied
cognition theories.

In summary, in this chapter, I will show that:

1. It is possible to provide a computational explanation of a face-space repre-
sentation able to facilitate both facial expression and identity recognition
capabilities by only interpreting the motor information displayed by the
observed face stimuli;
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2. The interpretation of the facial motor information is plausibly shaped
by embodied simulation mechanisms. Thus, a dysfunctional embodiment
would realise altered motor information that would consequently impair face
processing skills at the core of social cognition development.

The two contributions of this chapter will promote a better understanding of face
processing mechanisms and advance embodied cognition research.

6.1 Summary of Previous Findings
In this section, I will provide a set of propositions summarising the key findings
illustrated so far. It is possible to validate each proposition by referencing to
previous results offered in this work. This process is necessary to connect the
evidence provided in the previous chapters in a single section, easily guiding the
reader throughout the validation of the proposed thesis and the offered auxiliary
hypotheses.

Denote with Xself a set of self-centred face stimuli describing the motor
potentials of the subject’s face (i.e. the potential facial configurations and poses
the subject can realise).

Proposition 6.1 The set Xself is sufficient to implement forward and inverse
mechanisms embodying observed face stimuli.
Proof: See the equations in Section 4.2 on page 125, their derivation in Sec-
tion 4.2.1 on page 127, and the implementation in Section 4.3 on page 130.

Denote with Φ a set of representations bodily in their format and with X a set of
observed face stimuli.

Proposition 6.2 The inverse embodied mechanisms map observed face stimuli
X into bodily formatted representations Φ.
Proof: See the Definition 2.23 of embodiment on page 56, the Definition 2.25 of
bodily formatted representations on page 57, and the implementation of the inverse
process in Section 4.3.2 on page 133 reflecting the provided definitions.

Proposition 6.3 The forward embodied mechanisms map bodily formatted repre-
sentations Φ of facial motor potentials into self-centred facial motor configurations
Xself .
Proof: See the implementation of the forward process in Section 4.3.2 on page
133, and the results in Section 4.4.2 on page 138.
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Denote with Xdev a set of novel face stimuli encountered during development, with
Φdev the corresponding bodily formatted representations, and with ℓXdev

the set
of motor configurations displayed by the face stimuli Xdev.

Proposition 6.4 It is possible to use the bodily formatted representations Φdev,
realised by embodying face stimuli Xdev via inverse mechanisms, to realise a set
ℓXdev

able to provide accurate interpretations of the motor configurations displayed
by the observed face stimuli Xdev.
Proof: See the classification performance in Section 4.4.3 on page 139.

Denote with EXdev
and with IXdev

respectively the set of facial expression classes
and the set of identity classes exhibited by the set of face stimuli Xdev.

Proposition 6.5 The face stimuli Xdev and the corresponding facial expression
and identity classes EXdev

and IXdev
are sufficient to implement a dual face-space

representation able to encode dynamic and invariant facial features under shared
codings.
Proof: See the mathematical presentation in Section 5.4 on page 159, and the
results in Section 5.5.2 on page 167.

Proposition 6.6 The realised face-space representation exhibits a twofold struc-
ture able to facilitate both facial expression and identity recognition capabilities.
Proof: See the mathematical presentation in Section 5.4 on page 159, and the
results in Section 5.5.1 on page 165.

This set of propositions summarises the key findings discussed in the previous
chapters of this dissertation.

6.2 Face Processing Development via Motor Infor-
mation

Given Proposition 6.5, in order to implement the proposed dual face-space, it
is necessary to know the set of facial expression classes EXdev

, and the set of
facial identity classes IXdev

exhibited by the training set Xdev. In Chapter 4, I
demonstrated that the set ℓXdev

is accurate enough to classify facial expressions
of novel stimuli, namely its classification of facial expressions is above chance
level and having significantly better accuracy as compared to a feature matching
baseline approach. Hence, ℓXdev

is a plausible approximation of the set EXdev
.
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Proposition 6.7 The set ℓXdev
interpreting the motor configuration of observed

face stimuli Xdev can plausibly approximate the facial expression classes set EXdev

corresponding to the face stimuli Xdev.
Proof: See the results in Section 4.4.3 on page 139 and how all the considered
expressions similarly present in EXdev

were classified by the model presented in
Chapter 4.

Since it is likely that the facial motor potentials Xself are hard-wired and available
from birth (Gallese, 2001; Meltzoff and Moore, 1983, but see also Section 2.2
and Section 2.3.4), the interpretations in the set ℓXdev

can be available early in
life by employing the embodied mechanisms (Boccignone et al., 2018) offered
in this dissertation (Proposition 6.4). This set can sufficiently approximate
the desired set of facial expression classes EXdev

(Proposition 6.7). Therefore,
Propositions 6.4 and 6.7 connect Chapter 4 to Chapter 5. This link significantly
advances the argument of this dissertation by proposing that face processing
capabilities can be plausibly shaped by embodied mechanisms.

Unfortunately, the present evidence is not sufficient to validate my thesis
argument. In fact, I showed that sensory-motor information, plausibly available
from the embodied mechanisms proposed in Chapter 4, can realise the set EXdev

necessary to implement the face-space promoting facial identity recognition pro-
posed in Chapter 5 but not the set IXdev

. Hence, in order to validate my thesis
there are two options available:

1. The sensory-motor dimension of embodied representations can also approxi-
mate the set IXdev

. Thus, the set IXdev
is available throughout development

and it supports the implementation of the proposed dual face-space facili-
tating facial identity recognition;

2. The set IXdev
is not necessary to implement the dual face-space.

The first option is highly implausible. In fact, if the sensory-motor dimension
of embodied representations can also approximate a set of the exhibited facial
identities, there is no reason to implement a face-space, since facial expression
and facial identity classification can be approximated by embodied mechanisms
available early in life. Thus, the face-space would result in an unnecessary
duplication.

The implausibility of the first option is further supported by modern literature
in face processing, which provides evidence in favour of a face-space representation
in humans able to explain phenomena underlying both facial expression and facial
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identity classification (Valentine et al., 2015). In addition, it has recently been
suggested that perceptual features of facial expression and identity in face stimuli
are processed inter-dependently (Ganel et al., 2005; Kadosh et al., 2016; Rhodes
et al., 2015). Finally, it is widely supported that facial identity recognition is not
an entirely innate capability, but it develops with experience, and it is biased by
the social environment in which the individual is situated (De Heering et al., 2010;
Goodman et al., 2007; Meissner and Brigham, 2001; Pascalis et al., 2002).

Therefore, the second option is the only plausible one, and I suggest to replace
Proposition 6.5 with the following proposition:

Proposition 6.8 The face stimuli Xdev and the corresponding facial expression
classes EXdev

are sufficient to implement a dual face-space representation able to
encode dynamic and invariant facial features under shared codings.

I also aim to demonstrate that Proposition 6.6 is still true under this new stand-
point.

Therefore, in the remainder of this section, I will provide a new framework, the
∆ face-space, and its implementation. I will demonstrate that this new face-space
representation can be implemented without knowing the set of identity classes
IXdev

. Thus, this tool will validate Proposition 6.8, while at the same time
maintaining Proposition 6.6 true, as I will show in Section 6.2.2.

6.2.1 The ∆ Face-Space
The objective of this section is to demonstrate that the dual face-space offered in
Chapter 5 can be implemented without knowing the set of identity classes IXdev

.
In Chapter 5, I showed that it is possible to implement the dual face-space

by solving the following objective function promoting the classification of facial
expressions:

arg min
V ∈Rd×d

Tr(V ⊤X̄(IN −W E )X̄⊤V )
Tr(V ⊤X̄(IN −WI )X̄⊤V )

(5.9)

and by making use of the following permutation function sorting the column
vectors

[
m1, . . . ,mb

]
of a matrix M in the inverse order:

σ(M) = M̃ =
 m1 m2 m3 . . . mb

mb mb−1 mb−2 . . . m1

 (5.1)

In fact, given V ⋆ as the optimal solution of the objective function in Equa-
tion 5.9, I demonstrated that the mapping matrix Ṽ ⋆ = σ(V ⋆) is the optimal
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solution of another objective function promoting facial identity discrimination:

arg min
V ∈Rd×d

Tr(V ⊤X̄(IN −WI )X̄⊤V )
Tr(V ⊤X̄(IN −W E )X̄⊤V )

(5.12)

The objective function in Equation 5.12 is dual to the objective function in
Equation 5.9. Thus, V ⋆ and Ṽ ⋆ share the same components but permutated in
the opposite order, giving rise to common codings able to facilitate on the one
hand facial expression classification (V ⋆), and on the other hand facial identity
discrimination (Ṽ ⋆).

The objective function in Equation 5.9 requires two weight matrices W E and
WI . To operationalise the weight matrix W E it is necessary the set EXdev

, whereas
to operationalise the weight matrix WI it is necessary the set IXdev

. Since in
this section I want to show that the set IXdev

is not necessary to implement the
face-space, the objective of this section narrows down to the following:

Objective. Find a weight matrix W∆ such that W∆ approximates WI and
implementing W∆ does not require the set IXdev

.

In this way the weight matrix WI in Equation 5.9 can be replaced by W∆

and realise the following objective function:

arg min
V ∈Rd×d

Tr(V ⊤X̄(IN −W E )X̄⊤V )
Tr(V ⊤X̄(IN −W∆)X̄⊤V )

(6.1)

The optimal solution of the objective function in Equation 6.1 is the mapping
matrix V ∆⋆. Thus, given a mapping matrix Vpca realised by submitting the training
data to a Principal Component Analysis (PCA) (Turk and Pentland, 1991), the
final mapping matrix for the ∆ face-space can be obtained as following:

V ∆
overall = VpcaV

∆⋆ (6.2)

The mapping matrix V ∆
overall is able to implement face-space representations

facilitating both facial expression and facial identity classification, although with-
out the need of knowing the identities exhibited by the training samples. In other
words, the face stimuli given as training samples to the ∆ face-space model need
to be labelled with an expression class, but there is no need to label them with
an identity class.
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Defining the New Weight Matrix

The weight matrix WI in Equation 5.9 is necessary to avoid that two face stimuli
sharing the same identity, but exhibiting different facial expressions, would get
placed to nearby locations of the face-space. This way it is possible to prevent their
misclassification within the same facial expression class. This misclassification can
easily happen since face stimuli of the same identity share most of their perceptual
features, and, on average, they are close-by in the perceptual space (Sariyanidi
et al., 2015; Turk and Pentland, 1991). This property possessed by face stimuli
can be used to our advantage to realise the desired weight matrix W∆.

For each of the N training face stimuli xi, shaped as column vectors i ∈
{1, . . . , N} of the matrix Xdev, I denote with ∆xi

the set containing the perceptual
distances δ(xi, xj) = ∥xi − xj∥ between the face stimulus xi and the other face
stimuli xj ∈ Xdev, with i ≠ j, exhibiting a different facial expression from the one
exhibited by xi:

∆xi
= {δ(xi, xj) | xj ∈ X ∧ xi ̸= xj ∧ E (xj) ̸= E (xi)} (6.3)

Since face stimuli of the same identity are perceptually close, their respective
distances would be, at least on average, well below their distances from face stimuli
with different identities. Then, given the mean µ∆xi

and standard deviation σ∆xi

of the distances included in the set ∆xi
it is possible to compute the set I ≈

i

described as follow:

I ≈
i = {xj | δ(xi, xj) < µ∆xi

− βσ∆xi
} (6.4)

where β is a parameter suggesting how many standard deviations below the mean
distance would be set the maximum threshold. In this work, β was set equal to 2.5
after empirical tests with face stimuli gathered from different datasets available in
face recognition literature. The resulting set I ≈

i includes most of the training
samples sharing the same identity of the sample xi.

The weight matrix W∆ can be realised as follow:

W∆
ij =


1

nI ≈
i

∪I ≈
j

, if xj ∈ I ≈
i ∨ xi ∈ I ≈

j

0, otherwise.
(6.5)

where nI ≈
i ∪I ≈

j
is the number of unique samples in the set I ≈

i ∪I ≈
j . The realised

weight matrix W∆ is clearly symmetric. Furthermore, since the weights on each
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row i of the matrix W∆ sum to 1, the weight matrix W∆, in a similar way to
matrices WI and W E , implements a Laplacian behaving as a block centring
matrix:

L∆ = IN −W∆ (6.6)

Thus, when the matrix W∆ is used in the objective function Equation 6.1, from
each sample in X will be subtracted the prototypical face obtained by averaging
the face stimuli with weight w > 0 on the corresponding row. Since on average
most of these face stimuli share the same identity of the associated training sample,
the resulting prototypical face will be similar to the one realised by using matrix
WI (i.e. the identity of sample x showing a neutral facial expression). Therefore,
the objective function in Equation 6.1 realises a norm-based space, similarly to
the objective function in Equation 5.9 (for a mathematical demonstration, please
refer to details in Section 5.4 on page 159).

In a similar way to what I suggested in Chapter 5, the objective function in
Equation 6.1 can be solved by the iterative algorithm proposed by Ngo et al.
(2012) and presented in Algorithm 5.1 on page 162. In the following section, I will
demonstrate that the mapping matrix V ∆

overall, obtained by solving the objective
function in Equation 6.1 and by posing it in Equation 6.2, is enough to implement
a dual face-space able to facilitate both facial expression and identity recognition
with performance comparable to the model proposed in Chapter 5. Importantly,
this new model does not require to label the training samples with an identity
label and it is not necessary to establish an a priori number of clusters, since
the weight matrices will force the topology of the resulting space to reflect the
desired distances. This will provide evidence in favour of Proposition 6.8, thus
being enough to validate the thesis argued in this dissertation.

6.2.2 Argument Validation

In this section I will evaluate the performance of the proposed ∆ face-space in
order to demonstrate that:

(i) It facilitates facial expression and identity recognition, although its imple-
mentation requires only the facial expression set EXdev

. This set is plausibly
realised by sensory-motor embodied mechanisms;

(ii) Its facial expression and identity recognition performance are comparable or
better to the ones of the dual face-space presented in Chapter 5.
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Providing evidence in favour of these statements is enough to validate Propo-
sition 6.8 and the proposed thesis argument.

Dataset

In order to maintain consistency with the previous chapter, I will evaluate the
model using the Karolinska Directed Emotional Faces (KDEF) dataset (Lundqvist
et al., 1998, please, refer to Section 5.5 on page 164 for more details). For the
present study I used frontal face stimuli similar to what I described in Chapter 5.
The facial region was extracted from the images and its resolution reduced to 80×80
pixels. Eyes and mouth were at approximately the same position. Illumination
variations were reduced by applying a simple equalisation process to the images
(the histeq function in Matlab software2).

The data was first pre-processed by submitting the pixels of the images in
input to a PCA, as explained in Section 5.4 on page 159. In all the experiments
were retained the components able to explain 95% of the variance of the original
data resulting in 200 components.

Procedure

The present experiment tests the ability of the novel ∆ face-space, implemented
without knowing the identity labels of the training stimuli, to support subsequent
processes of identity and facial expression recognition. For this experiment was
used a 15-fold cross validation approach. For each iteration, the data was split by
taking one fold as the test set and the rest for model training. The number of
folds was increased as compared to the experiments presented in Chapter 5 to
gather enough samples to run statistical analyses proposed in the remainder of
this section.

By using the training data, I estimated the mapping matrix Voverall of the
dual face-space proposed in Chapter 5 as per Equation 5.9 and Equation 5.6, and
the mapping matrix V ∆

overall of the ∆ face-space proposed in this chapter as per
Equation 6.1 and Equation 6.2. Then, each test sample was mapped onto the dual
face-space, thus obtaining the encodings Y E = V ⊤

overallX and Y I = Ỹ E = Ṽ ⊤
overallX,

respectively used during the expression and identity recognition tasks for the
dual face-space setting. Similarly, the ∆ face-space encodings were obtained
as Y ∆E = V ∆⊤

overallX and Y ∆I = Ỹ ∆E = Ṽ ∆⊤
overallX, respectively used during the

expression and identity recognition tasks for the ∆ face-space setting. Recall that
2https://au.mathworks.com/products/matlab.html

https://au.mathworks.com/products/matlab.html
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Accuracy mean (%) Accuracy SME (%) Best dimension
Baseline 68.16 7.08 N/A
Dual face-space 79.39 4.63 25
∆ face-space 82.04 3.4 15

Table 6.1 Expression recognition rates for the best dimensions among the compared
models.

Accuracy mean (%) Accuracy SME (%) Best dimension
Baseline 87.96 1.58 N/A
Dual face-space 94.90 1.16 65
∆ face-space 93.27 1.32 175

Table 6.2 Identity recognition rates for the best dimensions among the compared
models.

Ṽ is the matrix V with its columns disposed in an inverse order, and that Ỹ is
the set of codings Y having their components sorted in an inverse order.

The classification process used a nearest neighbour algorithm. For each sample
xi, yi and y∆

i were computed the Euclidean distances with respect to the centroids
of each class (i.e. the prototypical identities in the case of identity recognition or
the prototypical expressions in the case of facial expression recognition) in the
corresponding space (i.e. respectively the perceptual space, the dual face-space,
and the ∆ face-space) selecting the class associated with the centroid having the
lower distance from the sample.

For the encodings yi and y∆
i this process was repeated for each dimension

k = [1, . . . , 200] by taking only the first k components of the encodings.
In classifying each raw observation xi for a baseline comparison, I considered

all the pixel values of the input image as coordinates of points in a D-dimensional
space. This resembles a basic features matching strategy unmediated by the
proposed face-space frameworks.

Results

Figures 6.1a and 6.1b show, respectively, the results of facial expression (i.e. the 7
facial expressions) and identity recognition tasks (i.e. the 70 identities). Tables 6.1
and 6.2 summarises the recognition rates for the best dimensions of the compared
models. The results show that the novel ∆ face-space can still achieve better
facial expression and identity recognition rates compared to a baseline approach.
In addition, the recognition accuracy between the dual face-space model proposed
in Chapter 5 and the new ∆ face-space model are really modest.
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(a) (b)

(c) (d)

Figure 6.1 Comparative analysis of the models’ performance. (a,b) The average
recognition rates, among the 15-fold cross validation, for expression and identity
recognition along the different dimensions of the space. The error bars are the
standard error of the mean (SEM). (c,d) The recognition rates of each model
considering the most frequently predicted class of each test sample among the
predictions available in each dimensions k (mode) and during each of the 15
cross-validation tests for expression and identity recognition tasks. * p < .05.

For each of the 15 iterations the recognition rates of each dimension k =
[1, . . . , 200] were computed by taking only the first k components of the encodings
when classifying the test stimuli. For this reason, during each cross-validation
iteration, the dual face-space and ∆ face-space provided k predictions. In order to
get a single prediction for each test sample during each cross-validation iteration
(similarly to the baseline approach), for each test sample was selected the most
frequently predicted class (mode) among the available k predictions. For each
cross-validation iteration, I then computed the overall recognition rate in both
facial expression and identity recognition conditions. This resulted in 15 samples
for each considered model and task.
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My thesis argument will be invalid if the dual face-space model and ∆ face-space
model show significant differences in facial expression and identity recognition
rates, with the dual face-space showing better performance of the ∆ face-space.
Hence, I computed statistical analyses to test if there are such significant differences
and, if so, these differences lead the dual face-space to act better than the ∆
face-space. The distribution of the sampled recognition rates was first assessed for
normality using a D’Agostino’s K-squared test (D’Agostino and Pearson, 1973)
finding that the samples from both facial expression and identity tasks followed
a normal distribution (p-values respectively 0.7423 and 0.1198). The differences
between models were evaluated by a two-tailed Student’s t-test (Keppel, 1991) at
a significant level of α = 0.05. The t-test found a significant effect between the
dual face-space and the proposed ∆ face-space for the facial expression recognition
task (p-value=0.0031), but no effect for face identity recognition task between the
two models (p-value=0.1086). The effect size for the facial expression task was
assessed by computing Cohen’s d (Cohen, 1977). It resulted in a negative large
effect size (d = −0.92 < −0.8). Hence, this result reveals that the observed effect
refers to an enhancement, not an impairment, in facial expression classification
performance for the novel ∆ face-space compared to the dual face-space. The
t-tests on the differences between the proposed ∆ face-space and the baseline
approach found significant effects for both facial expression (p-value=2.0e−5) and
identity recognition tasks (p-value=0.0014), thus rejecting the null hypothesis for
both the two tasks. The Cohen’s ds suggested large effect size for both facial
expression and identity recognition tasks (facial expression d = 1.6 > 0.80, facial
identity d = 1.0 > 0.80).

6.2.3 Discussion

The present results demonstrate that to implement the proposed ∆ face-space it
is sufficient to interpret the sensory-motor information of face stimuli plausibly
available from embodied mechanisms. This face-space can still facilitate both
facial expression and identity classification. In particular, the statistical test on
facial identity recognition proves that there is no sufficient evidence to demonstrate
significant differences between the recognition rate of the two models, whereas the
statistical test on facial expression recognition demonstrates significant differences
between the two models, with the novel ∆ face-space performing better than
the dual face-space proposed in Chapter 5. This is an unexpected result since
the weight matrix W∆ used to implement the ∆ face-space introduces some
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misclassification errors with respect to the correct identity labels, contrary to the
optimal weight matrix WI used to implement the dual face-space, which used
ground truth identity labels. Thus, I expected to find no significant differences or
at most better performance for the dual face-space.

A possible explanation for this effect can be found in the intrinsic twofold
structure of the face-space deriving from the used objective functions. Since
the objective function in Equation 6.1 is defined as a minimisation of a ratio, it
is plausible to assume that noise in the denominator would lead to an optimal
solution facilitating more the constraint posed by the numerator at the expense
of the one posed by the denominator (Bolker, 1966). Nevertheless, the noise in
the denominator weight matrix was not enough to detect significant effects during
the facial identity recognition task. At present, the proposed explanation is not
definitive yet, and more investigations are needed to understand the real nature
of the observations.

In addition, since the statistical test between the ∆ face-space and the baseline
approach found significant differences with large effect size for both facial expression
and identity recognition, the ∆ face-space is still capable of promoting both
facial expression and identity recognition mechanisms compared to basic features
matching strategies.

Therefore, these results, together with the ones in Chapter 4 and Chapter 5,
are enough to validate the thesis proposed in this dissertation:

Sensory-motor information of face stimuli is sufficient to facilitate
the acquisition of face recognition capabilities because this information
is available early in life via embodiment mechanisms able to map
sensory information of novel face stimuli, encountered throughout
social exchanges, onto corresponding motor representations.

In fact:

• In this chapter I demonstrated that in order to implement a face-space pro-
moting facial expression and identity recognition capabilities to interpret the
sensory-motor information of face stimuli plausibly available from embodied
mechanisms, i.e. the set of facial expression labels exhibited by the face
stimuli;

• In Chapter 4, I demonstrated that this set could be plausibly approxi-
mated by sensory-motor embodied mechanisms realising bodily formatted
representations of face stimuli promoting classification;
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• The proposed embodied account can be implemented by using a set of self-
centred motor potentials. The literature presented in Chapter 2 provided
evidence suggesting that the neural mechanisms of such process are likely
available from birth, although experience and associative learning can refine
them.

6.3 Embodied Mechanisms Constitute Social Cog-
nition

In addition to the validation of the main thesis introduced in Chapter 1, I will
provide preliminary evidence in favour of embodied cognition theories by means
of the constitution hypothesis (see Section 2.3.2 on page 53 for an overview).

First, recall the definition of constituent as proposed by Shapiro (2010):

A process X is a central or important constituent of a process Y if Y
would fail or be something else without X’s presence.

Then, the secondary objective of this dissertation is to show the plausibility of the
following hypothesis:

Hypothesis 6.1 Embodied simulation is constituent of face processing mecha-
nisms, and, since face processing is vital for social cognition, embodied simulation
is a constituent of social cognition.

Thus, in order to advance this hypothesis, it is necessary to show that face
processing mechanisms would fail or be something else without (or with impaired)
embodied mechanisms.

In Chapter 4 (Section 4.4.3 on page 139), I showed that by using a non-embodied
matching strategy the classification performance was worse than employing em-
bodied simulation mechanisms. Therefore, it is likely to expect that absent or
impaired embodied mechanisms would realise an altered set ℓXdev

.

Proposition 6.9 Absent or impaired embodied mechanisms would likely realise
altered motor interpretations ℓXdev

of the observed face stimuli.
Proof: see the classification performance compared to a non-embodied matching
strategy in Section 4.4.3 on page 139.

Hence, in this chapter, I aim to investigate the effects that impaired embodied
mechanisms can plausibly have on face processing capabilities and to demonstrate
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that an altered set EXdev
, following impaired embodied simulation mechanisms, will

realise a dysfunctional face-space exhibiting significantly impaired facial expression
and identity classification skills:

Proposition 6.10 By employing an altered set of facial expressions classes EXdev
,

plausibly realised without or with impaired embodied mechanisms, it would result
a dysfunctional face-space showing significantly impaired facial expression and
identity classification capabilities.

6.3.1 Simulating Embodied Mechanisms Impairments
In Chapter 3, I proposed Hypothesis 3.1 suggesting that face processing mecha-
nisms lie on two dimensions of embodied mechanisms: the sensory-motor dimension
and the visceral dimension:

The information provided by embodied mechanisms, shaped as bodily
formatted representations, lies on at least two dimensions: a sensory-
motor dimension, and a visceral dimension. The sensory-motor dimen-
sion describes perceptual aspects of the perceived action, such as the
motor potentials, the viewpoint and the pose. The visceral dimension
specify emotional aspects of the perceived action, such as feelings and
sensations associated with the perceived social stimuli.

In Chapter 3, I showed that autism and schizophrenia populations exhibit im-
paired facial expression and identity recognition capabilities, whereas psychopaths
exhibit deficits on facial expression recognition only. After providing a discussion
of the available clinical evidence, I suggested that face processing impairments in
autism and schizophrenia patients can be explained by corrupted sensory-motor
information, whereas face processing impairments in psychopaths can found an
explanation in absent or insufficient attention to peripheral visceral information.

Also, in Chapter 3, I proposed that the sensory-motor dimension has a crucial
role in determining the correct motor configuration exhibited by a face stimulus,
whereas the visceral dimension assists this classification process by providing
additional visceral information able to facilitate the discrimination of perceptually
similar or opaque motor configurations (see Figures 3.2c and 3.2b on page 102). I
introduced Hypothesis 3.2 suggesting that:

Alterations of the sensory-motor embodied process of face stimuli sig-
nificantly impair both facial identity and facial expression recognition
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capabilities. Alterations of the visceral embodied process of face stimuli
significantly impair facial expression recognition capabilities only.

Denote with ℓ̂Xdev
a set of facial configurations classes realised by impaired

sensory-motor dimension of embodied mechanisms, and with ℓ̌Xdev
a set of facial

configurations classes realised by impaired visceral dimension of embodied mecha-
nisms. These two sets approximate the impaired sets of facial expression classes
ÊXdev

and ĚXdev
respectively (see Proposition 6.7 on page 179).

Since autism and schizophrenia people show a more generalised impairment
on all the facial expressions plausibly explained by altered sensory-motor informa-
tion, whereas psychopaths show particularly marked impairments of their bodily
responses when processing fearful, painful and sad signals compared to other
emotions (Blair, 1999; Blair et al., 1997) and they present accentuated deficits
in processing facial expressions of fear and sadness compared to other emotions
(Dawel et al., 2012), I propose to computationally simulate the impairment of
embodied mechanisms by using the following methodology:

1. Choose a percentage ε denoting the extent of the embodiment deficits;

2. Denote with Etrue(xi) the correct facial expression class exhibited by the
sample xi and included in the set EXdev

. Then, there is a chance of ε% that
the facial expression class Ê (xi) ∈ ÊXdev

would be different from the correct
class Etrue(xi);

3. Denote with Etrue(xi) the correct facial expression class exhibited by the sam-
ple xi and included in the set EXdev

. Then, if Etrue(xi) = ‘fear’ or Etrue(xi) =
‘sadness’ , there is a chance of ε% that the facial expression class Ě (xi) ∈ ĚXdev

would be different from the correct class Etrue(xi);

4. If the class for the sample xi is misclassified, the misclassified class would
be the one perceptually closer to xi among the available alternative facial
expression classes.

Given the current state of knowledge reviewed in Chapter 3, the proposed
methodology is plausible. However, there is only partial indirect support for it.
Thus, I will draw conclusions significantly advancing embodied cognition research.
However, these ones would not be definitive and further work will be necessary.
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6.3.2 Argument Validation
In this section, I will evaluate the performance of the proposed ∆ face-space
against corrupted versions of it. I will demonstrate that:

(i) Simulating an alteration of the sensory-motor dimension of embodied mech-
anisms leads to generalised impairments in facial expression and identity
recognition;

(ii) Simulating an alteration of the visceral dimension of embodied mechanisms
leads to generalised impairments in facial expression recognition only.

The simulated impairments can be explained by dysfunctional or absent
embodied mechanisms, and they result in face processing deficits. In other words,
without or with impaired embodied simulation mechanisms, the face processing
skills would fail or be significantly impaired. Therefore, the evidence presented in
this section would advance the plausibility of Hypothesis 3.2 and Hypothesis 6.1,
at least at the current state of knowledge and through simulated computational
data.

Dataset

The experiments proposed in this section would again evaluate the model using
the Karolinska Directed Emotional Faces (KDEF) dataset (Lundqvist et al., 1998)
(refer to Section 5.5 on page 164 for details).

Similarly to the previous experiments, were used only frontal face stimuli. The
facial region was extracted from the images and its resolution reduced to 80× 80
pixels. Eyes and mouth were at approximately the same position. Illumination
variations were reduced by applying a simple equalisation process to the images.

The data was first pre-processed by submitting the pixels of the images in
input to a PCA, as explained in Section 5.4 on page 159. In all the experiments
were retained the components able to explain 95% of the variance of the original
data resulting in 200 components. The PCA output was used to estimate the 200
components of the used face-space models.

Procedure

The present experiments used repeated random iterations of the dataset’s samples.
In each iteration, 25 identities were randomly selected as test set among the 70
available identities in the dataset to simulate unfamiliar identities. For each of
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the 25 selected identities, 2 facial expressions were randomly chosen as training
observations for identity recognition task, and the remaining 5 facial expressions
as the test set, leading to a total of 125 test samples for each iteration. The
images of the other 45 identities, together with the 50 selected training samples,
were used as the training set for the current iteration. Therefore, each iteration
included:

• a training set of 365 face stimuli: 315 face stimuli of all the 7 facial expressions
for 45 identities, plus 50 face stimuli of 2 randomly selected facial expressions
for 25 unfamiliar identities;

• a test set of 125 face stimuli of the remaining 5 facial expressions for the 25
unfamiliar identities.

The process was repeated 35 times. This methodology and number of repetitions
were chosen in order to reduce the random effects due to the alteration of the set
EXdev

.
For each iteration were created three ∆ face-space models with the following

facial expression sets:

• A preserved set EXdev
containing the correct facial expressions associated

with the training stimuli Xdev;

• An impaired set ÊXdev
including a percentage ε = {1, 5, 10, 15, 20} of mis-

classified facial expressions, as explained before in this section (paragraph
“Procedure”);

• An impaired set ĚXdev
including a percentage ε = {1, 5, 10, 15, 20} of mis-

classified facial expressions limited to expressions of fear and sadness, as
explained before in this section (paragraph “Procedure”).

In the experiments I compared the classification performance between the
impaired models and the control face-space model for both facial expression and
identity recognition tasks. The performance was measured with respect to the
classification of the test stimuli during each iteration, leading to 35 measurements
for each model for both facial expression and identity conditions. I also measured
the performance of a baseline approach. This approach considered all the pixels of
the face stimuli when matching similar facial expressions or identities. The models’
performance were assessed with the same procedure described in Section 6.2.2
(page 183).
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The proposed face-space models can use the first k = 1, . . . , d components of
the mapping matrix V ∆

overall to map the face stimuli in face-space representations
and perform recognition tasks. Thus, the face-space models provided d predictions
for each test sample during each of the 35 iterations. To gather a single prediction
for each test sample during each iteration, I selected the most frequent class
(mode) predicted by the face-space model, as per a majority voting approach. For
each iteration, I then computed the overall recognition rate for the unimpaired
control ∆ face-space and the rest of impaired face-space models for both facial
expression and identity recognition settings. This process led to 35 samples for
each considered model and task.

Results

The distribution of the sampled recognition rates was first assessed for normality
using a D’Agostino’s K-squared test (D’Agostino and Pearson, 1973) finding that
the samples from both facial expression and identity tasks in both the conditions
(i.e. sensory-motor and visceral dysfunctions) followed a normal distribution (p-
values > 0.05). Thus, the differences between the control model and the impaired
models were evaluated using a two-tailed Student’s t-test (Keppel, 1991) at a
significance level of α = 0.05. Due to the multiple comparisons with the control
model (i.e. 5 comparisons for each independent measure of classification accuracy),
the significance level was corrected with a Bonferroni correction, leading to a
significance level of α = 0.01.

Results for impaired sensory-motor embodiment. Figure 6.2 and Ta-
ble 6.3 summarise the results for simulated impairment of sensory-motor embodi-
ment

The models with simulated dysfunctional sensory-motor embodiment resulted
significantly impaired in all the considered levels of alteration and task (p-value
< 0.01) compared to the control face-space model. The observed effect size was
large, and the statistical tests reached high power (1−β) during all the considered
settings (d > 0.80 and β < 0.01).

Importantly, by testing the differences between the baseline approach and
the face-space models with impaired sensory-motor embodiment during facial
expression classification, I found significant effects (p-values < 0.01) resulting in
medium to large effect size and high power (d ≈ 0.7 and β < 0.17) for all the
considered levels of alteration. On the contrary, I did not find any significant dif-
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(a) (b)

Figure 6.2 Recognition rates of the considered models from the 35 iterations during
the simulated sensory-motor dysfunctions setting. (a) Expression recognition task.
(b) Identity recognition task.

Alteration % Is expression recognition impaired?
1 Yes (p-value=1.5e−14, d=2.15)
5 Yes (p-value=1.7e−15, d=2.32)
10 Yes (p-value=4.5e−16, d=2.44)
15 Yes (p-value=3.7e−14, d=2.09)
20 Yes (p-value=1.0e−14, d=2.19)

Alteration % Is identity recognition impaired?
1 Yes (p-value=3.7e−10, d=1.46)
5 Yes (p-value=1.1e−8, d=1.26)
10 Yes (p-value=8.0e−8, d=1.14)
15 Yes (p-value=3.5e−12, d=1.76)
20 Yes (p-value=1.7e−8, d=1.23)

Table 6.3 The outcomes of the statistical analyses for impaired sensory-motor
embodiment setting.
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ference between the baseline approach and the impaired face-space models during
facial identity discrimination task (p-values > 0.05). This evidence suggests that
the altered models were still able to facilitate expression recognition compared to
the baseline approach, although presenting significantly worse recognition rates
than the control model. Nevertheless, the same did not happen for facial identity
recognition, where simulated alterations of the embodied mechanisms significantly
altered facial identity classification even compared to a baseline approach. There-
fore, these results cannot be explained by simple causal interactions between the
proposed alterations and the observed dysfunctions in the models. Rather, these
results point out a constitutional relationship demonstrating that alterations of
the sensory-motor embodiment negatively impact on face processing capabilities:
without or with dysfunctional embodied mechanisms facial expression and, in
particular, facial identity recognition would fail.

Results for impaired visceral embodiment. Figure 6.3 and Table 6.4
illustrate the results for the simulated impairment of visceral embodiment.

When simulating a dysfunctional visceral embodiment, the control and im-
paired models significantly differed during facial expression recognition task (p-
value < 0.01) for all the considered levels of alteration. The effect size for facial
expression recognition task was large (d > 0.80) and reached high power (β < 0.01)
among all the considered levels of alteration.

On the contrary, during facial identity recognition task were not observed
significant differences between the control model and the impaired ones (p-value
> 0.01). More importantly, the impaired models performed better than the control
model (Cohen’s d < 0), similarly to what observed in the previous experiments
presented in this chapter (refer to Section 6.2.2 for a brief discussion).

The visceral impaired models were tested against the baseline approach to
test significant differences. In both facial expression and identity task were found
significant effects (p-values < 0.05) for all the considered levels of alteration, with
the impaired models presenting better performance than the baseline approach.
This means that the models with simulated impaired visceral embodiment were still
able to present better performance compared to a basic feature matching strategy
as the baseline approach for both facial expression and identity recognition.
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(a) (b)

Figure 6.3 Recognition rates of the considered models from the 35 iterations during
the simulated visceral dysfunctions setting. (a) Expression recognition task. (b)
Identity recognition task.

Alteration % Is expression recognition impaired?
1 Yes (p-value=3.9e−8, d=1.18)
5 Yes (p-value=2.3e−6, d=0.95)
10 Yes (p-value=1.3e−7, d=1.11)
15 Yes (p-value=4.4e−9, d=1.31)
20 Yes (p-value=1.9e−8, d=1.23)

Alteration % Is identity recognition impaired?
1 No (p-value=0.0712, d=-0.31)
5 No (p-value=0.0778, d=-0.30)
10 No (p-value=0.2993, d=-0.17)
15 No (p-value=0.1244, d=-0.26)
20 No (p-value=0.1147, d=-0.27)

Table 6.4 The outcomes of the statistical analyses for impaired visceral embodiment
setting.
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6.3.3 Discussion

The present results demonstrate that simulating an impairment of embodied
mechanisms significantly affects the development of the proposed face-space. This,
in turn, impairs facial expression and identity recognition capabilities.

In particular, simulating a sensory-motor dysfunction of embodied mecha-
nisms significantly affects both facial expression and identity recognition, whereas
simulating impairments of visceral embodiment results in a significant effect
for facial expression recognition only. Moreover, during the visceral condition,
facial identity recognition is not affected even when the visceral dimension is
altered significantly (20% of alteration). Instead, for an alteration of just 1%
facial expression recognition exhibited significant differences with large effect
size. Furthermore, compromised sensory-motor embodiment significantly affected
facial identity recognition even compared to a baseline approach. Therefore, the
provided results are sufficient to validate Proposition 6.10. Here it is important
to acknowledge that whereas a sensory-motor dysfunction impairs all the facial
expressions (7/7), a visceral dysfunction impairs only approximately the 28% of
facial expressions (2/7), therefore leading to a much lower amount of impaired
samples. However, this is not a limitation of the used methodology, because this is
simply simulating what expected to happen in human subjects exhibiting sensory-
motor or visceral dysfunctions. These results suggest that by comparing the two
types of dysfunctions there are different outcomes in the acquired face-spaces
resembling the ones discussed in Chapter 3.

Importantly, the present results significantly advance Hypotheses 3.1 and 3.2
introduced previously in this dissertation (page 100), although they are not enough
for drawing definitive conclusions. Specifically, since simulating a dysfunction in
the sensory-motor dimension affected both facial expression and identity recogni-
tion, whereas simulating visceral impairments affected facial expression recognition
only, the present results add computational evidence in favour of Hypothesis 3.2.

Finally, the results illustrated in this chapter advance Hypothesis 6.1 (page
189). Assuming that the set of facial expression classes in the training set is
plausibly approximated by the embodied mechanisms proposed in Chapter 4, a
failure of these mechanisms would lead to altered facial expression classes. In
this chapter, I demonstrated that by altering even a small amount (i.e. 1%) of
these facial expression classes would lead to significant impairments of both facial
expression and identity recognition capabilities. Since face-to-face interactions are
crucial for the development of social cognition (Grossmann, 2015), a failure of
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embodied mechanisms would lead to a failure of face processing mechanisms, and
these impairments would significantly impact on social cognition development.

6.4 Conclusions

The objective of this chapter was to provide evidence in favour of the thesis
suggested in this dissertation. Thus, I started with providing the links between the
embodied mechanisms modelled in Chapter 4 and the facial identity recognition
mechanisms modelled in Chapter 5 in order to advance my argument.

However, the evidence available so far was not enough to validate the suggested
argument. Therefore, in this chapter, I proposed to generalise the face-space
framework provided in Chapter 5 in order to fill the missing gaps preventing the
validation of the thesis argument presented in this dissertation. I showed that the
dual face-space proposed in Chapter 5 could be implemented without knowing the
facial identity classes of the training stimuli, but only their facial expressions. This
information can be plausibly approximated by embodied mechanisms providing
correct interpretations of facial motor information, as suggested in Chapter 4.

The present experimental results, gathered from computational simulations,
provided additional quantitative evidence in favour of my thesis. In fact, I demon-
strated that the recognition performance of the novel model is not significantly
different from the one proposed in the previous chapter and that the novel model
can significantly enhance classification of facial expressions and identities compared
to a baseline approach.

With this ultimate computational tool available, I was able to investigate the
effects that embodiment impairments would have on face processing capabilities. In
particular, I wanted to advance the plausibility of Hypothesis 3.2, suggesting that
alteration of sensory-visceral embodiment would realise generalised deficits in facial
expression and identity recognition, whereas damages of the visceral embodiment
would realise impairments of facial expression recognition only. The experimental
results demonstrated the plausibility of this claim by clearly showing significant
effects of sensory-motor embodiment dysfunctions on both facial expression and
identity recognition performance, and by demonstrating an effect of visceral
embodiment alteration limited to facial expression recognition mechanisms.

The evidence used to promote Hypothesis 3.2 can also advance Hypothesis 6.1,
suggesting that embodied mechanisms are constituents of social cognition. Al-
though the evidence provided in favour of Hypotheses 3.2 and 6.1 is limited by
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plausible but not yet validated assumptions, this dissertation still provides a
significant first contribution favouring embodied cognition theories.

In the remainder of this dissertation, I will provide a summary of the research
gaps I advanced and of the primary and secondary contributions of this work. In
addition, I will evaluate my thesis on several desirable features, namely innovation,
falsifiability, parsimony, integrability and plausibility.
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I am turned into a sort of machine for observing
facts and grinding out conclusions.

— Charles Darwin —

7
Conclusions and Final Remarks

I started this dissertation with some philosophical questions: does the body shape
the mind? Is there something beyond the brain in developing cognition? With
this work, I provided computational evidence to hint at plausible answers to
these questions. The acquisition of face recognition skills can be explained by
embodied mechanisms having the function of giving interpretations to observed
facial motor behaviour (Chapter 4). These interpretations assist the development
of a psychological face-space enabling facial expression and identity recognition
skills (Chapters 5 and 6). The presented embodied mechanisms are deeply related
to aspects of the body, and they crucially assist in shaping cognition. I showed
that:

• The bodily mental representations assisting embodiment processes are cen-
tred in the cogniser’s own body. What the subjects can interpret depends on
the motor acts and the visceral reactions the subjects can correctly reproduce
within their body (Chapter 4);

• Embodied simulation processes are not only used to understand others’
actions and to attribute mental states to them. These mechanisms have
broader functions central to other aspects of cognition, such as face recogni-
tion (Chapter 5);
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• Impaired embodied mechanisms negatively impact on face processing capa-
bilities, thus suggesting that embodied simulation is a constituent of face
processing skills (Chapter 6);

• Face processing capabilities are of paramount importance for social cognition
development (Section 2.2), thus embodied simulation is a central mechanism
shaping cognition (Section 2.3).

Although I demonstrated the plausibility of the proposed hypotheses offering
new exciting perspectives on human cognition, I did not discuss the implications of
the present findings yet. Therefore, the objective of this chapter is to step back to
the original intentions presented in Chapter 1 and to demonstrate that the insights
offered in this dissertation are enough to reach the suggested research objectives.
However, before doing so, in Section 7.1, I reinforce the validity of the discussed
thesis argument by presenting its ability to be innovative, falsifiable, parsimonious,
integrable with previous findings and plausible. Then, in Section 7.2, I will analyse
each of the contributions and research gaps discussed in Chapter 1, demonstrate
their consistent accomplishment, and explain their implications for the society and
the research community, as proposed in Section 1.3. In Section 7.3, I will discuss
how the present findings well integrate with face processing studies. Finally, in
Section 7.4, I will conclude with the aimed future works.

7.1 Additional Values of the Thesis Argument
In Chapter 6, I summarised my thesis argument into a set of propositions and
demonstrated their validity by referencing the supporting evidence. This method-
ology provided direct computational evidence in support of my thesis argument.

In this section, I aim to reinforce the discussed thesis by assessing it against a
set of additional desirable properties, namely innovation, falsifiability, parsimony,
integrability and plausibility.

7.1.1 Innovation
A novel hypothesis or theory must be innovative, otherwise there are no benefits
to advance the considered hypothesis. A hypothesis (or theory) is considered
to be innovative when it can potentially disrupt current understanding of the
investigated topic and offer significant insights to foster the research community.
Therefore, in this section I will answer to the following question:
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Is the new hypothesis provocative enough to disrupt current perspectives,
thus pushing face processing research forward?

Traditionally, facial expression and identity processing are described as distinct
capabilities making use of distinct cognitive mechanisms. In this work, I showed
through computational simulations that face processing development can be deeply
linked to aspects of the body and that facial expression and identity are crucially
interdependent processes. Hence, in this dissertation I demonstrated that it might
be necessary to revise previous theories in face processing in order to accommodate
this new embodied understanding. As I will discuss in Section 7.3, the explanations
presented in this dissertation can unify traditional and modern understandings of
face processing with an innovative perspective. Therefore, the discussed thesis
argument offers an innovative contribution able to push forward face processing
research.

7.1.2 Falsifiability
Falsifiability is a key element of what a theory is. Unless it is falsifiable, it is not
a theory. A hypothesis (or theory) is falsifiable whenever it is possible to test
it and gather direct evidence for its validation or rejection. This evaluation is
not possible when the hypothesis (or theory) holds on thought experiments or
arguments lying on abstract metaphors. Therefore, in this section I will answer
the following question:

Is it possible to conduct an experiment which could falsify my argument
that sensory-motor information is sufficient for the acquisition of face
recognition skills?

In this dissertation, I tested the validity of the proposed thesis by gathering
direct evidence from computational simulations of embodied mechanisms and
face processing models. Since I provided a computational description of the
mechanisms underlying these capabilities, it is possible to test the proposed thesis
argument by gathering evidence from human experiments.

For example, human face processing exhibits what are called “contingent face
aftereffects”, namely illusory properties of the observed face stimulus that are
apparent only after being sufficiently exposed to another induction stimulus1 for a

1An induction stimulus is a stimulus the subject is required to observe for a certain amount
of time before the real test stimulus, so to generate synaptic fatigue on neurons hypothesised to
correlate with the task under investigation during the test phase.
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sufficient period of time (Leopold et al., 2005). Researchers in face processing use
this property of face stimuli in order to investigate their potential representation
in the human brain (Rhodes and Jeffery, 2006).

Therefore, it may be possible to design the following experiment using the
following conditions:

• In the first condition the subject observe an induction stimulus exhibiting
a face that is represented in the face-space framework in such a way that
many of its expression components interacts with identity components (see
the plot in Figure 5.4 on page 168 for more insights);

• In the second condition the subject observe an induction stimulus exhibiting
a face that is represented in the face-space framework in such a way that just
a few or no expression components interact with the identity components of
the stimulus.

Thus, by using the same set of face stimuli as test samples during both the
conditions, it is possible to ask the subject to perform a face recognition task.
If my hypothesis is correct, I will expect to find significantly more recognition
errors in the first condition rather than in the second one. On the contrary,
finding no differences between the two settings would provide evidence against
my hypothesis.

In addition, neuroscience experimentation can provide additional evidence in
support (or against) of my thesis argument. For example, one could use functional
magnetic resonance imaging (fMRI) to monitor brain activity in motor areas when
a subject is performing a face recognition task on unfamiliar identities. Absent
or low activation in motor areas during the training stage (i.e. when the subject
observes and memorises the new identities) can falsify my argument.

7.1.3 Parsimony
Parsimony is another valuable property for good hypotheses and theories, and it is
of particular importance to guide theories in human cognition (Farah, 1995). An
hypothesis (or theory) is parsimonious when it can explain observed phenomena
by providing models having lower complexity than previous existing theories.
Therefore, in this section I will answer to the following question:

Is the hypothesis more elegant and less complex than previous theories
in face processing?
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Whereas traditional understanding of face processing suggests two separate
routes for processing the expression and the identity of face stimuli (Bruce and
Young, 1986; Haxby et al., 2000), I demonstrated that facial expression and
identity processing are more closely processed than traditionally thought. In fact,
it is possible to develop a single common representation able to facilitate both
facial expression and identity recognition capabilities, without the need of distinct
processes, thus reducing the overall complexity.

Furthermore, I suggest that it is possible to develop facial identity recognition
capabilities by recognising the facial motor configuration exhibited by novel face
stimuli and that this information is plausibly provided by embodied mechanisms
available from birth. This again reduces complexity, since I demonstrated that
the embodied mechanisms could be implemented with a set of self-centred motor
stimuli of face dynamics, which are definitely less than a set of stimuli exhibit-
ing different facial configurations and different identities often necessary in a
computational model of face identity recognition.

Therefore, the present thesis offers a parsimonious understanding of face
processing. However, the present argument introduces also some questions about
its integrability and plausibility with respect to previous findings in neuroscience
and human cognition. I will show in the following section and in Section 7.3 that
my hypothesis is indeed able to integrate with previous findings and that it is well
supported by other available evidence in neuroscience and cognitive studies.

7.1.4 Integrability
A new hypothesis should conveniently offer an understanding able to integrate
new available evidence with existing one. Integrability is then the property of a
hypothesis (or theory) to explain the newly available evidence by incorporating it
with previous findings in the same field or neighbouring fields. In this section I
will answer the following question:

Can the hypothesis be integrated with findings supporting other pre-
existing theories in face processing?

Although Haxby et al. (2000) suggest two separate neural areas for processing
dynamic and invariant features of the face, their findings can be integrated with
the novel insights offered in this dissertation. Haxby et al. (2000) argue that
changeable aspects of the face (i.e. eye gaze, expression and lip movement) are
processed in the Superior Temporal Sulcus (STS), whereas the Lateral Fusiform
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Gyrus (LFG) deals with invariant aspects of the face necessary to classify the
exhibited identity. In Section 7.3, I will discuss how the model presented in
Chapter 4 can resemble the functions of the STS, whereas the face-space models
presented in Chapters 5 and 6 enables face recognition skills as the LFG. I will
argue that this interpretation can unify traditional and modern understandings of
face processing by proposing an innovative interpretation. For a more in-depth
and comprehensive argument I refer the reader to Section 7.3.

7.1.5 Plausibility
A good hypothesis or theory needs to be plausible. This feature is connected
with integrability, in the sense that the offered novel perspective should not make
claims or lie on assumptions obviously false. Therefore, in this section I will
answer the following question:

Is the hypothesis free from conceptual problems?

In Section 7.3, I will suggest the plausibility of the present thesis argument from
a neuroscience perspective, since able to well integrate traditional and modern
findings in face processing research. In addition, there is a significant amount
of literature in cognitive science showing that face stimuli are represented in
multidimensional norm-based spaces2 (Rhodes and Jeffery, 2006; Rhodes and
Leopold, 2011; Rhodes et al., 2005) and that invariant and dynamic features of
the face interact with one another (Ganel and Goshen-Gottstein, 2004; Ganel
et al., 2005; Kadosh et al., 2016; Pell and Richards, 2013; Rhodes et al., 2015). In
agreement with these studies, I demonstrated that the face-space model described
in Chapters 5 and Chapter 6 is a norm-based space able to integrate invariant and
dynamic features of the face within a shared representation leading to interesting
interactions during face processing tasks.

7.2 Dissertation Objectives
In Sections 1.2 and 2.4, I outlined the contributions and research gaps advanced by
the present research. I now revisit each of them to demonstrate that I have indeed
followed through on my original ambitions and that the provided contributions
are of significant value for the research community, as suggested in Section 1.3.

2see Section 5.4 for a mathematical interpretation of a norm-based space
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7.2.1 Broad Contribution
The proposed broad contribution of this dissertation was:

Providing a better understanding of social cognition’s core mechanisms
and proposing plausible hypotheses connecting social cognition to em-
bodied cognition theories.

This work met the proposed contribution. In fact, I provided an in-depth under-
standing of social cognition by providing literature investigating the chosen topic
under different perspectives and introduced some significant hypotheses advancing
embodied cognition research program. In particular:

• I proposed a taxonomy of the core mechanisms plausibly underlying social
cognition (Sections 2.1.3, 2.1.4 and 2.1.5);

• I offered valid links between these mechanisms and embodied cognition
theories (Section 2.3.4);

• I reported studies linking face processing research to social cognition domain
(Section 2.2) and tested the plausibility of my hypotheses through compu-
tational tools of face processing inspired by embodied cognition theories
(Chapters 4, 5 and 6).

Addressed Research Gaps

The currently available literature provides only a very limited amount of com-
putational models explaining the underlying mechanisms of mirroring process
(Cangelosi and Riga, 2006; Oztop et al., 2006), which I suggested to be at the
core of an embodied understanding of social cognition. In addition, the available
computational accounts often investigate embodied simulation mechanisms with
respect to motor control capabilities, and they tenuously link to other higher-level
cognitive skills3.

To address these gaps, in Chapter 4, I provided a computational model
suggesting an explanation of embodied simulation mechanisms underlying a
mind-reading episode occurring during face-to-face interactions. In addition, as
demonstrated in Chapter 6, this model links to face processing capabilities, thus
providing a valid connection between embodied mechanisms and cognition. The

3But see the work of (Boccignone et al., 2018) for a more recent extension of the theory
proposed in this dissertation.
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identified cognitive capabilities (i.e. face processing) are of particular importance
for the development of social cognition (Grossmann, 2015, but see also Section 2.1.6
on page 34).

Significance

Given the summary provided in this section, the broad contribution of this
dissertation is of significant value for at least the following reasons:

• The computational explanation of embodied mechanisms offered in this
work can be used to facilitate social cognition research and to advance new
hypotheses;

• The offered hypotheses and computational theories can be easily assessed by
experiments with human subjects, thus allowing falsifiability of the proposed
hypotheses;

• The probabilistic account of simulation mechanisms and the the face-space
framework offered in this work can be extended and used by artificial
intelligence research community to advance the current state of the art,
specifically in artificial social learning and the promotion of long-term
human-machine social interactions.

7.2.2 Primary Contribution
The aimed primary contribution of this dissertation was:

Providing a computational understanding of face perception and pro-
cessing mechanisms and investigating the inter-dependencies between
facial expression and identity processing.

The present primary contribution was met by this dissertation. In fact, in
Chapter 5, I proposed a novel hypothesis able to explain recent findings in human
face processing studies. I validated the suggested hypothesis by extending a
computational framework widely used in face processing, the face-space, thus
providing a valuable computational tool advancing face processing research. In
summary:

• My face-space framework offers innovative understandings of face process-
ing able to integrate with evidence available from face studies (see Sec-
tions 5.2 and 7.3);
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• The offered face-space framework can be used as a valid tool able to as-
sist the validation of novel hypotheses in face processing research (Sec-
tions 5.4 and 6.2.1);

• I demonstrated that a single representation of face stimuli includes expression-
related and identity-related features interacting during face processing tasks
(Sections 5.5.1 and 5.5.2). In addition, I showed that a correct interpretation
of sensory-motor information exhibited by face stimuli is sufficient to acquire
face recognition capabilities (Section 6.2.2).

Addressed Research Gaps

In Section 2.4, I reported some crucial open questions from face processing research
(Calder, 2011; Fisher et al., 2016):

• How dynamic and invariant features of the face are represented and they
interact?

• How the interaction between facial expression and identity recognition is
affected by experience?

• Where in the face processing hierarchy representations of invariant and
dynamic facial features interact?

In this dissertation, I proposed that facial identity discrimination can be
achieved by mean of a twofold face-space coding both invariant and dynamic
perceptual features of the face in a single multidimensional representation. These
representations can be acquired by observing novel face stimuli and interpreting
their exhibited motor configuration provided by embodied mechanisms described
in Chapter 4. I demonstrated that:

• Dynamic features of the face can be encoded in bodily formatted represen-
tations possibly during very early stage of visuo-motor processing mediated
by embodied mechanisms, as explained in Chapter 4;

• Identity discrimination is mediated by a face-space representation, which can
be acquired via the motor information provided by embodied mechanisms
through experience (Chapters 5 and 6);

Therefore, I concluded that the development of a psychological face-space, and
with it the acquisition of face processing skills, does not lead to two distinct
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representations describing dynamic and invariant facial features. Instead, both
invariant and dynamic facial features are coded by a single face-space model
enabling both facial expression and identity recognition capabilities interacting
with each other. In addition, in Section 7.3, I will propose in which brain areas
these representations may interact.

Significance

In this section, I illustrated that this dissertation addressed the proposed primary
contribution. This contribution is of significant value for at least the following
reasons:

• The face-space framework described in this dissertation can be used to assist
face processing research and to generate new hypotheses;

• The offered hypotheses and computational theories can be easily assessed by
face processing experiments with human subjects, thus allowing falsifiability
of the proposed hypotheses;

• The new standpoint suggesting inter-dependencies between facial identity
and expression processing offers theories and methodologies for facial iden-
tity and expression recognition communities in machine learning to work
jointly for the development of machine learning algorithms exhibiting higher
recognition rates.

7.2.3 Secondary Contribution
The proposed secondary contribution of this dissertation was:

Providing computational evidence supporting embodiment of social cog-
nition and introducing novel hypotheses explaining how this embodiment
can potentially affect face processing capabilities.

In this dissertation, I addressed this secondary contribution. In fact, in Chapter 3,
I suggested the possible links between embodied mechanisms and face processing
capabilities (and consequently social cognition, see Section 2.1.6), whereas in
Section 6.3 I provided an argument proposing that embodied mechanisms, as
discussed in Chapter 4, can plausibly shape important aspects of social cognition.
I supported my argument with data available from computational simulations
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(Section 6.3.2). In addition, the provided computational evidence offered prelimi-
nary insights on the possible effects that dysfunctions in embodiment can have on
face processing capabilities. This suggested compelling similarities with findings
in clinical populations affected by social disorders, as reviewed in Chapter 3. In
summary:

• I provided a computational account explaining embodied simulation mech-
anisms (Chapter 4) and a computational model explaining phenomena
observed in face processing studies (Chapter 5), showing their links in
Chapter 6;

• I introduced an argument suggesting a constitutive role of embodied simu-
lation for social cognition (Section 6.3) and I validated it through compu-
tational evidence (Section 6.3.2), thus adding computational evidence in
favour of embodied cognition theories;

• I introduced novel hypotheses on how dysfunctions of embodied mecha-
nisms can plausibly affect face processing capabilities (Section 3.6) and
provided preliminary computational evidence explaining these interactions
in Section 6.3.2.

Addressed Research Gaps

Current computational models of embodied simulation limit their investigation to
two main topics: motor control and mind-reading (Oztop et al., 2006). To the
best of my knowledge, there are no computational models able to explain the
mechanisms of embodied simulation processes in a way that links them to other
cognitive abilities usually suggested to not depend on bodily mechanisms, such
as facial identity recognition. This is a vital contribution since it offers a first
computational explanation of the reuse hypothesis (Gallese and Caruana, 2016),
namely how embodied simulation mechanisms can be reused by other cognitive
capabilities (refer to Definition 2.26 on page 59).

In addition, the current literature does not offer computational evidence in
favour of the constitution hypothesis suggested by embodied cognition research.
This kind of evidence is particularly important for embodied cognition research,
since the available behavioural evidence supporting this hypothesis is not yet
strong enough to validate a constitutive role of the body in cognition (Shapiro,
2010). On the contrary, with the computational tools provided in this dissertation
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it is possible to investigate the interactions and more easily demonstrate that the
role of embodied mechanisms on cognition is constitutive and not merely causal.

Significance

The present work met the proposed secondary contribution. Hence, this contribu-
tion is of significant value for at least the following reasons:

• It promotes a closer collaboration between cognitive science research and
embodied cognition research since the work offered meaningful connections
harmonising both the two considered research communities;

• The proposed theories can be tested under different methodologies, thus
allowing their falsifiability;

• It advances new hypotheses of mirroring mechanisms and their interac-
tions with face processing capabilities. These hypotheses are of extreme
value for fostering both cognitive science and embodied cognition research
communities;

• It offers new insights on how dysfunctions of embodied mechanisms can
impair face processing capabilities in individuals affected by social disorders.

7.3 Integration of the Findings with Face Studies
In this section I will discuss how the presented findings can relate to literature
and models in cognitive studies. In Section 2.2.3 I reported the study by Meltzoff
and Moore (1983) showing that human infants of about 40 minutes old are
already able to mimic simple facial expressions, such as mouth opening and tongue
protrusion. Importantly, it has been shown that this early behaviour cannot be
explained as a reflex matching the observed action with the enacted one, but
it encompasses a broader psychological framework (Meltzoff and Moore, 1992).
Meltzoff and Moore (1992) suggested that one of the psychological functions
that early imitation serves is to identify people. In this chapter, I showed how
face recognition can indeed be acquired using nonverbal behaviour (i.e. motor
interpretation of facial expressions), as suggested by the authors. Nevertheless,
Meltzoff and Moore (1992) suggested that the infant may attribute identities
by associating particular behaviours (e.g. smile or frown) to specific individuals.
Here, instead, I argue that identification skills can be acquired by interpreting the
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observed motor configuration (via imitation or mirroring). By doing so, the infant
can access sufficient information to develop a face-space enabling face recognition.
This face-space representation can be continuously adjusted through experience
by observing new face stimuli.

In the literature I also mentioned the work by Leo et al. (2018) showing how
presenting dynamic face stimuli can significantly contribute to the acquisition of
face recognition capabilities in infants. Importantly, the same pictorial information
used for the experimental condition using dynamic stimuli was presented statically
frame by frame (i.e. preventing a fluid motion) during another experimental
condition (i.e. multistatic condition). These new multistatic stimuli were not
sufficient to facilitate face recognition skills in the newborns. In addition, the
study by Turati et al. (2011) compared emotional face expressions with other
visual non-emotional motions of the face, such as speech motions4. The authors
demonstrated that face recognition skill is enhanced in infants observing the
dynamic emotional face stimuli, as compared to infants presented with dynamic
neutral face stimuli. Thus, it seems that “in order to be effective, motion of face
features should have an overall emotional value” (Turati et al., 2011, page 315).
These studies can help to integrate my findings with face processing studies, as I
will explain soon.

Neuroscientific studies on face processing suggest that changeable aspects of
the face (i.e. eye gaze, expression and lip movement) are processed in the Superior
Temporal Sulcus (STS), whereas invariant aspects of the face necessary to classify
the exhibited identity are processed in a distinct brain area, the Lateral Fusiform
Gyrus (LFG) (Haxby et al., 2000). The STS presents neural connections with
the amygdala and other brain areas usually associated with emotional processing
capabilities (Adolphs, 2002) and interactions were observed between the STS
and the LFG (Haxby et al., 2000). Recent studies propose that the STS is also
associated with areas dedicated to mirroring mechanisms and imitative capabilities
(Buxbaum et al., 2014) and Molenberghs et al. (2010) provided evidence suggesting
that the role of the STS in imitation is not only to passively register observed
biological motion, but rather to actively represent sensory-motor correspondences
between one’s actions and the actions of others. In addition, Schultz et al. (2013)
found that the activation of the STS is modulated by the fluidity of presented facial
movements. When the presentation of facial movements differs from biologically
plausible motions, STS neural activation is affected and face recognition impaired

4In the study the stimuli did not include audio cues.
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(Redcay, 2008; Xiao et al., 2014). The perception of biological motion modulates
a broad network of brain regions including the STS (Vaina et al., 2001). These
inputs are integrated by the STS to extract their social significance (Redcay,
2008).

Indeed, the STS is not only modulated by visual information, but also by
audio information providing social information (Redcay, 2008). Therefore, Redcay
(2008) suggests that the STS has a more general role of providing interpretations
of dynamic social stimuli, including facial expressions. Thus, the STS, assisted by
putative emotional brain areas like the amygdala (Adolphs, 2002), can provide
information necessary to interpret the social meaning of the observed motor
information (e.g. emotional expression of the observed face stimuli), as suggested
in this dissertation with the model presented in Chapter 4. Here it is important to
note that I did not include temporal dynamic information in my model. However,
the theory underlying my model was recently extended to temporal dynamics
by Boccignone et al. (2018), thus demonstrating the plausibility of the present
argument. The interpretation of the observed facial motion provided by the STS
can then be used by the LFG to acquire face recognition capabilities, as per the
the psychological face-space discussed in Chapters 5 and 6.

Finally, as reported in Section 2.2, traditional studies in face processing propose
that identity and expression processing rely on distinct brain pathways (Bruce
and Young, 1986; Bruyer et al., 1983), whereas modern literature in face studies
demonstrate the presence of interactions between invariant and dynamic features
of face stimuli (Becker et al., 2007; Calder et al., 2001; Rhodes and Jeffery, 2006;
Rhodes and Leopold, 2011). The models and theory proposed in this dissertation
well integrate with both these understandings. In fact, the model provided in
Chapter 4 can assist in extracting the social meaning of face stimuli, similarly to
what suggested previously for the STS. In addition, the face-space provided in
Chapter 5, similarly to the LFG, enables face recognition capabilities, which can be
acquired by using the interpretations of the observed face stimuli extracted by the
embodied mechanisms presented in this dissertation, as suggested in Chapter 6.

Therefore, the explanation proposed in this thesis can support traditional
models of face processing, since suggesting a degree of separation between pro-
cesses extracting dynamic information of the face (i.e. the model presented in
Chapter 4 resembling functions of the STS and mirror neuron system) and the
ones extracting invariant information of the face (i.e. the face-space in Chapter 5
resembling functions of the LFG). In addition, this interpretation can also support
modern understandings of face processing, since the representations provided by
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the face-space show interactions between identity-related and expression-related
components. I argue that it is plausibly at the LFG level where invariant and
dynamic codings of the face interact during face processing tasks, but that it is
at the STS and mirror neuron system level where interpretations of facial emo-
tional content may affect the acquisition of face recognition capabilities. In fact,
dysfunctional embodied mechanisms at the STS and mirror neuron system level
will lead to impaired interpretations, and consequently damage the acquisition of
correct face recognition skills, as demonstrated by the simulations presented in
Section 6.3.

7.4 Future Work

This work is the result of a doctoral research degree, necessarily constrained by
resources and time. Although I largely demonstrated the validity of the proposed
thesis argument and the plausibility of secondary hypotheses through appropriate
computational evidence, the offered computational theories are yet to be definitive.
In fact, it is necessary to test them through appropriate human experiments.

In Section 7.1, I provided two examples of studies that can be implemented
with human subjects to validate my hypothesis. Thus, a first proposed future work
is to create collaborations with cognitive scientists investigating face processing
mechanisms in order to design human experiments able to validate (or reject) the
thesis offered by this dissertation. The collaboration can also be extended to neu-
roscientists, in particular, researchers investigating motor, imitative and mirroring
functions in the brain. The additional available evidence would contribute to
providing better insights in both face processing and embodied cognition research.

The second aimed future work is to apply the insights offered by this disserta-
tion to develop computational models having better facial identity and expression
recognition performance. In particular, deep learning is achieving unparalleled
success in image recognition tasks (LeCun et al., 2015; Sun et al., 2014; Taigman
et al., 2014) and the model and theory presented in Chapter 4 was successfully
extended to deep learning techniques (Boccignone et al., 2018). These compu-
tational models can be conveniently linked to early processing of human visual
cortex (Boccignone et al., 2018) and they are, therefore, suitable candidates for
potential future computational simulations.

I believe that the proposed face-space model can be adapted to a deep network
too. In this dissertation I used the pixels intensities of static images as input to my
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models. However, the input to the model can be any vector of features extracted
by the observed face stimuli able to preserve its perceptual information using a
representation with lower dimension. Therefore, a viable non-linear alternative
of my face-space model can be obtained by pre-processing the input face stimuli
by using a deep neural network model trained to preserve invariant and dynamic
features of the face in a more compressed and smart representation (Le et al.,
2013), instead of the used linear PCA. Then, it will be necessary to use the
objective function presented in Chapter 6 to develop a single multi-dimensional
representation facilitating both facial identity and expression recognition. Im-
portantly, by doing this it will be possible to develop a single model for facial
identity and expression recognition by training it with labels of facial expressions
only. Alternatively, it may be possible to use a similar approach to derive a
model promoting facial expression and identity recognition by training it with
labels of facial identities only. The latter strategy is indeed more interesting,
since it reduces the complexity of labelling face stimuli with the exhibited facial
configuration, which is a strenuous task.

Also, the models presented in this dissertation can be extended to include
temporal information. Boccignone et al. (2018) recently provided an extension
of the model presented in Chapter 4 successfully including temporal aspects of
the observed face stimuli. In addition, temporal dynamics can be included in the
proposed face-space model by extracting features from a set of consecutive stimuli
instead of extracting them from a single static image. An alternative can be using
other techniques to improve temporal coherence in deep learning models (Mobahi
et al., 2009), thus being able to extract more convenient features to use as input
for the objective function in Chapter 6.

Finally, social robotics research can highly benefit from my discussed theories.
In particular, by using the insights gathered by this study it may be possible to
integrate embodied mechanisms in cognitive architectures developed for robotic
platforms to extend their use to not only select the action to execute, but also to
observe the action of the interaction partner and determining, with the very same
architecture, the more plausible mental state to attribute to the interaction partner
(Boccignone et al., 2018). By doing so, it would be possible to design socially
intelligent robots, which is an important feature to support safe human-robot
interactions (Vitale et al., 2014; Williams, 2012).
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