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Abstract

A matrix space of size m× n is a linear subspace of the linear space of m × n matrices
over a field F. The rank of a matrix space is defined as the maximal rank over matrices
in this space. A matrix space A is called rank-critical, if any matrix space which properly
contains it has rank strictly greater than that of A.

In this note, we first exhibit a necessary and sufficient condition for a matrix space A to
be rank-critical, when F is large enough. This immediately implies the sufficient condition
for a matrix space to be rank-critical by Draisma (Bull. Lond. Math. Soc. 38(5):764–776,
2006), albeit requiring the field to be slightly larger.

We then study rank-critical spaces in the context of compression and primitive matrix
spaces. We first show that every rank-critical matrix space can be decomposed into a rank-
critical compression matrix space and a rank-critical primitive matrix space. We then prove,
using our necessary and sufficient condition, that the block-diagonal direct sum of two rank-
critical matrix spaces is rank-critical if and only if both matrix spaces are primitive, when
the field is large enough.

1 Results

1.1 A necessary and sufficient condition for a matrix space to be rank-critical

Let F be a field, and let M(m×n,F) be the linear space of m×nmatrices over F. A matrix space
A is a linear subspace of M(m × n,F), denoted as A ≤ M(m × n,F). For A ∈ M(m × n,F)
we denote its rank, kernel, and image, by rk(A), ker(A), and im(A), respectively. The rank
of a matrix space A, denoted as rk(A), is defined as max{rk(A) : A ∈ A}. A is singular,
if rk(A) < min{m,n}. A is called rank-critical, if for any B ≤ M(m × n,F) with B % A,
rk(B) > rk(A). Every (g, h) ∈ GL(m,F) × GL(n,F) has a natural action on matrix spaces in
M(m×n,F), by sending A to gAh−1. Two matrix spaces are equivalent if they are in the same
orbit of this action.

Our first result is a necessary and sufficient condition for a matrix space to be rank-critical.
To state it, we introduce some notation. For A ≤ M(m × n,F), Areg := {A ∈ A : rk(A) =
rk(A)}. For two subspaces U ≤ Fm, V ≤ Fn and A ∈ M(m×n,F), A(V ) = {A(v) : v ∈ V } ≤ Fm

and A−1(U) = {v ∈ Fn : A(v) ∈ U} ≤ Fn. Note that the A−1 as in A−1(·) does not refer to the
inverse of A and A is not necessarily invertible.

The central notion in our condition is the following. Define the rank neutral set of A ≤
M(m× n,F) as

RNS(A) := {B ∈ M(m× n,F) : ∀A ∈ Areg,∀k ∈ {0, 1, . . . ,m}, B(A−1B)k ker(A) ⊆ im(A)}.
(1)

∗Centre for Quantum Software and Information, University of Technology Sydney, Australia
(liyinan9252@gmail.com).

†Centre for Quantum Software and Information, University of Technology Sydney, Australia
(jimmyqiao86@gmail.com).

1

http://arxiv.org/abs/1702.08665v2


The elements of RNS(A) are called the rank neutral elements of A. Note that for (g, h) ∈
GL(m,F)×GL(n,F), RNS(gAh−1) = gRNS(A)h−1.

Theorem 1. Let A ≤ M(m× n,F) and suppose |F| ≥ 2 ·min(m,n). Then RNS(A) ⊇ A, and
A is rank-critical if and only if RNS(A) = A. Furthermore, given G ≤ GL(m,F) × GL(n,F)
with the natural action on matrix spaces, if A is stable under G, then RNS(A) is also stable
under G.

We deduce the sufficient condition for a matrix space to be rank-critical by Draisma [2006],
which plays a key role there to prove that the images of certain Lie algebra representations
are rank-critical. The key notion in Draisma’s condition is the set of rank neural directions of
A ≤ M(m× n,F),

RND(A) := {B ∈ M(m× n,F) : ∀A ∈ Areg, B ker(A) ⊆ im(A)}.

Clearly, RND(A) ⊇ RNS(A). Furthermore if a group action is present as described in Theo-
rem 1, then RND(A) is also a stable set under the action of G. Therefore the following result
by Draisma follows immediately from Theorem 1.

Corollary 2 ([Draisma, 2006, Proposition 3]). Let A ≤ M(m × n,F) and suppose |F| ≥ 2 ·
min(n,m). Then RND(A) ⊇ A, and if RND(A) = A then A is rank-critical. Furthermore,
given G ≤ GL(m,F) ×GL(n,F) with the natural action on matrix spaces, if A is stable under
under G, then RND(A) is also stable under G.

We note the following differences between Corollary 2 and [Draisma, 2006, Prop. 3], though
such differences are mostly superficial. On one hand, Corollary 2 requires the field to be slightly
larger than needed in [Draisma, 2006, Prop. 3]: there it only requires |F| > rk(A). On the other
hand, Corollary 2 deals with matrix spaces that are not necessarily square, and handles a more
general group action.

In [Draisma, 2006], Draisma asked the question to investigate the “discrepancy between
rank-criticality and A = RND(A).” Our result may be used as a guide to answer this question:
it is now enough to investigate the discrepancy between RNS(A) and RND(A). Of course, since
the condition in the definition of RND(A) is linear, in practice it is usually easier to work with
RND(A). In fact, we are not aware of an explicit example of rank-critical spaces for which the
RND(A) = A fails.

1.2 Rank-critical matrix spaces and primitive matrix spaces

Atkinson and Lloyd [1981] introduced the notion of primitive matrix spaces. Recall that a
matrix space of sizem×n is non-degenerate, if ∩A∈A ker(A) = {0} and span{∪A∈Aim(A)} = Fm.
A matrix space A ≤ M(m× n,F) is

• row-primitive, if ∩A∈Areg
im(A) = 0;

• column-primitive, if span{∪A∈Areg
ker(A)} = Fn;

• pre-primitive, if A is row-primitive and column-primitive;

• primitive, if A is non-degenerate, row-primitive, and column-primitive.

Note that the zero space in M(m× n,F) is also a pre-primitive matrix space.
Another interesting family of matrix spaces is the following. Given U ≤ Fm and V ≤ Fn, let

p = dim(U), q = codim(V ) = n−dim(V ), and Cm,n
U←V = {A ∈ M(m×n,F) : A(V ) ≤ U}. When

p + q < min(m,n), rk(Cm,n
U←V ) = dim(U) + codim(V ). We call Cm,n

U←V a maximal compression
matrix space of parameter (p, q,m, n). A matrix space is called a compression matrix space,
if it is a subspace of a maximal compression matrix space of parameter (p, q,m, n), and its
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rank is p + q. The standard maximal compression matrix space of parameter (p, q,m, n) is
Cm,n
U ′←V ′ where U ′ is spanned by the first p standard basis vector of Fm and V ′ is spanned

by the last (n − q) standard basis vector of Fn. We shall denote it Cm,n
p,q for short. Clearly,

Cm,n
p,q = {A ∈ M(m × n,F) : ∀p < i ≤ m, q < j ≤ n,A(i, j) = 0}, where A(i, j) denotes the

(i, j)th entry of A. The standard complement of Cm,n
p,q is Cm,n

p,q := {A ∈ M(m× n,F) : ∀1 ≤ i ≤
p, 1 ≤ k ≤ n,A(i, k) = 0, and ∀1 ≤ k ≤ m, 1 ≤ j ≤ q,A(k, j) = 0}. Note that Cm,n

0,0 is the zero
matrix space.

The following structural result regarding matrix spaces of rank bounded from above was
first observed by Atkinson and Lloyd [1981].

Theorem 3 ([Atkinson and Lloyd, 1981, Theorem 1]). Given a singular matrix space A ≤
M(m× n,F), there exist integers p, q ≥ 0 satisfying p+ q < min(m,n), and a primitive matrix
space P ≤ M(r × s,F), 0 ≤ r ≤ m − p and 0 ≤ s ≤ n − q, such that rk(A) = rk(P) + p + q.
Moreover, A is equivalent to a matrix space B in which each matrix is of the form





p× q

P 0
0 0



 , (2)

where P ∈ P.

Some remarks are due for this theorem. Firstly, the parameters p, q, and P are not unique
for a given A. Secondly, the existence of some p, q, and P is easy to prove by induction. The
main contribution of Atkinson and Lloyd [1981] was to obtain strong restrictions on the size of
a primitive matrix space in terms of its rank. Thirdly, when p = q = 0, then A is pre-primitive.
On the other hand, if r = s = 0, then A is a compression matrix space.

We then study rank-critical matrix spaces in the context of Theorem 3. We first observe
that a compression matrix space is rank-critical, if and only if it is a maximal compression
matrix space (see e.g. [Draisma, 2006, Example 10]). In general, for any rank-critical matrix
space we have the following.

Theorem 4. Let A ≤ M(m × n,F) be a matrix space and let B, P be matrix spaces as in

Theorem 3. Let Bc be the projection of B to Cm,n
p,q along Cm,n

p,q , and Bp the projection of B to

Cm,n
p,q along Cm,n

p,q . Then A is rank-critical, if and only if the following hold: (1) Bc = Cm,n
p,q , (2)

P is rank-critical, and (3) B = Bp ⊕ Bc, where ⊕ denotes the direct sum of two subspaces in
M(m× n,F).

When F is large enough, in Theorem 4, we may replace “rank-critical” with the condition
RNS(∗) = ∗. It is then interesting to consider an analogous statement with RND instead of
RNS.

Theorem 5. Suppose |F| ≥ 2 ·min(m,n), and let A ≤ M(m× n,F) be a matrix space and let

B, P be matrix spaces as in Theorem 3. Let Bc be the projection of B to Cm,n
p,q along Cm,n

p,q , and

Bp the projection of B to Cm,n
p,q along Cm,n

p,q . Then RND(A) = A, if and only if the following
hold: (1) Bc = Cm,n

p,q , (2) RND(P) = P, and (3) B = Bp ⊕ Bc, where ⊕ denotes the direct sum
of two subspaces in M(m× n,F).

Theorem 5 confirms the common wisdom that to find a rank-critical matrix space A with
A 6= RND(A), it is enough to focus on primitive matrix spaces.

Finally, we apply the necessary and sufficient condition from Theorem 1 to prove the fol-
lowing result concerning direct sums of rank-critical matrix spaces. Given two matrix spaces
A1 ≤ M(m1 × n1,F) and A2 ≤ M(m2 × n2,F), the (block-diagonal) direct sum of A1 and A2

is a matrix space in M((m1 +m2)× (n1 + n2),F), defined as {

[
A1 0
0 A2

]

∈ M((m1 +m2) ×

(n1 + n2),F) : A1 ∈ A1, A2 ∈ A2}. By abuse of notation we also denote this by A1 ⊕A2.
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Theorem 6. Suppose we are given two rank-critical matrix spaces A1 ≤ M(m1 × n1,F) and
A2 ≤ M(m2 × n2,F), and suppose |F| ≥ 2min(m1 + m2, n1 + n2). A1 ⊕ A2 is rank-critical if
and only if A1 and A2 are primitive.

2 Proofs

2.1 On Theorem 1

2.1.1 The Wong sequences, and some digression

Our condition is achieved via a perspective that is different from Draisma’s as in [Draisma,
2006]. Draisma arrived at the sufficient condition RND(A) = A from a geometric perspective,
by considering tangent spaces at regular points in a linear subspace contained in an affine
variety. On the other hand, our condition, RNS(A) = A, was obtained from an algorithmic
perspective. We now introduce some previous results from Ivanyos et al. [2015a] that support
the proof of Theorem 1, together with some background information. Some of the material here
is more general than strictly needed to prove Theorem 1, as we want to take this chance to
advocate a connection between the geometry of matrix spaces and a key algorithmic problem
in computational complexity theory.

A central problem in computational complexity theory is the symbolic determinant iden-
tity testing (SDIT) problem, which asks to decide whether a matrix space, given by a linear
basis, contains a full-rank matrix. When the underlying field is large enough, SDIT admits a
randomized efficient algorithm Lovász [1979]. The goal then is to devise a deterministic effi-
cient algorithm, as this implies an arithmetic circuit lower bound that is believed to be beyond
current techniques [Carmosino et al., 2015].

In fact, for the purpose of [Carmosino et al., 2015], it is enough to exhibit a polynomial-size
witness for the singularity of a matrix space. This problem is wide open, while some helpful
structures are known. One such structure is the following. For A ≤ M(m× n,F), and V ≤ Fn,
it is easy to verify that rk(A) ≤ n − (dim(V ) − dim(A(V ))) = codim(V ) + dim(A(V )). So
rk(A) ≤ n−max{dim(V )−dim(A(V )) : V ≤ Fn}. Lovász [1989] observed that if A has a basis
consisting of rank-1 matrices, then this upper bound can be achieved at some V ≤ Fn. This
follows from the matroid intersection theorem for linear matroids [Edmonds, 1970].

Furthermore, for A ≤ M(m × n,F) and s ∈ Z+, we call V ≤ Fn an s-shrunk subspace
of A, if dim(V ) − dim(A(V )) ≥ s. It is then an interesting question to decide whether a
given matrix space possesses an s-shrunk subspace for a given s ∈ Z+. Recently, deterministic
polynomial-time algorithms were devised in Garg et al. [2016] over Q, and Ivanyos et al. [2015b,
2016] over any field. The key algorithmic technique in Ivanyos et al. [2015b, 2016] is the (second
generalized) Wong sequences, first used in Fortin and Reutenauer [2004] and then rediscovered
in Ivanyos et al. [2015a]. They can be viewed as a linear algebraic analogue of the augmenting
paths, which were developed to solve the perfect matching problem on bipartite graphs. Given
A ∈ A ≤ M(m×n,F), the Wong sequence of (A,A) is the following sequence of subspaces of Fm:
W0 = {0},W1 = A(A−1(W0)),W2 = A(A−1(W1)), . . . ,Wi+1 = A(A−1(Wi)), . . . . It is known
that for some ℓ ∈ {0, 1, . . . ,m}, W0 < W1 < · · · < Wℓ = Wℓ+1 = . . . [Ivanyos et al., 2015a,
Prop. 7], and A has a dim(ker(A))-shrunk subspace if and only if Wℓ ⊆ im(A) [Ivanyos et al.,
2015a, Lemma 9].

2.1.2 Proof of Theorem 1

We now turn to prove Theorem 1. The reader probably has noticed the similarity between the
formulation of the rank neutral set, and Wong sequences introduced above. One more ingredient
is to relate Wong sequences to 2-dimensional matrix spaces. For A ≤ M(m×n,F) of dimension
2 with |F| > min(m,n), it is known that rk(A) = n − max{dim(V ) − dim(A(V )) : V ≤ Fn}
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(see e.g. Atkinson and Stephens [1978]). Combining with the Wong sequences, Ivanyos et al.
[2015a] showed the following:

Lemma 7 ([Ivanyos et al., 2015a, Lemma 12]). Suppose we are given A ∈ A = span{A,B} ≤
M(m × n,F), and |F| > min(m,n). Then A is of maximal rank in A, if and only if for
i ∈ {0, 1, . . . ,m}, B(A−1B)i ker(A) ≤ im(A).

Given Lemma 7 it is easy to prove Theorem 1.

Theorem 1, restated LetA ≤ M(m×n,F) and suppose |F| ≥ 2·min(m,n). Then RNS(A) ⊇
A, and A is rank-critical if and only if RNS(A) = A. Furthermore, given G ≤ GL(m,F) ×
GL(n,F) with the natural action on matrix spaces, if A is stable under G, then RNS(A) is also
stable under G.

Proof. To start with, note that Lemma 7 immediately implies that RNS(A) ⊇ A.
We first show that RNS(A) = A implies that A is rank-critical. By contradiction sup-

pose there exists a matrix B 6∈ A s.t. rk(span{A, B}) = rk(A). Then for any A ∈ Areg,
rk(span{A,B}) = rk(A). Lemma 7 tells us that B ∈ RNS(A), so A is a proper subset of
RNS(A), a contradiction.

We then prove that if A is rank-critical then RNS(A) = A. Suppose not, then there exists
B ∈ RNS(A) \ A. Let r = rk(A), and A′ = span{B,A}. Note that r < min(m,n). Because A
is rank-critical, rk(A′) > r, so there exists A ∈ A s.t. rk(B + A) > r. Since B ∈ RNS(A), by
Lemma 7 A cannot be from Areg. Take any A′ ∈ Areg, and consider B +A+ xA′, where x is a
formal variable. As rk(B+A) > r, for all but at most (r+1) λ ∈ F, rk(B+A+λA′) = rk(B+A) >
r. As rk(A′) = r, for all but at most r µ ∈ F, rk(A+µA′) = r. Since |F| ≥ 2min(m,n) > 2r+1,
there exists some ν ∈ F, such that rk(B + A + νA′) > r and rk(A + νA′) = r. In this case,
A+ νA′ ∈ Areg, so by Lemma 7 again, this suggests that B 6∈ RNS(A), a contradiction.

To see that the statement regarding the group action holds, recall that RNS(gAh−1) =
gRNS(A)h−1.

2.2 Proof of Theorem 4

Theorem 4, restated Let A ≤ M(m×n,F) be a matrix space and let B, P be matrix spaces

as in Theorem 3. Let Bc be the projection of B to Cm,n
p,q along Cm,n

p,q , and Bp the projection of

B to Cm,n
p,q along Cm,n

p,q . Then A is rank-critical, if and only if the following hold: (1) Bc = Cm,n
p,q ,

(2) P is rank-critical, and (3) B = Bp ⊕ Bc, where ⊕ denotes the direct sum of two subspaces
in M(m× n,F).

Proof. As A is rank-critical if and only if B is rank-critical, we focus on B in the following.
We first examine the necessary direction. Recall that from Theorem 3, we have p, q ∈ N

satisfying p + q < min(m,n), and a primitive matrix space P ≤ M(r × s,F) where r ≤ m− p

and s ≤ n− q, such that (1) rk(B) = p+ q + rk(P), and (2) every B ∈ B is of the form

B =


















p







q
︷ ︸︸ ︷

∗ · · · ∗
...

...
∗ · · · ∗

∗ · · · · · · ∗
...

...
∗ · · · · · · ∗

∗ · · · ∗
...

...
...

...
∗ · · · ∗

Pr×s 0

0 0


















m×n

, (3)

5



where P ∈ P.
Now B is rank-critical. We first show that Cm,n

p,q ≤ B, which will then establish (1) and (3).
Take any C ∈ Cm,n

p,q , and let B′ = span(C,B). Any B′ ∈ B is also of the form as in Equation 3, as
C only adds to the ∗ entries. But this gives that rk(B′) ≤ p+q+rk(P ) ≤ p+q+rk(P) = rk(B).
Then by the rank criticality of B, C ∈ B.

We then turn to (2) P is rank-critical. Suppose P is not, then there exists some P ′ 6∈ P
satisfying rk(span(P, P ′)) = rk(P). Then let C ∈ M(m× n,F) be

C =


















p







q
︷ ︸︸ ︷

0 · · · 0
...

...
0 · · · 0

0 · · · · · · 0
...

...
0 · · · · · · 0

0 · · · 0
...

...
...

...
0 · · · 0

P ′ 0

0 0


















m×n

.

Clearly, C 6∈ B. Now consider B′ = span(C,B). We then have rk(B′) ≤ p+q+rk(span(P ′,P)) =
p+q+rk(P) = rk(B′). This contradicts the rank-criticality of B, proving that P is rank-critical.

To show the sufficiency, our strategy is the following. Let Bur ≤ M((p + r)× (n− q),F) be
the matrix space that consists of those submatrices of size (p + r)× (n− q) in the upper-right
corner of B ∈ B. We first prove that Bur is rank-critical, using only the row primitivity of P.
We then show that as P is column-primitive, Bur is also column-primitive. This allows us to
conclude that B is rank-critical, by applying the column version of the argument which proved
the rank criticality of Bur.

We first prove that Bur is rank-critical. To start with, note that rk(Bur) = p + rk(P),
p+rk(P) < p+ r (by rk(P) < r), and p+rk(P) < n− q (by p+ q+rk(P) < min{m,n}). So Bur

is singular. Suppose we have C ∈ M((p+ r)× (n− q),F), C 6∈ Bur, such that rk(Bur) = rk(B′ur)
where B′ur = span(C,Bur). As the first p rows are free in Bur, w.l.o.g. we can assume the

first p rows of C are 0. Write C as C =

[
0 0
C1 C2

]

(p+r)×(n−q)

where C1 is of size r × s. We

observe that C1 ∈ P. If not, by the rank-criticality of P, we would have rk(Bur) = rk(P) + p <

rk(span(C1,P)) + p ≤ rk(B′ur), a contradiction. Therefore we can further assume C to be of

the form C =

[
0 0
0 C2

]

(p+r)×(n−q)

. Consider the matrix space C = span(
[
0 C2

]
,
[
P 0

]
) ≤

M(r × (n − q),F). As before, since rk(Bur) = rk(B′ur), it is necessary that rk(C) = rk(P). It
follows that every column of C2 is in ∩P∈Preg

im(P ). By the row-primitivity of P, C2 has to be
the zero matrix. Therefore the whole C is the zero matrix, proving that Bur is rank-critical.

We now prove that Bur is column-primitive. As P is column-primitive,
[
P 0

]
is also

column primitive. Take any B ∈ (Bur)reg. B is of the form

[
D1 D2

P 0

]

, and ker(B) =

ker(
[
D1 D2

]
) ∩ ker(

[
P 0

]
). ker(B) 6= 0 since Bur is singular. As the first p rows are free, by

choosing appropriate
[
D1 D2

]
we can go through all codimension-p subspaces of ker(

[
P 0

]
).

Now the column-primitivity of Bur follows from that of
[
P 0

]
.

2.3 Proof of Theorem 5

Theorem 5, restated Let A ≤ M(m×n,F) be a matrix space and let B, P be matrix spaces

as in Theorem 3. Let Bc be the projection of B to Cm,n
p,q along Cm,n

p,q , and Bp the projection of

B to Cm,n
p,q along Cm,n

p,q . Then RND(A) = A, if and only if the following hold: (1) Bc = Cm,n
p,q ,
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(2) RND(P) = P, and (3) B = Bp ⊕ Bc, where ⊕ denotes the direct sum of two subspaces in
M(m× n,F).

Proof. To start with, note that when A and B are equivalent, then RND(A) = A if and only if
RND(B) = B. The proof strategy is similar to the proof of Theorem 4, while some changes are
required to deal with RND(B).

For the sufficiency direction, let Bur ≤ M((p+r)×(n−q),F) be a matrix space that consists
of those submatrices of size (p + r)× (n − q) in the upper-right corner of B ∈ B. We will first
show that RND(Bur) = Bur, using only the row primitivity of P. Then by the column version
of the argument, we can conclude that RND(B) = B, as Bur is also column-primitive as shown
in the proof of Theorem 4.

It remains to prove that RND(Bur) = Bur. Take any B ∈ (Bur)reg. B is of the form B =
[
D1 D2

P 0

]

(p+r)×(n−q)

, where D1 ∈ M(p× s,F), D2 ∈ M(p× (n− q− s),F), and P ∈ P. Clearly,

ker(B) = ker(
[
D1 D2

]
) ∩ ker(

[
P 0

]
). Since rk(B) = p + rk(P ), ker(B) is a codimension-p

subspace in ker(
[
P 0

]
), which implies that im(B) = Fp ⊕ im(P ). Now let C be a rank neutral

direction of Bur, and put it in the block form C =

[
C11 C12

C21 C22

]

, where C11 ∈ M(p × s,F),

C12 ∈ M(p×(n−q−s),F), C21 ∈ M(r×s,F) and C22 ∈ M(r×(n−q−s),F). By the definition
of rank neutral directions, we have

[
C11 C12

] (
ker(

[
D1 D2

]
) ∩ ker(

[
P 0

]
)
)
≤ Fp;

[
C21 C22

] (
ker(

[
D1 D2

]
) ∩ ker(

[
P 0

]
)
)
≤ im(P )

(4)

for all D1, D2 and P ∈ Preg satisfying rk(

[
D1 D2

P 0

]

) = p + rk(P ). The first constraint in

Equation 4 puts no restriction on C11 and C12. For the second constraint in Equation 4, as
already argued in the last paragraph in the proof of Theorem 4, since the first p rows are free,
by choosing appropriate

[
D1 D2

]
we can go over all codimension-p subspaces of ker(

[
P 0

]
).

This gives that
[
C21 C22

]
ker(

[
P 0

]
) ≤ im(P ). Then by ker(

[
P 0

]
) = ker(P ) ⊕ Fn−q−s, we

have
C21 ker(P ) + C22Fn−q−s ≤ im(P ), (5)

for all P ∈ Preg, from which we deduce that (a) C21 ∈ RND(P) = P for any P ∈ Preg, and (b)
C22 = 0 as im(C22) ≤ ∩P∈Preg

im(P ) = {0}, where the equality follows from the row primitivity
of P. That RND(Bur) = Bur then follows.

For the necessary direction, notice that RND(B) = B implies RNS(B) = B, thus conditions
(1) and (3) hold by Theorem 4. By contradiction, assume that RND(P) 6= P, so there exists

P0 ∈ RND(P) but P0 6∈ P. It is easy to see that P ′0 =

[
0 0
P0 0

]

∈ M((p + r) × (n − q),F) is

not an element of Bur but satisfies Equations 4 for all P ∈ Preg, which implies P ′0 ∈ RND(Bur).

Consider then the matrix P ′′0 =





0 0 0
0 P0 0
0 0 0



 ∈ M(m × n,F), and by the column version of the

argument, we have P ′′0 ∈ RND(B) but P ′′0 6∈ B, arriving at a contradiction.

2.4 Proof of Theorem 6

Theorem 6, restated Suppose we are given two rank-critical matrix spaces A1 ≤ M(m1 ×
n1,F) and A2 ≤ M(m2 × n2,F), and suppose |F| ≥ 2min(m1 + m2, n1 + n2). A1 ⊕ A2 is
rank-critical if and only if A1 and A2 are primitive.
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We point out that, by the discussion in Section 2.1.1, an equivalent formulation of RNS(A)
is

RNS(A) := {B ∈ M(m× n,F) : ∀A ∈ Areg,∀k ∈ N, B(A−1B)k ker(A) ⊆ im(A)}.

Proof. To see the necessity, we prove that if A1 is not primitive, then A1 ⊕ A2 is not rank-
critical. If A1 is not primitive then A1 ⊕A2 is not primitive. Furthermore by transforming to
an equivalent space, A1 can be arranged to be in the form as the B in Theorem 3, with one of p or
q being nonzero. W.l.o.g. assume q > 0. Then the first column is also the cause of imprimitivity
of A1 ⊕A2; that is, the first standard basis vector is not in span{∪A∈(A1⊕A2)reg

ker(A)}. Now
by Theorem 4, for A1⊕A2 to be rank-critical, it is necessary that the first column is free, while
every A ∈ A1 ⊕A2 would have the first column containing some 0’s. This proves that A1 ⊕A2

is not rank-critical.
For the sufficiency direction, by Theorem 1, we turn to prove A1 ⊕ A2 = RNS(A1 ⊕ A2).

That is, for any X ∈ RNS(A1 ⊕A2) satisfying ∀A ∈ (A1 ⊕A2)reg,∀k ∈ N,

X(A−1X)k ker(A) ≤ im(A), (6)

we need to show X ∈ A1 ⊕ A2. Noticing (A1 ⊕A2)reg = (A1)reg ⊕ (A2)reg, we denote a given
A ∈ (A1 ⊕A2)reg by A = A1 ⊕ A2, where A1 ∈ (A1)reg and A2 ∈ (A2)reg. Moreover, we have
im(A) = im(A1)⊕ im(A2) and ker(A) = ker(A1)⊕ ker(A2).

Now, let X =

[
X11 X12

X21 X22

]

∈ RNS(A1 ⊕ A2), where Xij ∈ M(mi × nj,F), i, j = 1, 2. By

Equation 6 with k = 0, for any A1 ∈ (A1)reg, A2 ∈ (A2)reg, Xij ’s satisfy:

X11 ker(A1) +X12 ker(A2) ≤ im(A1);

X21 ker(A1) +X22 ker(A2) ≤ im(A2).

Therefore, X12 ker(A2) ≤ im(A1) and X21 ker(A1) ≤ im(A2) hold for any A1 ∈ (A1)reg, A2 ∈
(A2)reg. So we have

X12(span{∪A2∈(A2)reg
ker(A2)}) ≤ ∩A1∈(A1)reg

im(A1);

X21(span{∪A1∈(A1)reg
ker(A1)}) ≤ ∩A2∈(A2)reg

im(A2).

Now by the primitivity of A1 and A2, we obtain X12 = 0 and X21 = 0.
We then need to show that for i = 1, 2, Xii ∈ Ai. By the assumption Ai = RNS(Ai), we turn

to show that for i = 1, 2, Xii ∈ RNS(Ai), that is, ∀k ∈ N, and i = 1, 2, Xii(A
−1
i Xii)

k ker(Ai) ≤
im(Ai). This can be seen by an induction on k, once we notice the following: if U = U1 ⊕ U2,
Ui ∈ im(Ai), then A−1(U) = A−11 (U1)⊕A−12 (U2).
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