
Noname manuscript No.
(will be inserted by the editor)

BorderShift: Toward optimal MeanShift vector for cluster
boundary detection in high dimensional data

Received: date / Accepted: date

Abstract We present a cluster boundary detection sch

-eme that exploits MeanShift and Parzen window in

high dimensional space. To reduce the noises interfer-

ence in Parzen window density estimation process, the

kNN window is introduced to replace the sliding win-

dow with fixed size firstly. Then, we take the density

of sample as the weight of its drift vector to further

improve the stability of MeanShift vector which can be

utilized to separate boundary points from core points,

noise points, isolated points according the vector mod-

els in multi-density data sets. Under such circumstance,

our proposed BorderShift algorithm doesn’t need multi-

iteration to get the optimal detection result. Instead,

the developed Shift value of each data point helps to

obtain it in a liner way. Experimental results on both

synthetic and real data sets demonstrate that the F-

measure evaluation of BorderShift is higher than that

of other algorithms.

Keywords cluster boundary · MeanShift · Parzen

window · High dimensional space

1 Introduction

Mining the potential patterns from unknown data sources

not only can help people use the data, but also can find

valuable information. Clustering technique makes the

process of discovering class structures become possible.

It groups data objects based on information found in

the data that describes the objects and their relations.

The research goal is to assign similar objects into a

group and disperse dissimilar objects in other groups.

Nowadays, a lot of clustering algorithms have been pro-

posed and widely used in many related fields, such as

image segmentation [1][2], information retrieval [3][4],

natural language processing [5][6], bio-pharmaceuticals,

financial, statistics, etc. Cluster boundary technique aims

to find the data with a clear class labels but existing

differences from most data objects of the clusters. Pay-

ing attention on the people carrying tumor virus but

not suffering from cancers in normal people is an in-

teresting work. These people now are healthy, but may

suffer the diseases after a period of time. If we can de-

tect these people effectively based on the sampled data

which come from CT and blood data records, etc., this

will greatly benefit for the medical field. Besides, the

cluster boundary objects of face images always have

some characteristics differ from normal face images,

such as profile face, wearing sunglasses, whiskers which

may paly bad influence in personal information collec-

tion process. By this research, the computers can iden-

tify the abnormal images quickly. For getting different

patterns from different types of datasets, effective min-

ing methods need to be studied.

In low dimensional space, geometric features and

statistical knowledge are always used to describe the

data distribution. Researchers also proposed many meth-

ods to discover the cluster structure, eliminate noises,

detect isolated and boundary points. For example, BRIM

[7]BAND [8]BRINK [9]EDGE [10] BERGE[11] have been

developed to finish the cluster boundary detection task.

For high dimensional space, manifold learning cuts the

high dimensional manifold space to low dimensional

space. A new low dimensional space will be generated

after applying the space mapping technique. Then, it

makes the idea of processing high dimensional space

problems by low dimensional theory possible. Many
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methods can refer to LDA, LLE [12], LPP [13],etc.. But

general data mining methods always combine the di-

mension reduction and general patterns analysis meth-

ods to solve the high dimensional data analysis tasks.

In essence, real high dimensional data analysis theory

and technique should be researched. So, this paper will

try to develop a high dimensional cluster boundary de-

tection algorithm.

MartinEster [14] proposes DBSCAN algorithm, and

introduces the cluster boundary based on the concept

of density. However, how to get the whole boundary ob-

jects of clusters is not studied. Xia [15] et al. distinguish

the core points, boundary points, noise points using re-

verse k nearest neighbors in BORDER algorithm. Com-

pared to the boundary points, the number of reverse k

nearest neighbor of noise points and isolated points are

fewer, so the noises and isolated points are also detected

as cluster boundary points by mistake in low and high

dimensional space. BRIM algorithm detects the cluster

boundary based on whetherthe neighborhoods distribu-

tion of a boundary point is non-uniform, it solves the

problems that exist in the BORDER. In this algorithm,

a diameter line divides the circular area to two parts.

Calculating the number difference of points between the

two parts is used to reflect the uniformity of the area

in BRIM algorithm. However, if the area has a lot of

noises, the area centroid may be located near the circle

center. Then, the diameter may not be the best den-

sity division line. For high dimensional space, using a

diameter line to divide a high dimensional sphere may

be impossible. Only a high dimensional segmentation

plane[16][17] can do the work, so BRIM only can be

used in two-dimensional space and detecting the high

dimensional cluster boundary via BRIM is impossible.

To improve the detection accuracy, BAND extracts the

cluster boundary based on the concept of coefficient of

variation. Compared to boundary points, the noises lo-

cated near the cluster edge always have the same values

of variation coefficient. It leads to the detection result

with noises. BRINK takes weighted Euclidean distance

as the similarity measure between the data objects, and

detects the cluster boundary based on the local distri-

bution characteristics. In high dimensional space, los-

ing measure meaning may be inevitable with the rapid

increase of the dimension. The sparseness of data dis-

tribution reduces the differences between data objects.

Then the effectiveness of traditional measure methods

will degrade. So the BRINK cannot be effectively used

in high dimensional data. BERGE uses the idea of evi-

dence accumulation to label boundary objects with the

help of multiple statistical learning. However, it aims

to detect the cluster boundary for mixed attribute data

sets and the error rate will increase quickly if some

noises are labeled as boundary objects by mistake. So,

the algorithm is sensitive to noises.

Parzen [18] et al. propose Parzen window density

estimation technique to describe the data distribution.

It’s a nonparametric method which could capture the

characteristics of the data itself without any prior knowl-

edge or assumptions. Prior knowledge is expensive and

pre-estimating also may be not accurate. So the Parzen

window density estimation has been widely used in statis-

tics and computer science. MeanShift was proposed by

Fukunaga[19] in 1975. By constantly updating the mean

vector of the current neighborhood, the MeanShift vec-

tor gradually reaches a local steady state, that is, the

maximum value of local density, or the convergence con-

dition is satisfied. Yizong Cheng [20] extents MeanShift

by weighting each drift vector using kernel function,

thus the sample points in the neighborhood of a sam-

pling point have different importance. In 1999, Comani-

ciu et al. [21] introduce the MeanShift approach into the

feature space analysis in image smoothing and segmen-

tation. Meanwhile, the literature transforms the non-

rigid tracking into an optimization problem for Mean-

Shift iteration. Then it makes the image tracking in real

time.

For the fact that the existing traditional cluster bound-

ary detection algorithms cannot detect the cluster bound-

ary of high dimensional data effectively, we propose a

new cluster boundary detection algorithm for high di-

mensional data based on Parzen window and MeanShift

in this paper. The main contributions of this paper are

summarized as:

(1) introduce k nearest neighbors to replace sliding win-

dow with fixed size in kernel density estimation;

(2) propose an improved MeanShift vector;

(3) propose a cluster boundary detection algorithm for

high dimension data called BorderShift.

The remainder of this paper is organized as follows. Sec-

tion 2 introduces the Parzen window, MeanShift and

our development work. Proposed BorderShift frame-

work is presented in Section 3. Results obtained in var-

ious cluster boundary experiments are reported in Sec-

tion 4. The discussion is reported in Section 5. Finally,

the conclusions are drawn in Section 6.

2 Parzen window and Meanshift

In section 2.1, we will introduce the Parzen window

density estimation method and our improved work. In

section 2.2, we will introduce the MeanShift approach.

Then, we will use the proposed density estimation method

as the weight of drift vector to generate the new Mean-

Shift vector.
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2.1 Parzen window

We define xi as a data object in d dimensional data

space, n is the total of data space. Taking x as the

center and h as the side length to make a hypercube,

then the volume of it is V = hd. Constructing a function

ϕ(u) and making it meets the condition of ϕ(u) ≥ 0 and∫
ϕ(u)du = 1, then the number of samples falling into

the hypercube is:

nv =

n∑
i=1

ϕ(
x− xi
h

) (1)

The probability density estimation of xi is described

as follows:

f(xi) =
1

n

n∑
i=1

1

V
ϕ(
x− xi
h

) (2)

where ϕ(u) could be a window function or kernel func-

tion [22]. Generally, we can choose the square window,

normal window, etc.. Gaussian function is a classical ro-

bust radial basis kernel which has a high anti-interference

ability. Effectively smoothing noises and rotation in-

variance make the different dimensions have the same

influence on density estimation. So it is more popular

used than other window functions.

In formula (2), the value of probability density es-

timation is heavily dependent on the side length of

the hypercube, so the size of the window seriously re-

stricts the effectiveness of Parzen window density esti-

mation method. For example, Parzen window will de-

grade into the grid density estimation method in two-

dimensional space. For the varying density and multi-

density data set, the value of the probability density

estimation is more sensitive to the size of window. In

the literature [23], Vidar V. Vikjord et. al compared

and analyzed some nonparametric density estimation

methods. Their analysis results show that kNN density

estimation method is more close to the true data distri-

bution than fixed window density estimation methods.

So, our paper will use the Gaussian window as the win-

dow function and the k nearest neighbor area as the

sliding window:

f(xi) =
∑
j∈knn

1√
2πσ

exp(−||xj − xi||
2σ2

) (3)

where σ2 is the variance of all data objects, ||xj−xi|| is
the Euclidean distance between the data object xi and

xj , knn is the k nearest neighbor collection of xi , xj
is a data object in the k nearest neighbor collection of

xi.

2.2 MeanShift

Given a d dimensional space Rd containing n sample

points, the MeanShift vector of sampling point xi is

described as follows:

MeanShift(xi) =
∑
j∈Sh

(xj − xi) (4)

where xj − xi is the drift vector which takes xi as the

starting point and xj as the end point. Sh denotes the

hypersphere that takes xi as its center and h as its

radius, the Sh is defined as follow:

Sh(xi) ≡ {xj : (xj − xi)T (xj − xi) ≤ h2} (5)

The literature [20] has proved that the MeanShift

vector always points to the highest density direction

of local area. The traditional MeanShift vector holds

that all the points in Sh are the same importance and

the weight of their drift vectors are same. However, for

the varying density and multi-density data area, the

MeanShift vector may point to noise or isolated data.

So the approach may not perform properly in some spe-

cial situation. The literature [21] introduces the concept

weight coefficient to improve formula (4), and it is de-

fined as follows:

MeanShift(xi) =

∑
j∈Sh

wij(xj − xi)∑
j∈Sh

wij
(6)

wher wij is the weight of drifting vector (xj − xi) .

Formula (6) gives a relatively small weight to the

drifting vector which takes the sampling point as the

starting point and noise point or isolated point as the

end point, a relative big weight to the drifting vector

which takes the sampling point as the starting point

and core point as the end point in neighborhood. Thus

it makes MeanShift theory be revised and expanded.

Meanwhile, literature [21] introduces kernel function

to improve the MeanShift formula (6). Assuming that

there a kernel function K(x) and the shadow kernel of

it is defined as follows:

g(x) =
∂K(x)

∂(x)
(7)

The shadow kernel is the first-order partial deriva-

tive of K(x). It will be used in formula (9). Then, we

take the kernel function to estimate the density of xi :

MeanShift(xi) =

∑
j∈Sh

wijK||xj − xi||∑
j∈Sh

wij
(8)
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where H(xi) is the probability density of xi. To calcu-

late the location which has the highest density of the

neighbors area, we get the partial derivative of H(xi):

∂H(xi)

∂(xi)
= −(

∑
j∈Sh

2wijg||xj − xi||2∑
j∈Sh

wij
)

× (

∑
j∈Sh

wijxjg||xj − xi||∑
j∈Sh

wijg||xj − xi||2
− xi)

(9)

Make ∂H(xi)
∂(xi)

= 0, then:

xi =

∑
j∈Sh

wijxjg(||xj − xi||2)∑
j∈Sh

wijg(||xj − xi||2)
(10)

The location is the maximum local density of sam-

pling point neighborhood. The MeanShift vector is as

follows:

MeanShift(xi) =

∑
j∈Sh

wijxjg(||xj − xi||2)∑
j∈Sh

wijg(||xj − xi||2)
− xi

(11)

From mathematical point of view, the MeanShift

vector is similar to the mountain climbing algorithm.

We can clearly observe that the evolutionary process of

MeanShift aims to search for a local optimal solution

from formula (7) to (11). Speaking from the perspec-

tive of density distribution, the MeanShift principle is

a process of searching for the highest density area.

In formula (11), the MeanShift vector always re-

mains the same window size in the iteration process, so

it will lose effectiveness when it encounters the varying

density and multi-density area after a series of itera-

tions. However, data objects distribution is relatively

sparse in the high dimensional space. This vector still

uses a fixed volume of hypersphere for sliding window,

but the total number of sample points in the hyper-

sphere is constantly changing and has no rule, so the

method can not effectively address the distribution of

sample points in high dimensional space. Meanwhile,

formula (11) do not completely consider the relations

among all drifting vectors which generates from sam-

pling points and sample points and ignores the geo-

metric relations among all the drifting vectors. Due to

problems of formula (11), we define the kernel function

as the weight of drift vector, the new MeanShift vector

is:

MeanShift(xi) =∑
j∈knn

(
∑
k∈jnn

K(||xk − xj ||2))(xj − xi)∑
j∈knn

(
∑
k∈jnn

K(||xk − xj ||2))

(12)

where knn is the k nearest neighbors area of xi , and jnn
is the k nearest neighbors area of xj , xj is a data object

in the k nearest neighbors collection of xi, xk is a data

object in the k nearest neighbors collection of xj . Then,

we introduce the formula (3) as the kernel function. In

other words, the density of sample is defined as the

weight of corresponding drift vector:∑
k∈jnn

K(||xk − xj ||2) =
∑
k∈jnn

1√
2πσ

exp(−||xk − xj ||
2σ2

)

(13)

So, the MeanShift is changed into:

MeanShift(xi) =∑
j∈knn

(
∑
k∈jnn

1√
2πσ

exp(− ||xj−xi||
2σ2 )(xj − xi)∑

j∈knn
(
∑
k∈jnn

1√
2πσ

exp(− ||xk−xj ||
2σ2 )

(14)

3 BorderShift framework

From the perspective of pattern recognition, cluster anal-

ysis divides the data objects to two types: objects within

clusters and noises. Isolated points are special noises

with interesting values. For clustering, noises are re-

dundant data, and objects within clusters are valuable.

Discovering the objects within clusters and giving them

reasonable class labels are the goals of cluster analysis.

In cluster boundary research, boundary points are our

detection objects. The neighbor distributions of core

points are very uniform and they are easy to be sep-

arated. But noises always have bad impact on bound-

ary extraction. Especially for some isolated points, they

are located far from clusters, but their nearest neighbor

distribution may be similar to boundary points. In con-

trast, the noises which are located near boundary points

are easy to recognize since some neighbors of them are

boundary points. So, our approach divides the data ob-

jects into four types: core point, boundary point, noise,

isolated point. Now, we try to analyze these four types

of data: (1) The k nearest neighbors of core points al-

ways show uniform distribution. So, the norm of Mean-

Shift vectors of core points are relatively small and close

to zero.

(2) The most k nearest neighbors of core points always

are located at one side close to the clusters, the op-

posite side has relative few points and most of them

are noise points. So the norm of MeanShift vectors of

boundary points are relatively big compared to that of

core points.

(3) The noise points which close to boundary points

have the similar distribution compared to that of bound-

ary points. But their norms of MeanShift vectors are
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bigger than that of boundary points.

(4) The isolated points which far from clusters are sparsely

distributed and irregular. It is difficult to distinguish

the norms of MeanShift among boundary points and

isolated points.

The definition of average distances among xi and its k

nearest neighbor objects is as follows:

Ak(xi) =
1

k

∑
j∈knn

dist(xj − xi) (15)

then there exists the truth:

Ak(Isolated)� Ak(noise) > Ak(Boundary) > Ak(Core)

(16)

Based on this, we try to eliminate the influence of iso-

lated points. We take the function of y = ex further to

discretize inequality (16). There are some discretization

functions in common use:

y = ex, y = x2, y = lg(x) (17)

Then we contrast the partial derivatives of the three

functions:

∂ex

∂x
= ex,

∂x2

∂x
= 2x,

∂lg(x)

∂x
=

1

x
, (18)

Their partial derivatives show their ability for discretiza-

tion, under normal conditions:

ex � 2x >
1

x
, (x > 1) (19)

In other words, the discretization ability of y = ex is

much larger than that of y = x2 and y = lg(x). This

is the reason why we choose the function for discretiza-

tion. Then we give a new extension form of MeanShift

vector:

MeanShift(xi) = exp(
1

k

∑
j∈knn

dist(xj − xi))

×
∑
j∈knn

(
∑
k∈jnn

1√
2πσ

exp(− ||xk−xj ||
2σ2 )(xj − xi)∑

j∈knn
(
∑
k∈jnn

1√
2πσ

exp(− ||xk−xj ||
2σ2 )

(20)

and its norm is described as follows:

MeanShift(xi) = exp(
1

k

∑
j∈knn

dist(xj − xi))

× norm(

∑
j∈knn

(
∑
k∈jnn

1√
2πσ

exp(− ||xk−xj ||
2σ2 )(xj − xi)∑

j∈knn
(
∑
k∈jnn

1√
2πσ

exp(− ||xk−xj ||
2σ2 )

)

(21)

Algorithm : BorderShift
Input: X // data set

k // number of nearest neighbors
λ1 // serial number of boundary begin
λ2 // serial number of boundary end

Output: S // boundary collection.

Step1: find the k nearest neighbors collections
of each data object;
Step2: calculate the Shift value of each data object
according to formula (21) and store them in matrix α;
Step3: generate the matrix β by sorting α in ascending

λ2 times;
for i=1:1:n

if β(λ1) ≤ α(i) ≤ β(λ2)
S = S ∪ xi
end if

end for

where norm shows the modular operation for vectors.

According to the value of Shift , we can easily distin-

guish the four kinds of data objects. Below, we will give

the BorderShift algorithm.

The BorderShift algorithm first calculates the k neigh-

bor collections of each data object, then calculates the

value of Shift for each data object and outputs bound-

ary points according to their Shift value. In this pa-

per, the steps of BorderShift algorithm are relatively

straightforward: Step 1 calculates the k nearest neigh-
bors of each data object and the time complex isO(nlog(n))

by using k-tree; Step 2 calculates the Shift value of

each data object and the time complex is O(n); Step 3

sorts α λ2 times to generate β with the size of 1 × λ2,

which covers the top λ2 values of α, and then outputs

boundary points using β(λ1) and β(λ2). The time com-

plex of this step is O(n). In summary, the time com-

plexity of the three steps is O(nlog(n) + n). Besides

this, the time complexity of BORDER, BAND, BRINK

are all O(kn2). BRIM also uses the k-d tree to calcu-

late the neighborhood objects and the time complexity

is O(nlog(n)). So the time complexity for BORDER,

BAND, BRINK are close to each other, but lower than

that of BRIM and BorderShift. The main time con-

sumption of each algorithm is the kNN collection cal-

culation and the general calculation cost is O(kn2). Al-

though these algorithms’ time complexity is high, their

time consumption will be reduced to O(nlog(n)) when

the k-tree way is applied. So, their time complexity of

reported algorithms has no differences in essence.
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4 Experimental

4.1 Pretreatment and Evaluation

In this paper, we conduct a series of experiments to

compare and verify our promised performance of Bor-

derShift. Experiments of synthetic data sets and med-

ical data sets are performed to compare different algo-

rithms’ detection abilities. Experiments of image data

sets will verify the detection ability of BorderShift on

several image datasets. It aims to explore the cluster

boundary research in some new fields. Detailed infor-

mation are:

(1) the comparison of boundary detection ability of

BORDER, BRIM, BorderShifton on two 2-dimension

numerical data sets who contain noises;

(2) the comparison of boundary detection ability of

BORDER, BAND,BRINK,BorderShift on the medical

data sets Biomed and Cancer , Colon and Prostate data

sets;

(3) the detection of handwritten digits boundary and

cluster center area on MNIST data set;

(4) the detection of face boundary and cluster center

area on ORL data set;

(5) sorting each image by the value of Shift in ascend-

ing order on the Tiger data set.

Data preprocessing methods used in the following are

reported as follows:

(a) The value of each data objects are dived 103.

(b) The value of each data objects are dived 104.

(c) Converting each image to n × m grayscale matrix

G and average each dimension of gray level matrix, get

the size of 1×m gray centroid matrix, then use the ma-

trix to represent the image data and the specific way is

described as follows:

G =


a11 a12 · · · a1m
a21 a22 · · · a2m
...

...
...

...

an1 an2 · · · anm


G⇒

[∑n
i=1 ai1

∑n
i=1 ai2 · · ·

∑n
i=1 aim

]
(d) Converting each image to n ×m grayscale matrix

and average each dimension of gray level matrix, get

the size of 1× (nm) gray centroid matrix, then use the

matrix to represent the image data and the specific way

is as follows:

G⇒
[
a11 a12 · · · a1m a21 a22 · · · a2m · · · anm

]
Table 1 has reported the information of used data

sets and we have sorted the data sets by dimensions

in ascending order. F-measure is used to evaluate the

Table 1: Information of different data sets.

Data sets Number Dimensions Preprocessing way

DS1 7832 2 -
DS2 5034 2 -
Biomed 209 4 -
Cancer 699 10 -
Mnist 10000 28 (c)
Colon 62 2000 (a)
ORL 400 10304 (d)
Prostate 102 10509 (b)
Tiger 32 246440 (d)

performance of each algorithm, related definition are

described as follows:

Precision =
number of correct boundary detected

number of boundary detected

Recall =
number of correct boundary detected

number ofactual boundary

F −measure =
2

1/Precision+ 1/Recall

The lower the accuracy rate, the weaker the detection

capability of the algorithm will be. The recall rate re-

flects the completeness of the detection results. Accu-

racy rate and recall rate exists mutual restriction rela-

tions and the greater the F-measure is, the stronger the

robustness of the algorithm will be.

4.2 Data description

Fig. 1(a) is a synthetic data set with varying density,

including 7832 points and we call it DS1. Fig. 2(a) is

a synthetic data set with four clusters, including 5034

points and we call it DS2. In order to facilitate obser-

vation, we mark the boundary detection result of Bor-

derShift on DS1 in Fig. 1(b), DS2 in Fig. 2(b). Then

we show the different best cluster boundary detection

results of different algorithms on the two data sets.

Meanwhile, we provide the used parameters of differ-

ent algorithms behind the figure caption. Before the

experiments, we take the statistical experiments on DB-

SCAB to get 640 cluster boundary points on DS1, 538

cluster boundary points on DS2. The results have been

reported in Table 2.

With the completion of human genetic planning groups

[24] and the rapid development of gene chip technology

[25], gene expression data [26] has been widely used in

the field of tumor. Gene expression data tends to have

the characteristics of high dimensions and small number

of samples. Many scholars pay their attentions on clus-

tering these data sets. But there are fewer researches for
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(a) (b)

(c) (d) (e)

Fig. 1: The best cluster boundary detection results of different algorithms on DS1. (a)DS1. (b) The marked

cluster boundary points. The used parameter of each algorithm are (c)BORDER (k = 120, n = 1200), (d) BAND

(k = 50, w = 0.65, BPT = 0.66), (e)BorderShift (k = 100, λ1 = 530, λ2 = 1197).

extracting the individuals of gene mutation by the sim-

ilarity among gene segments. These individuals usually

exist the risk of suffering from tumor, many of them will

die of cancer after some years. We define these people

as cluster boundary objects of normal people. If we take

treatment for these people, we can control their illness

state and even cure them. So it will be a research field

with profound significance. Biomed data set [39] has

134 normal objects and 75 virus infected objects. But

there are 30 virus carriers in the normal objects. Cancer

data set [40] has 241 malignant tumor objects and 75

benign tumor objects. But there are 30 benign tumor

objects which may become malignant tumor patients,

so these people can be defined as the cluster boundary

of normal people. Colon [41] is a colon cancer gene ex-

pression data set with 62 samples, including 22 normal

gene samples and 40 colon cancer samples. In addition,

each sample has 2000 genes. Prostate [42] is also a gene

data set which has 102 samples, including 50 norm sam-

ples and 52 prostate cancer samples. In this data set,

each sample has 10509 genes. Before experiments, we

take the statistical experiments on DBSCAB to get 7

cluster boundary objects on Colon, 18 cluster boundary

objects on Prostate. Then we process these data sets as

described in Table 1.

Handwritten digit recognition [27-29] plays an im-

portant role in the field of artificial intelligence. With

a series of theories and application techniques being

proposed, handwritten digits recognition has been used

widely in tax bills, statistical statements etc.. Due to

the influence of personal preferences and habits, same

digit images always be presented in different shapes,

sizes, line widths, etc. Sometimes, it may even appear

synechia, overlapping, ink, etc., so these digits images

increase the difficult of handwritten digit recognition.

Nowadays, there are fewer researches on the cluster

boundary of handwritten digits, these images have ir-

regular geometric characteristics, larger similarity be-

tween digits, and are difficult to be distinguished among

digits and English characters. For example, digit char-

acters ‘0’ and digit characters ‘o’, digit characters ‘5’,

English character ‘s’ are these characters that have some
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(a) (b)

(c) (d) (e)

Fig. 2: The best cluster boundary detection results of different algorithms on DS2. (a)DS2. (b) The marked cluster

boundary points. The used parameter of each algorithm are (c) BORDER (k = 120, n = 1200), (d) BAND

(k = 50, w = 0.40, BPT = 0.80), (e)BorderShift (k = 60, λ1 = 543, λ2 = 1078).

similarities between each other. Effectively extracting

the cluster boundary of handwritten digits provides an

important reference for handwritten recognition. In other

words, this work will contribute to extract the charac-

teristics and improve the cluster accuracy of handwrit-

ten digits. Mnist data set [43] includes 10 types of hand-

written digits, including 60000 training image samples

and 10000 test image samples. There are 8 bit depth of

BMP image for all the image size, stored in the form

of 28×28 pixel size, and each pixel gray value is in the

range of 0-255. We select the handwritten digit ‘8’ from

the test image samples, a total of 974 images, to verify

the cluster boundary detection ability of BorderShift.

Face recognition [30-33] technology is a set of com-

prehensive research direction in the field of computer

image processing, computer vision, human-computer in-

teraction, etc. and plays a very important role in intel-

ligent transportation [34], remote sensing image [35],

criminal investigation, financial, military defense and

so on. Compared to normal face, face boundary objects

can be defined as face images with strong illumination,

faint illumination, sunglasses, profile face, etc. The im-

ages affect the accuracy of face recognition significantly,

so it will provide an important reference for the feature

extraction and recognition accuracy. ORL data set [44]

consists with 400 images of 40 different people that each

covers a range of poses from profile to frontal views.

There are 8 bit depth of BMP image for all the image

size, stored in the form of 92×112 pixel size, and each

pixel gray value is in the range of 0-255.

Tiger data set is a biological data set which built by

the Data Mining Team of Zhengzhou University. The

training set has 9 different tiger head portraits, 2 leop-

ard head portraits, 1 civet head portraits. The test set

has 16 different tiger head portraits, 2 leopard head por-

traits, 1 civet head portrait, 1 lion head portrait. All the

images of the data set are collected from the internet,

scaled with uniform size, stored in PNG format with

505*488 pixel size. We all know that tigers, leopards,

civets, lions all are felid animal and there are close kin-

ship and high similar face between tiger and leopard.

So the leopards and civet can be defined as the cluster
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boundary of tigers. Especially, leopards have more close

relations with tigers than civets and lions. By analyz-

ing the close relations among species, we can further

research the potential relevance of different species. It

will have a positive impact on endangered species pro-

tection [36], bio-archaeologists [37], animal classifica-

tion [38], etc.

5 Results and discussions

We first evaluate the effects of varying the density and

dimension of the dataset. Fig. 1 and Fig. 2 show the

experiment results on the synthetic dataset. As we can

see, BORDER and BAND are both sensitive to the

noises, they detect many noise points as boundary points.

While our proposed BorderShift outperforms other two

algorithms, it can distinguish the boundary points and

noise points effectively. Furthermore, F-measure analy-

sis of Table 2 also shows BorderShift has better detec-

tion ability than the proposed low dimensional cluster

boundary detection algorithms, which further verifies

the effectiveness of our improved Parzen window den-

sity technique. Compared to traditional density estima-

tion methods, our proposed method increases the dif-

ferences between core points and noise points via Knn

dynamic window. This is our first contribution in this

paper.

Table 2 reports the experiment results on several

real high dimensional datasets. By observing the F-

measure, we find that the ability of cluster boundary

detection of BorderShift is more effective than that of

other algorithms on Cancer and Biomed. It’s worth not-
ing that the recall of BRINK on Biomed is 1.0000, which

does not mean its detection ability is good. Because the

recall rate only reflects the number of real boundary

points in the detecting result. On the other hand, if the

algorithm detects many data objects as cluster bound-

ary, the accuracy rate of the result must be low. Thus

neither of the recall rate and the accuracy rate can re-

flect the quality of the result. For Colon and Prostate,

each algorithm can effectively detect the boundary be-

cause of the sparsity and non-noises of these samples.

MeanShift vector is used to track the moving target in

computer vision. The sensitivity of noise points, how-

ever, makes the MeanShift vector always move into

sparse areas. To solve this, we adopt our novel Parzen

window to smooth noises and reduce the interference of

noises. Interestingly, we try to use the models of Mean-

Shift vector to separate boundary points according their

lengths. Compared to the traditional algorithm, our

proposed BorderShift can detect the boundary effec-

tively on both high and low dimensional datasets, which

can be conducted from the F-measure values. This is

our second contribution in this paper.

Our third contribution is to apply our work in sev-

eral real scenarios. For instance, we attempt to detect

the cluster boundary objects in handwritten digits, face

images, and animal recognition. In Fig. 3, we find Bor-

derShift can effectively detect the boundary of 8 and

the standard normalized digits as the cluster center ob-

jects. Fig. 4 is the result of sorting each face image

by the value of Shift in ascending on a face cluster

of ORL. Through the observation, the first three im-

ages can be used as cluster center and the farther from

the cluster center, the greater the angle of profile face.

Fig. 5(a) is the boundary detection result on ORL, in-

cluding the face images of left profile face and right

profile face. Fig. 5(b) are the cluster center objects of

BorderShift algorithm on ORL , and the results almost

are frontal faces. These studies will improve the recog-

nition accuracy and provide a novel method to resolve

such problems. In the experiments on Tiger dataset, we

sort the images by the Shift in an ascending order, and

select the last three images as the boundary objects of

the training set (see Fig. 6(a)). Meanwhile, we sort the

images with in same way on the test set (see Fig. 6(b)),

and the last four images are the boundary objects. The

leopards are more similar to tigers than civets and lions

in the facial features. Due to much hair of the lion, it

performs relative alienation with tigers. The experiment

results satisfy the biology logic relationship among the

above species. It also shows the effective of BorderShift

on cluster boundary detection. Significantly, our clus-

ter boundary research on animals will benefits related

research fields. Traditional image and computer vision

methods in artificial intelligent always use the face and

head characteristics to recognize objects such as the lo-

cations of eyes, nose, and ears, or color characteristics

of image. Capturing the local features is their primary

idea. While in this paper, we adopt the cluster bound-

ary technique to solve the image recognition problems,

which based the similarity of image objects.

Next, we discuss the effects of the parameters. Bor-

derShift has three parameters: k, λ1, λ2. From all the

above experimental results, we may observe that Bor-

derShift achieves high quality result when k ∈[50,100]

on density and multi-density datasets, and k ∈[2,10] for

general data sets. Thus we suggest k=10 to get the de-

tecting result. To select the parameters reasonably, we

compare the F-measure when tunning different k. Fi-

nally, we discuss the sensitivity of k of BorderShift. Fig.

7 shows the change of F-measure whenselecting differ-

ent values of k. The meanings of λ1, λ2, are described

as follows’:

(1) if β(λ2) ≤ α(i) ≤ β(λ1) , xi is boundary object and
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Table 2: The boundary detection results of different algorithms on different data sets.

Data sets Algorithms Real Detected Correct Precision Recall F-measure

DS1 BAND 640 823 556 0.6756 0.8688 0.7601
BORDER 723 540 0.7469 0.8438 0.7924
BRINK 667 520 0.7795 0.8125 0.7957
BERGE 662 532 0.8036 0.8313 0.8172
BorderShift 680 578 0.8500 0.9031 0.8757

DS2 BAND 538 749 454 0.6061 0.8439 0.7055
BORDER 669 445 0.6366 0.8271 0.7195
BRINK 499 438 0.8778 0.8141 0.8447
BERGE 553 472 0.8535 0.8773 0.8652
BorderShift 599 514 0.8581 0.9554 0.9041

Biomed BAND 30 26 22 0.8462 0.7333 0.7857
BORDER 26 23 0.8846 0.7667 0.8214
BRINK 36 30 0.8333 1.0000 0.9089
BERGE 26 24 0.9231 0.8000 0.8572
BorderShift 30 28 0.9333 0.9333 0.9333

Cancer BAND 37 37 25 0.6757 0.6757 0.6757
BORDER 37 28 0.7568 0.7568 0.7568
BRINK 37 29 0.7837 0.7837 0.7837
BERGE 37 28 0.7568 0.7568 0.7568
BorderShift 36 35 0.9722 0.9459 0.9589

Colon BAND 7 6 5 0.8333 0.7143 0.7692
BORDER 7 7 1.0000 1.0000 1.0000
BRINK 6 5 0.8333 0.7143 0.7692
BERGE 6 5 0.8333 0.7143 0.7692
BorderShift 7 7 1.0000 1.0000 1.0000

Prostate BAND 18 17 16 0.9412 0.8889 0.9143
BORDER 19 18 0.9474 1.0000 0.9730
BRINK 17 16 0.9412 0.8889 0.9143
BERGE 17 16 0.9412 0.8889 0.9143
BorderShift 18 18 1.0000 1.0000 1.0000

(a) (b)

Fig. 3: The expriments on the Mnist data set. (a)The boundary objects of ‘8’ (k = 10, λ1 = 895, λ2 = 974). (b)The

cluster center objects of ‘8’(k = 10, λ1 = 1, λ2 = 80).

Fig. 4: The result of sorting each face by the value of Shift in ascending on the face cluster.
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(a) (b)

Fig. 5: The expriments on the ORL data set. (a)Boundary objects (k = 10, λ1 = 361, λ2 = 400). (b)Cluster center

objects (k = 10, λ1 = 1, λ2 = 40).

(a) (b)

Fig. 6: The result of sorting each image by the value of Shift in ascending on the training set and test set of Tiger

data set, respectively.

the number of boundary objects is λ2 − λ1 + 1 ;

(2) if α(i) ≥ β(λ2) , xi is a noise object with the num-

ber of n− λ2 ;

(3) if α(i) ≤ α(λ1) , xi is a core object with the number

of λ1 − 1 .

Obviously, BorderShift can control the number of these

three kinds of objects well, which is beneficial for users

to select λ1 and λ2.

The above explanation describes the three types of

data objects using the two input parameters. Next, we

will analyze our proposed detection approach in differ-

ent data distribution settings. According to the point

of clustering, any data set can be clustered into cer-

tain classes. In fact, it is a density recognition process.

Different density area are captured as different class

structures. For the uniform class without noises, our

model is very strong since there are only core and clus-

ter boundary objects in the data set. The neighborhood

distribution of core objects are uniform and the Mean-

Shift vector models are close to zero. Completely dif-

ferent from this is that most neighbors of boundary ob-

jects are core objects because no noises are distributed

in the data set. So, its MeanShift vector will point to

class interior with a large model. When the data set

has noises, the MeanShift vector model of boundary

objects will reduce, but there are no influence on core

objects. In the multi-density classes, the uniform is no

related with the density. The neighbors of core objects

still uniformly surrounded them and construct a Mean-
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Sift vector with a small model. Meanwhile, most of the

neighbors of boundary points are still core objects and

only small number of them are noises. So, we can con-

clude that our idea can be applied in different data dis-

tribution settings and the improved MeanShift vector

still will work.
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Fig. 7: The sensitivity of k on different data sets.

6 Conclusion

In this paper, we propose a cluster boundary detection

algorithm based on Parzen window and MeanShift. To

smooth noises, we use kNN widow to replace the slid-

ing window with fixed size in the density estimation

process. New MeanShift vector based on dynamic sam-

pling also reduce the sensitivity to noise. Then it can

be effectively used to detect the cluster boundary in

varying density, multi-density, high dimensional space

data sets. The algorithm can obtain the detection re-

sults without many iterations. Meanwhile we have at-

tempted to detect cluster boundary in different fields

and get expected result. We have extended the cluster

boundary application scope to some extent.

In future work, we will test the algorithm perfor-

mance in real dataset with higher dimensions. Time

consumption will be a worth attention work. Now, there

are rich data sets with high dimension and large number

available in the real world, therefore cluster boundary

research in big data will be a valuable work. How to

separate boundary objects from big data quickly will

be challenging. For example, detecting the virus car-

riers from blood bank data, recognizing the abnormal

signature, updating the electronic map etc..

7 Appendix

∂H(xi)

∂(xi)

= −(

∑
j∈Sh

2wij(xj − xi)g||xj − xi||2∑
j∈Sh

wij
)
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j∈Sh

wij
)

× (

∑
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)
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∑
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