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 

Abstract— Detection of tumors in highly dense breasts is a 
critical but challenging issue for early stage breast cancer 
detection. We present the application of coherent focusing for 
time reversal (TR) microwave imaging in beamspace for the 
detection and localization of multiple tumors in highly dense, 3-D 
breast phantoms. We propose a novel Coherent-Beamspace-Time 
Reversal-Maximum Likelihood (C-B-TR-ML) technique to 
obtain accurate tumor locations with reduced computational 
burden. To compare the performance, the coherent beamspace 
processing is also extended for conventional Decomposition of the 
Time Reversal Operator (DORT) and Time Reversal MUSIC 
(TR-MUSIC) algorithms. A novel hybrid technique involving 
time of arrival (TOA) and entropy is also proposed for early-time 
artifact removal as well as for estimating the Green’s function of 
an equivalent virtual medium required for the time reversal 
operation. Finite difference time domain (FDTD) computations 
on anatomically realistic, 3-D numerical breast phantoms are 
used to obtain the backscattered data. The results demonstrate 
the superior capabilities of the proposed C-B-TR-ML microwave 
imaging technique in detecting and localizing multiple tumors 
embedded inside highly dense breast phantoms.  

 
Index Terms— Beamspace, breast cancer, coherent focusing, 

DORT, entropy, Green’s function, highly dense breasts, 
maximum likelihood, microwave imaging, multiple tumors, time 
of arrival, time reversal, TR-MUSIC.  

I. INTRODUCTION 

REAST cancer is one of the most common life 
threatening diseases affecting women around the globe. 

Early detection of cancer can improve the chances of survival. 
The density of breast tissue in younger women often makes it 
difficult to detect cancers on mammograms [1]. The increased 
breast tissue density has been linked to an increased risk of 
cancer occurrence [2]. Other existing clinical breast screening 
modalities also have limitations for detecting malignancies in 
dense breasts [3]. Microwave imaging has demonstrated its 
potential to develop into a complementary modality for early 
stage breast cancer detection [4]. In this paper, we present 
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novel computational time reversal (TR) techniques to further 
enhance the capabilities of microwave imaging for the 
detection of multiple, small sized malignancies in highly dense 
(class 4) and heterogeneously dense (class 3) breast phantoms.  

 The breasts consist of fatty adipose and dense 
fibroglandular and connective tissues. The Breast Imaging-
Reporting and Data System (BIRADS) classifies breasts into 
four categories based on the amount of glandular tissue 
content present in the breast parenchyma. Microwave imaging 
makes use of the backscattering responses from the breast 
tissues which in turn depend on their dielectric properties. It 
has been well established that the dielectric property contrast 
between malignant and healthy fibroglandular breast tissues is 
quite modest, i.e., only around 10% [4]. This poses additional 
detection challenges in terms of discriminating weak tumor 
signature from the strong backscatter from healthy glandular 
tissues. This will be further accentuated by the path 
attenuation of the microwave signal as it propagates through 
the heterogeneous breast tissue medium [4-6]. This 
uncertainty can lead to detection ambiguities for any existing 
imaging modality, causing false positives or false negatives 
[7-9] and even more so, when multiple small tumors are 
present in the breast. 

Different variations of microwave imaging techniques, viz., 
tomography [2, 10-14] and radar-based imaging [15-18] have 
been extensively investigated for breast cancer detection and 
some of which also underwent successful clinical trials [12, 
17, 19, 20]. The low dielectric contrast can reduce the ability 
of radar based imaging to differentiate between tissues while 
the low resolution of microwave tomography can result in 
underestimation of the electrically small features of the 
tumors’ dielectric profile [2, 12]. These can potentially miss 
some of the small sized malignancies that are associated with 
early stage cancer [21]. Hybrid imaging modalities have been 
proposed [8, 22, 23] to overcome these challenges. The use of 
contrast enhancing agents to raise the dielectric contrast 
between malignant lesion and healthy breast tissues has also 
been suggested [9, 21, 24-28]. However, to discriminate weak 
signals due to the tumor from clutter in such scenarios, require 
differential imaging technique whose sensitivity can be 
severely affected by the random alterations of dielectric tissue 
properties due to contrast agents as well as by the 
physiological movements of the patients [9, 26]. To minimize 
this problem, the magnetic contrast modulation by a low 
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frequency magnetic field  has been suggested but the choice of 
the modulation frequency for filtering out physiological 
movements requires careful selection [24]. 

The TR imaging technique does not involve any of the 
above and is a likely contender for breast cancer detection [30-
35] as it is greatly suitable for target localization in 
heterogeneous media [29]. The localization performance of 
existing TR imaging techniques viz., DORT and TR-MUSIC 
deteriorate with an increase in the dense tissue content in the 
breast medium [32-34, 36], as they require the orthogonal 
decomposition of the time reversal operator (TRO).  On the 
other hand, non-subspace based imaging techniques such as 
time reversal Robust Capon Beamformer (TR-RCB) and time 
reversal Maximum Likelihood (TR-ML) methods do not 
involve any decomposition of the TRO. The TR-RCB has  
successfully been employed for breast cancer detection [37], 
but its accuracy tends to suffer from the increase in the breast 
tissue density. Shi and Nehorai [38] proposed a time reversal 
maximum likelihood (TR-ML) imaging method for the 
detection of point targets embedded in an infinite two-
dimensional lossless dielectric medium. The TR-ML method 
can offer better performance as it obtains the signal subspace 
from the measurement data, unlike DORT and TR-MUSIC 
which mainly employ a hypothetical physical model. In spite 
of its inherent capabilities, the TR-ML proposed in  [38] 
requires prohibitive computational load when directly 
extended for breast cancer detection in three-dimensional, 
heterogeneous, volumetric breast phantoms involving 
scattering from lossy, finite-sized, dielectric breast tissues 
under ultrawideband (UWB) microwave excitation. It would, 
therefore, be of interest to investigate techniques that can 
detect malignancies in highly dense breasts without the above 
mentioned limitations. 

In this paper, we propose a novel Coherent-Beamspace-
Time Reversal-Maximum Likelihood (C-B-TR-ML) imaging 
technique in anatomically realistic, 3-D breast phantoms for 
the detection of multiple tissue malignancies. Our proposed 
method combines the novel coherent focusing and beamspace 
processing with TR-ML for the image reconstruction. The 
coherent focusing process helps to overcome the challenges 
arising due to signal propagation in a highly cluttered 
heterogeneous breast medium. On the other hand, beamspace 
processing significantly reduces the computational burden of 
TR-ML imaging and in addition offers additional 
beamforming gain. Using numerical experiments on highly 
dense breast phantoms, we demonstrate the superior 
performance of the proposed technique for the detection and 
localization of multiple, small sized tumors. We also extend 
the coherent beamspace approach to the existing subspace 
based TR techniques to obtain C-B-DORT and C-BTR-
MUSIC whose imaging performances will be compared with 
that of C-B-TR-ML.  

The paper is organized as follows. In section II, we describe 
the computational aspects of TR imaging in highly dense 
breasts to identify the challenges involved. In section III, we 
present the setup for numerical experiments for the forward 
problem along with the pre-processing methods employed. 

The proposed coherent beamspace processing for TRO is 
introduced in section IV whereas the image reconstruction 
techniques are elaborated in section V. The efficacy of the 
proposed techniques is demonstrated through the 
computational results in section VI followed by conclusions in 
section VII. We adapt the following matrix/vector notation 
throughout this paper. 

(.)T : Transpose of a vector or matrix 
(.)H : Conjugate transpose of a vector or matrix 
(.)* : Conjugate of a vector or matrix 
tr(.) : Trace of a matrix 
  : Kronecker product 

II. TIME REVERSAL IMAGING IN HIGHLY DENSE BREASTS 

Computational TR operation is carried out in three basic 
steps- forward medium probing, time reversal of received 
response and then backpropagation of the time reversed 
signals into a computational (virtual) medium that closely 
resembles the original breast medium as illustrated in the Fig. 
1. Conventional TR approaches operate in elementspace in 
which the received raw, output data from each element of an 
array of receivers (also known as the time reversal mirror), are 
processed. These received element by element responses, 
when time reversed and propagated back into the original 
medium, it is expected to be refocused in space and time at the 
actual location of the original target, assuming reciprocal, 
linear, and lossless medium. In the computational time 
reversal, an equivalent computational medium that closely 
resembles the original medium is employed for back 
propagation. 

 
Fig. 1. Time reversal imaging process. 

A. Forward Problem 

A low power, radiated, UWB microwave probing pulse 
illuminates the breast and the resulting backscattered 
responses received at each element of the array are recorded in 
a multistatic data matrix. These raw, received responses 
include early time artifacts as well as the potential target 
signatures. Before proceeding further, it is critical to remove 
the early time artifacts from the recorded responses 
completely.  
1) Early time skin artifact 

The early time artifact is predominantly due to the 
reflections of the incident microwave pulse from the skin layer 
of the breast, as it is located physically close to the array. 
Thus, the magnitudes of skin reflections can be several orders 
of magnitude higher than the late-time backscattered signals 
from other internal breast tissues (parenchyma) which include 
any existing tissue malignancies. These late-time signals 
usually have weaker amplitudes as they undergo higher path 
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attenuation due to traversing longer paths inside the lossy 
breast tissue medium. Thus, the early time artifacts must be 
removed entirely without distorting the late time responses for 
the successful detection of a tumor. To minimize the skin 
reflections, it is customary to immerse the breast into a 
matching liquid. However, this cannot ensure complete 
elimination of the skin reflections and separate early time 
artifact removal is mandated prior to the image reconstruction.  
In this paper, we propose a novel hybrid time of arrival (TOA) 
and entropy based signal processing technique for skin artifact 
removal which will be presented in section III. 

B. Time Reversal 

TR operation (last in first out) in the time domain is 
equivalent to phase conjugation in the frequency domain. The 
backscattering responses from targets embedded in a highly 
inhomogeneous breast medium are often frequency-selective. 
Hence, TR processing in the frequency domain can be prudent 
as it allows frequency binning [37, 39]. Also, use of UWB 
excitation helps to increase the stability of the TR process 
[40].     
1) Effects of Clutter 

The microwave backscattering response of a dielectric 
target embedded inside a background medium is a function of 
the contrast between their dielectric properties. In a highly 
heterogeneous dense breast medium, the responses from 
healthy, dense tissues act as clutter and it becomes extremely 
challenging to isolate target responses from the clutter.  

Consider an N-element transceiver antenna array to collect 
the multistatic responses from a bounded region containing P 

targets (P<N), the resulting multistatic matrix K  using Born 
approximation can be expressed as [41] 

 
T

K χ    (1) 

where,  is a 3N×3P matrix representing the Green’s function 

vector and χ  is a 3P×3P matrix representing the scattering 

responses from the P embedded targets. Here, we seek to 
perform the TR operation in the frequency domain. 

   The microwave scattering inside the breast is analogous to 
random multipath in a rich scattering medium where the target 
and clutter responses can be considered to be additive [42]. As 
a result, the responses received in individual frequency bins 
tend to be highly correlated. Hence, the signal subspace will 
no longer be uniform over the ultrawide bandwidth. For such a 
scenario, the received multistatic matrix in the frequency 
domain can be expressed as 

 br   K K K  (2) 

where, brK is the recorded multistatic response matrix for a 

dense breast, K  is the ideal target (tumor) response in the 

absence of any clutter and K represents combined effects 
due to clutter which tend to perturb the desired target 
response. Usually, the scattered field responses are 
independently recorded by individual array elements which 
are then combined incoherently in each bin before carrying out 
the time reversal operation. The expected image after the time 
reversal and back propagation is a bright focus at the actual 
location of the target. However, under high tissue clutter and 

low signal to noise ratio scenarios, such an incoherent imaging 
approach fails to localize the target accurately. Even when the 
signal to noise ratio is high, the correlation arising from clutter 
multipath among frequency bins can cause problems for 
focusing using incoherent imaging approach [43]. Thus, the 
incoherent time reversal imaging approach is inadequate for 
unambiguously localizing targets in a medium dominated by 
strong clutter. To further clarify, first consider the TRO that is 
formed using the multistatic matrix given by (2) as 

 

H

br br br

H H H H H



       

T K K

K K K K K K K K

 (3) 

The first term 
H

K K  on the right hand side of (3) is the 
perturbation-free TRO which is desirable, and the second and 
subsequent terms of (3) represent perturbations due to random 
phase variations in each frequency bin [36, 44]. To retain the 

desired unperturbed TRO i.e., 
H H

br br br  T K K K K T  we 
must completely eliminate or at least minimize the effects of 

K  i.e., 
H H

br br br  T K K K K T . But in reality, neither 

K  nor K  are known due to the lack of prior knowledge of 
the target location and the clutter distribution inside a breast of 
a real patient. To circumvent this, we propose to employ 
focusing matrices to coherently process the content in each 
frequency bin to obtain a coherently focused bin in which the 
perturbation is minimized resulting in a stable TR image. In 
this, we are guided by the literature on the direction of arrival 
(DOA) estimation [43, 44] as well as ultrasound imaging [45]. 

C. Backpropagation and Imaging 

The backpropagation step in computational TR imaging is 
carried using a computational medium that must closely 
resemble the original medium to obtain an accurate image of 
the target and medium. While designing such a virtual, 
computational breast medium, one must ensure that its 
Green’s function closely matches with that of the original 
medium. However, to obtain the Green’s function, the actual 
breast tissue heterogeneity and the dielectric profile of every 
individual patient is required, which is not easy to estimate. 
Thus, the degree of mismatch between both the Green’s 
functions sets the limits on the obtainable accuracy of 
detection and localization when using the TR imaging.  

For highly dense breasts, the mismatch can be very high 
between the original and virtual media Green’s functions, 
which is why many of the existing microwave imaging 
techniques including TR-MUSIC, DORT and TR-RCB 
techniques fail to unambiguously resolve even a single, small 
sized tumor. Hence, we propose a novel TR imaging 
approach, to obtain superior performance.  

When multiple tumors are present inside a highly 
heterogeneous dense breast medium, the imaging method has 
to overcome the challenges posed due to (i) the varying 
scattering strengths owing to the variation in the dielectric 
contrast, and (ii) the variable path attenuation due to varying 
distances of travel before arriving at the receiver antenna 
elements. Our proposed method overcomes these limitations 
by combining the TR-ML imaging technique with coherent 
focusing and beamspace processing to obtain higher clutter 
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suppression, increased imaging stability, and reduced 
computational load.  

III. FORWARD PROBLEM SIMULATION 

We have used finite difference time domain (FDTD) [46] 
simulations employing anatomically realistic, 3-D numerical 
breast phantoms for the forward problem and obtain the 
multistatic response data. 

A. Computational Test Bed 

The anatomically realistic numerical breast phantoms were 
obtained from the phantom repository of the University of 
Wisconsin Cross-Disciplinary Electromagnetics Laboratory 
(UWCEM) [47]. The phantom repository contains a number of 
anatomically realistic numerical breast phantoms developed 
from breast MRI images. These phantoms are mainly used in 
this paper, to model the interaction between the microwaves 
and breast tissues realistically and to obtain the multistatic 
measurement data. A breast phantom along with the 
transceiver array is illustrated in Fig. 1.  The dielectric maps of 
a highly dense class-4 (C4) breast phantom and a 
heterogeneously dense class-3 (C3) breast phantom are shown 
in Fig. 2. The dielectric properties of tumor and different 
breast tissues have been computed from single pole Debye 
parameters published in [5, 6].  

The FDTD method having a grid size of 0.5mm in all 
directions with perfectly matched layer (PML) [46]  absorbing 
boundary is used to calculate the received back scattered 
responses from the 3-D numerical breast phantoms to form the 
multistatic matrix. Tumor phantoms with realistic dielectric 
properties and varying dimensions ranging from 7mm to 
10mm are inserted in the phantoms.  

 
Fig. 2. Highly dense (C4) breast phantom with a cylindrical array. 

 
Fig. 3. Dielectric map of breast phantoms at 2 GHz: (a) C4, and (b) C3. 

The antenna array is formed using ideal Hertzian dipoles 
which are matched over the entire bandwidth assuming no 
mutual coupling. A cylindrical transceiver array of size 5×23 

is chosen in which 23 dipole elements are uniformly 
distributed over each of 5 circular rings that are stacked with 
equal separation along the vertical z-axis. The selected antenna 
array radius is 70 mm for the C4 phantom and 75 mm for the 
C3 phantom. The probing microwave UWB signal is a 
differentiated Gaussian pulse with a 3-dB bandwidth 1.5−5 
GHz with the power spectrum peak occurring at 3 GHz. The 
UWB frequency band is chosen mainly to ensure reasonable 
resolution while providing sufficient penetration inside breast 
tissues. The breast phantom along with the array elements is 
assumed to be immersed in a lossless matching coupling liquid 

with 9r   mainly to avoid excessive skin reflections. The 

blue markers in Fig. 2 indicate the array element locations. 

B. Early time Artifact Removal 

Here, we propose a hybrid technique to remove the skin 
reflections that form the major part of the early time artifacts. 
Each antenna positioned at different angular separations as 
shown in Fig. 2, transmits a probing UWB pulse sequentially 
into the breast. For each transmission, the backscattered 
responses from the breast received at all the antennas are 
recorded to form a multistatic data matrix. The late time 
arrivals from tissues embedded deep inside the breast are 
usually much weaker and may potentially contain the 
signatures of malignant tissues. Hence, to avoid masking of 
the weak backscattering arising from any malignant lesions, 
the dominant early-time content must be removed carefully.  

The time taken for the backscattered fields to travel from 
the malignant tissues embedded deep inside the breast and 
reach the receiver antennas is proportional to the two-way 
distance from expected tumor location to the antennas and is 
inversely proportional to the propagation velocity inside the 
breast medium. Thus, to extract the signatures of malignant 
lesions, the received late-time signal content must be carefully 
retained. We propose a wavelet and entropy [48] based hybrid 
time windowing technique for the early time artifact removal. 
It operates by first grouping the backscattered skin reflections 
based on their TOAs and then comparing the entropy levels 
for each group to detect and remove skin reflections. 

During the measurements, the breast is usually made to 
reside inside an enclosure that also holds the transceiver 
antenna array. Due to the non-uniform and asymmetric 
contour of the breast, the distances between the skin and the 
antenna elements will no longer be the same. Due to this, the 
skin reflections received at each antenna will have varying 
time delays. Thus, the design of entropy derived time window 
is critical for skin artifact removal to prevent any masking of 
the tumor response. For example, if a malignant lesion is 
located close to or right beneath the skin, there is a fair chance 
that its signature gets masked by the strong skin reflections. 
As a result, this may be unsuspectingly marked for removal as 
early time artifact, if the entropy derived time window is not 
selected carefully. To design the time window, first we group 
the received signals at different antenna elements based on 
their times of arrival (TOA). The received signals with similar 
delays and average levels of early time content are grouped so 
that they approximately fall within the same time window. 
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Then, the early time content will be separated for removal by 
computing entropy for each group.  
1) Time of Arrival Estimation 

 Once the received signals are grouped, we use complex 
continuous wavelet transform (CWT) to estimate the TOAs 
[49] of early time (skin) artifact so as to precisely position the 
time window obtained from the entropy of the received signal. 
The CWT of a complex signal is defined as 

 *1
( , ) ( ) ( )s nQ a q

aa


  

 
  

 
 (4) 

where, 
2

( ) ( )
n

jt t
n nn

d
t e e

dt
    , and n  is a normalization 

constant so that 
2

1n  . If the input signal q(t) is scaled and 

shifted version of Ψn, the coefficient is maximum when 

( ) n

t
q t h

a




 
  

 
, where h is a scale constant.  

To estimate the TOA of the early time skin artifact, we take 
the wavelet cross spectrum of the excitation signal with the 
corresponding backscattered response. The delay can be 
estimated as 

 *( ) arg max( , ){ ( ( , ) ( , ))}m exc bsa Q a Q a      (5) 

where, * ( , )excQ a  , ( , )bsQ a   are CWT of the excitation and 

back scattered response, and   denotes smoothing in time and 
scale.  

 
(a) 

 
(b) 

Fig. 4. Computed entropy of received scattered field for transmit-receive 
antenna pairs (a) close to the skin, and (b) far from the skin.  

2) Entropy window computation 
After grouping the received signals based on their TOAs, 

the entropy is computed in each group to set-up a threshold for 
early time artifact removal. For a group of received signals 
received at L antennas the α-th order Rényi entropy [48] can 
be estimated as 

 
1

1
( ) log [ ( )]

1

L

l
l

t p t 


 

 
  

  
  (6) 

where pl(t) is the normalized signal received at l-th receiver 
antenna element and α is a real positive constant. We have 
used α=3. Similar levels of received early time signal content 
at a group of receiver antennas result in large entropy. 
Assuming that the early time content is similar to incident 
fields, we perform entropy smoothing. For a received early 
time signal, when this smoothed entropy goes beyond a certain 
pre-determined threshold, then we identify that signal for 
removal as it could primarily be due to the skin reflections. 
The computed entropy windows for two different cases are 
shown in Fig. 4. 

IV. COHERENT BEAMSPACE TIME REVERSAL 

TR imaging in the time domain suffers from the appearance 
of ghost target images or false positives due to clutter [39]. 
Added to this, in low signal to noise ratio (SNR) scenarios, the 
threshold effect causes the incoherent UWB image to be 
ineffective [50]. TR imaging in the frequency domain can help 
to overcome this problem by coherently combining the signal 
subspaces of individual frequency bins into a full rank 
coherently focused single frequency bin. Thus, the coherent 
processing can eliminate spurious peaks resulting from 
random phase variation in different frequency bins. 

A. Coherent Focusing of Time Reversal Operator 

Coherent processing requires derivation of a focusing 
matrix. A focusing matrix using the wavefield modelling was 
proposed in [35] for breast cancer detection suitable for TR-
RCB imaging. However, the wavefield modeling requires 
spatial interpolation, which could reduce the focusing 
performance over wide bandwidths particularly, when aiming 
to detect multiple targets. For this purpose, we derive the 
coherent focusing matrix by considering the multiple tumors 
located randomly in the breast at discrete locations.  Also, 
such an approach has been shown to yield lower focusing 
errors [51]. An autofocusing approach for finding the optimum 
time instant to obtain a focused image was proposed in [52]. 
However, in the frequency domain time reversal, it is not 
necessary to obtain an optimum focusing time instant since the 
images are reconstructed in the frequency domain. But the 
signal subspaces in different frequency bins need to be aligned 
to attain a focused target image. 

In highly cluttered media, the eigen values of the TRO rolls 
off gradually leading to non-unique solutions. When the 
responses received at different frequency bins are coherently 
focused, the target response will be enhanced in the resulting 
focused frequency bin. We propose to use a unitary focusing 
matrix so that its structure can help to obtain gradual de-
correlation of responses from target and clutter. Using the 
focusing matrix, the signal subspace at each frequency bin can 
be transformed into a focused subspace spanned by the eigen 
vectors of the signal subspace in the focused frequency bin. 

Thus, the focusing matrix Z  [43, 53] is obtained as  

  2

( )
min ( ) ( ) ( )o

f

H

o f f
F

E subject to


   
rZ

K Z K ZZ I (7) 
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Here, ω0 is the focusing frequency where ωf (f=1,2, …, F) 

frequency bins are focused, .
F

denotes Frobenius norm and 

.E denotes expectation. We can expand (7) assuming the 

targets are independent under Born approximation. 
Considering the probability density function for the targets are 

expressed as 2

1

( ) ( )
P

p
p




 r r , we can write  

  

2

2

0

2

( ) ( ) ( )
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( ) ( ) ( )

o

H

o f f
F

H

f f
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F

E

d
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   
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 
 

 

 
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

r
K Z K

r r K r Z K r

K Z K

 (8) 

We can now rewrite (8) to get 

    
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2
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f
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F
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
  
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
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

Z
K Z K

K K K K

K K Z

 (9) 

The solution of (9) is obtained when 
H

Z VU where 

( ) ( )
H H

f o  K K UΣV . Now, we find the coherently 

focused multistatic matrix as 

 
1

( ) ( ) ( ) ( )
F

H

C o f f f
f
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

 K Z K Z  (10) 

We can observe the effect of coherent focusing from (10) as 

 
( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

H

f f f

H H H

C Cf f f f f

  
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Z K Z

Z U Φ V Z U ΦV
 (11) 

The coherent focusing process ensures that, the eigen values 
in each frequency bin remain unaffected but the eigen vectors 
are aligned to increase the uniformity of the signal subspace. 
As the eigen vectors are linked to target locations, the 
resulting coherently focused TRO will obtain an image that 
has a brighter focus at the expected target location.  
 Focusing loss can be used as a metric to measure the quality 
of the focusing matrix. It is defined as the ratio of array SNR 
before and after focusing and can be obtained by 
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where, 2
n  is the noise spectral level and nK  is the effective 

noise covariance after focusing normalized to the noise 

variance before focusing [43]. For unitary focusing matrix Z , 

we obtain H=1. Hence, there is no focusing loss when unitary 
focusing matrix is employed. 

B. Beamspace Processing for Time Reversal Imaging 

Imaging in beamspace is carried out by mapping 
elementspace data onto beamspace [54]. This offers reduced 
dimensional processing and additional beamforming gain. 
Beamspace processing is facilitated by creating a set of 
orthogonal beams using elementspace data. The space spanned 
by the output of the beamformers is referred to as the 
beamspace. Beamspace maximum likelihood estimation was 
also used for the radar tracking under strong specular 
multipath [55]. Here, our aim is to combine the coherent 
focusing with beamspace processing to obtain coherent-
beamspace-TR imaging for detecting multiple discrete, tumors 
in highly dense breast phantoms. The beamspace processing 
can be carried out after completing the coherent focusing. For 
beamspace processing, we consider the cylindrical transceiver 
array that encloses the breast phantom as shown in Fig. 2. We 
first obtain the beam pattern of the array and then apply 
beamspace transformation to the focused multistatic matrix 
given by (10). 
1) Beamspace of cylindrical array 

Consider a cylindrical transceiver antenna array as shown in 
Fig.2 which consists of C concentric circular ring arrays 
stacked vertically along the z-axis with some finite separation. 
The array is designed to fully enclose the breast volume. Each 
circular ring has D-antenna elements which are uniformly 
positioned over its circumference. The vertical separation Y 
between two consecutive rings is assumed to be / 2Y  . The 
total number of elements in the cylindrical array is N=CD. The 
antenna elements are all considered to be ideal. Further, it is 
assumed that every individual antenna element transmits a 
UWB pulse towards the enclosed breast and the backscattered 
signals are received at antennas placed at different angular 
locations surrounding the breast. Hence, the synthesized 
cylindrical array pattern can be expressed as  

 cyl lin cirA A A   (14) 

where, Alin, Acir, Acyl are the array patterns for a linear array, 
circular array, and cylindrical array respectively. The 
beamspace has m modes [ ,...,0,..., ]m M M 

 
and an 

appropriate number of modes must be chosen in order to 
minimize the residual error [54].  
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The beamspace transformation is obtained using a matrix W 
of size N×(2M+1) that helps to map elementspace data into 
beamspace. W is a matrix that is normalized by the number of 
array elements N. Considering only co-polarized field 

components of the backscattered signals, matrix W  can be 
written as 

 ( , ) { ( , ), ( , ), ( , )}n m diag n m n m n mW W W W  (16) 

where, W is a 3N×3(2M+1) matrix and can be used for 

beamspace transformation of the dyadic multistatic matrix K . 
For the beamspace transformation, we choose the number of 

phase modes for which the Cramer Rao Lower Bound (CRLB) 
is minimum. The derived CRLB is plotted in Fig. 5 which 
shows that for M>5 where M denotes the number of phase 

modes  , .. ), ,m M M    the CRLB is unaffected by the 

reduced dimensional beamspace transformation due to 
negligible residual error. The beamspace processing in 
addition to providing the beamforming gain, reduces the 
original 3N×3N matrix to 3(2M+1)×3(2M+1), thereby 
significantly reducing the computational burden. In our case, 
we have N=115 and M=6. For deriving the CRLB, we 
considered a single, small spherical dielectric target embedded 
in a homogenous dielectric medium. Since the actual breast 
heterogeneity of any given real patient is unknown, it is 
difficult to predict the actual Green’s function. As a result, the 
original performance can degrade in heterogeneous breasts 
compared to the CRLB plotted in Fig. 5 due to homogeneous 
medium assumption made in its derivation.  The CRLB 
derivation is shown in the appendix. 

 
Fig. 5. CRLB for beamspace time reversal imaging. 

V. BACKPROPAGATION AND IMAGING 

In computational TR imaging, as noted earlier, the received 
signals are first time reversed and then are propagated back 
into a virtual medium. Usually, the characteristics of the 
original medium containing the target are hardly known. It 
was suggested in [39] that use of a computational 
homogeneous medium whose dielectric constant is equal to 
the average dielectric constant of the original heterogeneous 
medium could produce statistically stable TR images. Hence, 
we consider our computational imaging medium to be a 
homogeneous medium and attempt to estimate its effective 
Green’s function to carry out TR imaging.  

For computing the Green’s function, we must first estimate 
the dielectric properties of the virtual medium. For microwave 
imaging in general, the average dielectric property estimation 
is important [20, 56]. Here, we propose a phantom specific 
TOA based technique for the estimation of the average 
dielectric constant of the breast medium.  In the proposed 
technique, we first form many transmit-receive antenna pairs 
by positioning them on opposite sides of the breast i.e., 
approximately 1800 apart in the azimuthal direction. The aim 
is to ensure that a pulse radiated by one antenna of the pair 
will travel through complete width of the breast before its pair 
antenna located at the opposite end receives it. We then use 
the signals transmitted through breast tissue to estimate the 
TOAs from which the average dielectric constant of an 
equivalent, homogeneous virtual imaging medium is 
calculated by minimizing the following functional 
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where, di is the distance between i-th transmitter-receiver pair 
and ti is the associated TOA,   is the dielectric constant of the 

virtual homogeneous computational medium, 0  and 0  are 

the permeability and permittivity of free space respectively. 
Our investigations have revealed that the signals from 
antennas positioned in three central circular rings of the 
cylindrical array (Fig. 2) are sufficient to estimate the average 
dielectric constant of the virtual homogeneous medium. The 
estimated dielectric constant is then used to compute an 
effective Green’s function for TR imaging.  

TR image is a bright focus at the expected location of the 
target. However, a gradual increase in the mismatch between 
Green’s functions of computational and actual breast media 
leads to loss of energy intensity at the focus region. A high 
intensity TR focus that is formed at the desired location can be 
used as an indication of minimal Green’s function mismatch in 
the absence of the knowledge of the actual breast tissue 
composition of a real patient. The proposed technique can 
offer reasonable compensation suitable for practical 
applications. 

A. Coherent Beamspace Time Reversal Maximum Likelihood 
Imaging 

The time reversal maximum likelihood (TR-ML) method 
when used in elementspace can be computationally exhaustive 
as it involves numerical search within full 3-D breast volume. 
To reduce the computational load as well as to achieve 
beamforming gain coupled with advantages of coherent 
focusing, we propose to combine the beamspace processing 
with the coherently focused TRO to realize C-B-TR-ML 
imaging. The beamspace processing is applied in both transmit 
and receive modes. Thus, the coherently focused beamspace 
multistatic matrix can be expressed as 
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where, BI  is a (2M+1)×(2M+1) unit dyad. Considering the 

fact that, N>(2M+1), CBΚ  results in a reduced dimension of 
3(2M+1)×3(2M+1). Even in beamspace domain, the noise 
remains zero mean and Gaussian distributed. Hence the 
likelihood function for the location and strengths of the 
scatterers (targets) can be expressed as [38]  
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As stated earlier, we consider only the co-polar scattered field 
components for processing the maximum likelihood estimate 

of χ   which can be obtained as 
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Where,  denotes Khatri-Rao product [38]. The dielectric 
tensor can be estimated using the least square solution at each 
voxel within the breast volume as 
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where, 
t r

H

B B B    . For imaging purposes, the whole 

breast volume is divided into a large number of small voxels 
and each voxel is searched for the presence of the potential 
targets based on their scattering field strengths. The imaging 
metric for the proposed C-B-TR-ML method is given by 
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where, CBΚ is obtained by coherently focusing Κ  prior to 

beamspace imaging, 
1
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B. Coherent Beamspace Time Reversal Subspace Imaging 

Beamspace processing and coherent focusing preserve the 
subspace orthogonality. Hence, subspace based techniques 
such as TR-MUSIC and DORT can also benefit from coherent 
beamspace processing. Through the eigen decomposition of 
C-B-TRO, we can obtain the orthogonal signal and noise 
subspaces. DORT imaging is carried out with the signal 
subspace while TR-MUSIC imaging requires the noise 
subspace. The eigen values and corresponding eigen vectors 

are obtained from the eigen decomposition of CBT  which can 
be represented   as 

 
2 2H H

CB CB CB CB CB CB
CB  T V Φ V V Φ V      (23) 

The eigen decomposition of the C-B-TRO yields its eigen 
vectors and eigen values. The signal subspace is spanned by 

CBV and CBΦ includes the significant singular values

( 0, 1,2,..., )CB
n n s Φ . Similarly, the noise subspace, CBV  

corresponding to the insignificant singular values is also 

obtained as ( 0, 1, 2,..., 2 1)CB
n n s s M    Φ . The Green’s 

function vectors of the background medium form the 
orthonormal bases of the signal subspace [57]. We use Akaike 
Information Criterion (AIC) to estimate the two orthogonal 
subspaces [9]. Once the signal and noise subspaces are 
estimated using AIC, we use the following imaging functions. 

   2

1

|| ( ) ||
AICs H

CB
C B DOR

n
T n FBI


   x v g x  (24) 

   2 1
2

1

1

|| ( ) ||
AIC

C B TR MUSIC M H
CB
n FB

n s

I    

 




x

v g x

 (25) 

VI. RESULTS 

In order to demonstrate the capabilities of the proposed 
coherent beamspace TR microwave imaging techniques, we 
investigate the detection of multiple tumors inserted into C4 
and C3 breast phantoms. Firstly, we consider two 10mm sized 
tumors in a highly dense C4 breast phantom as shown in Fig. 
6. The tumors are inserted approximately at 2 o’clock and 4 
o’clock positions respectively from an enface view and at a 
depth of 4.5 cm under the nipple. The image obtained by the 
C-B-TR-MUSIC, as shown in Fig. 6(a), reveals two high 
intensity regions indicating possible presence of tumors at 
those locations. The location accuracy for a tumor at 2 o’clock 
position is quite satisfactory but the other at 4 o’clock position 
is not accurately localized as the bright spot is formed away 
from the actual tumor locations as indicated in Fig. 6 using 
spherical inclusions. Now, we consider the result obtained by 
C-B-DORT method shown in Fig. 6(b). The figure indicates 
that both the tumors are accurately identified although there 
appears additional high intensity region formed away from the 
tumor locations. In both these images, one can observe 
significant levels of energy being dispersed in sidelobes. On 
the other hand, observe the result shown in Fig. 6(c) which is 
obtained by the C-B-TR-ML method. The C-B-TR-ML 
imaging offers by far the best image in which both the tumors 
are accurately localized without significant sidelobes. 
However, the estimated location of the tumor positioned at 2 
o’clock is slightly shifted above its true location as can be seen 
in Fig. 6(c). 

Next, consider the images of Fig. 7 concerning the detection 
of two 10 mm size tumors inserted at angular positions 12:30 
o’clock and 7 o’clock and at depths of 6 cm and 8.5 cm 
beneath the nipple respectively in a C3 phantom. It can be 
noticed from Fig. 7(a) that the image produced by the C-B-
TR-MUSIC technique displays high intensity spots both closer 
to as well as far away from actual tumor locations. In contrast, 
images in Fig. 7(b) and Fig. 7(c) produced by C-B-DORT and 
C-B-TR-ML techniques respectively, show high intensity 
spots only at the true tumor locations. 

We now consider a challenging imaging scenario involving 
a highly dense C4 breast phantom in which two, small sized, 
7mm diameter tumors are inserted, one at 1 o’clock position at 
a depth of 2 cm below nipple and the other inserted at 10:30 
o’clock position at a depth of 6.5 cm below nipple. The image 
shown in Fig. 8 (c) that is obtained by the C-B-TR-ML 
technique shows high intensity foci near the true tumor 
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locations with relatively low sidelobe dispersion. This 
reconfirms the capabilities of the proposed C-B-TR-ML 
approach for the detection of multiple, small sized tumors. The 
images in Fig. 8(a)-(b) show the results obtained by C-B-TR-
MUSIC and C-B-DORT techniques for two 7mm tumors in 
the C4 breast phantom. Although some side lobes are present, 
the tumor locations can still be identified from the focus 

region since the high intensity regions are formed very close 
to the actual tumor locations. This can be mainly attributable 
to the use of proposed coherent beamspace TR imaging 
technique.  However, the resolution and accuracy achieved in 
images obtained by the C-B-TR-ML technique, clearly 
appears to be superior to those computed using C-B-DORT 
and C-B-TR-MUSIC methods. 

(a) (b) (c) 
Fig. 6. Detection of two 10 mm size tumors embedded inside a highly dense (C4) phantom: (a) C-B-TR-MUSIC, (b) C-B-DORT, and (c) C-B-TR-ML. 

 
(a)  (b)  (c) 

Fig. 7.  Detection of two 10 mm size tumors embedded inside a heterogeneously dense (C3) phantom: (a) C-B-TR-MUSIC, (b) C-B-DORT, and (c) C-B-TR-ML. 

(a) (b) 
 

(c) 
Fig. 8. Detection of two 7 mm sized tumors embedded inside a highly dense (C4) phantom: (a) C-B-TR-MUSIC, (b) C-B-DORT, and (c) C-B-TR-ML. 

 
(a) 

 
(b) 

 
 (c) 

Fig. 9. Comparison of the detection performance of three 10 mm sized tumors inside a C4 phantom: (a) C-B-TR-MUSIC, (b) C-B-DORT, and (c) C-B-TR-ML. 
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Finally, we consider another highly challenging scenario 
where three 10mm sized spherical shaped tumors are inserted 
in a highly dense C4 breast phantom. The three tumors are 
located at 6 o’clock position at a depth of 2 cm below the 
nipple, 10 o’clock position at a depth of 4.5 cm below the 
nipple and the third at 3 o’clock position at a depth of 6.5 cm 
below the nipple, respectively. The C-B-TR-ML image shown 
in Fig. 9(c) reveals that there are high intensity foci formed 
close to all the three tumor locations. However, unlike the 
previous examples, high intensity energy peaks are spread 
over larger regions within the breast. The results shown in Fig. 
9(a)-(b) which are obtained by C-B-TR-MUSIC and C-B-
DORT methods for the same three tumor case, evidently fail 
to unambiguously localize them. This, once again, 
demonstrates the superior capabilities of the proposed C-B-
TR-ML approach for the detection of multiple tumors in a 
highly dense, C4 breast phantom.  

To investigate the role played by coherent processing, we 
tested it by removing the coherent focusing and used only B-
TR-ML to find that all the three tumor locations could not be 
unambiguously estimated. Thus, the role of coherent 
processing appears to be crucial for successfully locating all 
the three tumors in highly dense, C4 phantoms. We have 
obtained Figs. 6-9 at SNR=40dB where the noise was added to 
the received scattered field responses. 

In order to further illustrate the advantages of proposed C-
B-TR-ML imaging, we compute peak to side lobe ratio 
(PSLR) for the results shown in Figs. 6-9 and tabulated in 
Table I. 

 
TABLE I 

PSLR FOR DIFFERENT CASES OF TUMOR DETECTION 

Case 
Tumor Position 
(o’clock, Depth) 

TR Technique 
PSLR 
(dB) 

Two 10mm 
tumors in C4 

Phantom 

2 o’clock, 4.5 cm C-B-DORT 0.56 

4 o’clock, 4.5 cm  C-B-DORT 0.66 

2 o’clock, 4.5 cm  C-B-TR-MUSIC 0.47 

4 o’clock, 4.5 cm  C-B-TR-MUSIC 0.56 

2 o’clock, 4.5 cm  C-B-TR-ML 3.22 

4 o’clock, 4.5 cm  C-B-TR-ML 2.04 

Two 7mm tumors 
in C4 Phantom 

1 o’clock, 2 cm  C-B-DORT 0.90 

10:30 o’clock, 6.5 cm  C-B-DORT 1.08 

1 o’clock, 2 cm  C-B-TR-MUSIC 0.36 

10:30 o’clock, 6.5 cm  C-B-TR-MUSIC 0.58 

1 o’clock, 2 cm  C-B-TR-ML 2.19 

10:30 o’clock, 6.5 cm  C-B-TR-ML 2.62 

Three 10mm 
tumors in C4 

Phantom 

6 o’clock, 2 cm  C-B-TR-ML 2.31 

10 o’clock, 4.5 cm  C-B-TR-ML 2.63 

3 o’clock, 6.5 cm C-B-TR-ML 3.74 

Two 10mm 
tumors in C3 

Phantom 

12:30 o’clock, 6 cm C-B-DORT 0.72 

7 o’clock, 8.5cm  C-B-DORT 1.43 

12:30 o’clock, 6 cm  C-B-TR-MUSIC -0.48 

7 o’clock, 8.5 cm  C-B-TR-MUSIC 1.42 

12:30 o’clock, 6 cm  C-B-TR-ML 1.11 

7 o’clock, 8.5cm  C-B-TR-ML 2.07 

 

VII. CONCLUSION 

We have proposed the coherent beamspace maximum 
likelihood method for TR imaging. Also, the coherent, 
beamspace approach has been extended for TR-MUSIC and 
DORT algorithms. We have demonstrated that all three 
proposed imaging techniques offer robust performance in 
highly dense breasts. In particular, it has been verified that the 
proposed C-B-TR-ML technique performs better than C-B-
TR-MUSIC and C-B-DORT for accurately resolving multiple 
tumors in highly dense breast phantoms. We have derived a 
unitary coherent focusing matrix that has zero focusing loss. 
The beamspace transformation derived for a 3-D cylindrical 
array has offered significant reduction in computational 
burden. A hybrid technique has also been proposed to 
accurately remove the early time skin artifacts.  

We have also proposed a phantom specific approach to 
estimate the Green’s function of an equivalent virtual 
homogeneous medium for TR operation. It must be recognized 
that increased dielectric mismatch between the virtual and 
original breast media can adversely affect the imaging quality. 
Our work demonstrates that C-B-TR-ML microwave imaging 
is effective for detecting multiple tumors in highly dense 
breasts, where other existing imaging techniques tend to fail. It 
has also been substantiated that the proposed beamspace 
processing has greatly reduced the computational burden since 
ML estimation is carried out only on a 39×39 matrix instead of 
the original 445×445 elementspace multistatic matrix for the 
115-element antenna array. As a result, UWB image can be 
obtained within minutes. It can be concluded that the proposed 
C-B-TR-ML method can offer further enhancement of 
microwave imaging so that it can become an attractive 
alternative/complementary low-cost imaging modality for 
early stage breast cancer screening.  

APPENDIX I 

Cramer Rao Lower Bound (CRLB) is known to provide 
fundamental limit on estimation accuracy. CRLB for 
multistatic point scatterer estimation was formulated in [58]. 
Maximum likelihood estimation of scatterer location r can be 

computed from (20). We define [ , ]
T T

θ r   to find the Fisher 

Information Matrix (FIM) as 
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Hence, the FIM can be expressed as 
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Thus, the CRLB is obtained as 
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Eventually, the CRLB for location estimation is attained as 
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