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Abstract--Clustering is a well-recognized data mining 

technique which enables the determination of underlying 

patterns in datasets. In electric power systems, it has been 

traditionally utilized for different purposes like defining 

customer load profiles, tariff designs and improving load 

forecasting. Some surveys summarized different clustering 

techniques which were traditionally used for customer 

segmentation and load profiling. The recent changes in 

power system structure and introduction of new technologies 

necessitate the new investigation of applications and benefits 

of clustering methods for power systems. In this regard, this 

paper aims at reviewing the new research for clustering 

techniques for residential customers. 

Index Terms-- Clustering, Customer segmentation, Data 

mining, Smart meters 

I. INTRODUCTION 

Data mining techniques have been extensively used in 

different areas of research to analyze underlying patterns 

of collected data. In power system sector, the 

implementation of these techniques was limited primarily 

due to the lack of access to fine grained electricity data. 

The recent changes in electricity system structure toward 

smart grids and the great utilization of advanced metering 

infrastructure (AMI) and smart meters have affected this 

trend greatly. The vast rollouts of smart meters around the 

world will provide power system operators with a huge 

amount of data especially from residential households 

which usually were ignored at individual level. These data 

are normally collected by smart meters in a time 

resolution of 30 or 60 minutes [1]. Use of even more fine 

grained measurements like every 15 or 1 minute is also 

possible depending on system requirements.  

Beside the physical challenges and costs of 

installation of AMI and smart meters and providing 

communication system for bi-directional flow of data, the 

other major problem is the use of this invaluable data to 

increase the system efficiency and reliability. Application 

of data mining techniques is necessary as the millions of 

records must be processed. In this regard, clustering as an 

unsupervised data mining technique can help greatly to 

find similar patterns in data and to categorize electricity 

customers. Clustering of residential customers can benefit 

system operators in various ways especially through peak 

load reduction and introduction of demand response 

programs. So, in this paper a detailed review of different 

clustering techniques and their applications for residential 

customer’s segmentation will be presented. It is not 

intended here to focus on definition and mathematical 

formulations of clustering concepts as they have been 

extensively reported in the literature [2-5]. Instead, the 

new areas of research are presented in a well-ordered 

format and for interested readers the proper references of 

each concept are cited. The organization of the paper is as 

follows: Section II is dedicated to a brief review of 

clustering concepts and techniques. Section III reviews 

the recent literature related to residential clustering. 

Applications of residential customers’ segmentation are 

discussed in Section IV. Finally, Section V summarizes 

the paper. 

II. REVIEW OF CLUSTERING CONCEPTS AND METHODS 

A. Clustering Techniques 

The main problem of clustering is to partition a data set 

into a number of groups which are as similar as possible 

[6]. Clustering has numerous applications in different 

fields like biology, market analysis, and social-network 

studies for finding intrinsic patterns in datasets [7]. 

In power systems, clustering techniques can be applied 

to reduce the dimension of data and to find customers 

which show similar patterns. The consumption data of 

users are used for the clustering and customers are 

categorized to different clusters. The final goal is that the 

objects within a cluster be as similar as possible, while, 

two clusters can be completely differentiated from each 

other and have as less as possible similarity. In this 

regard, distance measures are used to find similarity or 

dissimilarity between any pair of objects. For numeric 

attributes like electricity consumption data, measures like 

Minkowski (Lp-norm), cosine similarity, and dynamic 

time warping (DTW) are usually used [4] [8, 9]. 

Various clustering techniques have been utilized for 

electricity customer segmentation. Table I reports some of 

these techniques with corresponding references. The best 

references for the concepts and mathematical definitions 

are also mentioned. Among these techniques K-means, 

hierarchical, self-organizing maps and modified follow 

the leader clustering techniques and different variations of 

them are the most popular ones in power system 

literature.  

These methods differ based on different factors. Some 

algorithms like K-means require the number of clusters to 

be pre-determined before applying the clustering, whereas 

adaptive k-means, hierarchical and   modified follow the 

leader do not need such criteria. Also, every distance 

measure is more suitable for each clustering technique, 

for instance, the  most  used  measure  for  K-means  is L2  
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TABLE I 
CLUSTERING TECHNIQUES USED FOR POWER SYSTEM 

Clustering techniques References Definition 

K-means (KM) [2] [4] [7] [10] 

[11] [12] [13]  

[6] 

Variations of K-means including 
K-medoids, K-medium and Fuzzy 

C-means (FCM) 

[4] [13]  [9] 
[14] [15] [16] 

[17] 

[14] [17] 
 

Adaptive K-means [18] [19] [20]  [20] 

Hierarchical (H) [2] [4] [7] [13] 
[15] [18] [21]  

[6] 

Self-organizing maps (SOM) [4] [22] [11]  

[23] [15] [24] 

[15] [24] 

Modified follow the leader (FDL) [2] [25] [26]  [25] 

Expectation maximization (EM) [27] [28] [16] [27] 

Online clustering/ parallel 

clustering/ divide and conquer  

[19] [20]  -- 

 

norm while K-medoids minimizes L1 norm. Furthermore, 

the complexity and computation time of these methods 

are also different.     

B. Clustering Validity Indexes 

Usually one or a few of clustering validity indexes 

(CVI) are used along with the clustering techniques. 

These indexes are used to evaluate the performance of 

clustering methods and hence, they can be utilized to 

determine the suitable number of clusters [29] [22], to 

compare the performance of different clustering 

techniques [2] and to evaluate the performance of 

clustering when some attributes (features) are added or 

removed [30]. Table II reports some of the most used 

CVIs along with the corresponding references.  

C. Features 

Application of clustering on load profiles can be 

performed in different ways based on the data set that is 

used. Generally clustering can be applied to [2] [5]: 

 Raw consumption (time series) data of customers 

 Features that are defined by the user based on the 

characteristics of load shapes and specific application  

 Features that are extracted from load shapes by use of 

techniques such as frequency domain analysis 

 A reduced data set which is suitably obtained from the 

original data for instance by use of techniques like 

principal component analysis (PCA) 

Table III reports some of these techniques and 

references for each of them.  

III. RESIDENTIAL LOAD PATTERN CLUSTERING 

A. Use of Clustering for Power Systems 

As a common trend, in the past, utilities usually 

divided their customers in industrial, commercial and 

residential sectors based on some fixed information like 

voltage level and nominal demand or based on the 

surveys which asked customers about various socio-

demographic features [31-33]. Based on this approach a 

set of customer class load profiles were defined and each 

user was assigned to one of these classes [34]. For 

example, Finnish Electricity Association (FEA) published 

customer class load profiles for 46 different customer 

classes, 18 of which are for housing and the rest for 

agriculture, industry and services. 

TABLE II 
CLUSTERING VALIDITY INDEXES 

Cluster validity indexes (CVI) References  

CDI (cluster dispersion indicator) [12] [4] [26] 

[15] [30] 

DBI (Davies-Bouldin indicator) [12] [29] [4] 
[26] [15] [30] 

MIA (mean index adequacy)  [22] [4] [26] 

[15] [30] [2]  

SMI (similarity matrix indicator) [4] [15] 
[2] [30] 

DI (Dunn index) and MDI (modified Dunn 

Index)  

[2] [12]  

SIL (Silhouette index) [12] [19]    

WCBCR (the ratio of within cluster sum of 

squares to between cluster variation) 

[9] [15] [2] 

SI (scatter index) [2]  

 
TABLE III  

CLUSTERING APPLICATION ON TIME SERIES, FEATURES, OR REDUCED 

DATA SET 

Method  Examples Reference 

Raw consumption 
(time series) data 

-- [12] [11] 

Feature definition Load factor: daily   

Pav,day/Pmax,day mean; standard 
deviation; skewness  

[29] [28]  

Feature extraction Discrete Fourier transform 

(DFT); harmonics-based 
coefficients; discrete wavelet 

transform  

[26] [35] 

Data size 

reduction 

Principal component analysis 

(PCA); Sammon map; 
symbolic aggregate 

approximation (SAX) 

[20] [36]  

 

Each customer was attached to specific load curve 

which is used as a base of billing and distribution 

planning [34] [29]. This method was satisfactory as in 

most cases only monthly kWh energy usages of 

customers were available.  

To have a better understanding of power system 

operation, some typical projects were performed to 

measure electricity consumption of a limited number of 

users in shorter time resolutions. Therefore, most of the 

research in the literature was focused on clustering of 

such consumption data to improve class load profiles or to 

present new load profiles [29] [37]. However, this is still 

a fundamental problem, and the procedures for dealing 

with customers’ segmentation need to be revised greatly. 

Firstly, the consumption data of a great deal of customers 

(those who have installed smart meters which can amount 

to tens of thousands to millions of users) are now 

accessible. Secondly, the time period of measurement is 

not restricted and usage information for some successive 

years is available. These two factors affect the 

dimensionality of data which is not comparable with 

previously used data sets. Finally, as the data is 

continuously recorded, it can have possible applications 

for real-time operation and management of power 

systems. All of these factors emphasize the use of new 

clustering methods for electricity consumption 

characterization.   

B. Residential Load Shape Characteristics 

For the reasons that were mentioned in the previous 

section, application of clustering techniques for 



 

residential households is still in its infancy. Individual 

residential load shapes are much different from the 

aggregated load shapes or industrial or commercial load 

patterns and the number of residential users is not 

comparable to the users in those sectors. The first obvious 

challenge arises from the nature of residential load 

patterns. They are much more variable, such that two 

households with similar characteristics can have 

completely different consumption patterns and the 

everyday usage can be different even for the same 

dwelling. This affects the application of any clustering 

technique. To overcome this variable pattern, many 

studies try to build a representative load pattern (RLP) for 

each residential user [2] [22] [10] [12] [26]. To this end, 

they combine the instant-by-instant data of daily load 

patterns based on a criteria (for instance, by averaging 

them) [2] [4] [38] and build a RLP for each home. 

Clustering can later be performed on these RLPs to 

categorize customers. However, this approach has 

advantages the useful information about the usage 

patterns will be missed. Another promising approach is to 

treat days of weak separately and build a RLP for each 

day; however this method still suffers from the same 

mentioned problem.  

Most of the studies in the literature try to form a 

number of clusters in which the customers that show 

similar usage patterns belong to the same cluster. A few 

other studies cluster daily loads of only one user to 

specify characteristics of just that customer. These 

researches can also be differentiated from each other 

based on the clustering algorithm, use of RLPs, use of 

features or data reduction methods, number of users, time 

period of study, and considering weekend and seasonality 

effects.  

C. Literature Review 

Ref [10] utilizes the data of 103 dwellings measured 

every 1 minute and creates a seasonal daily load profile 

for each household. Then, KM clustering is applied to 

these curves to partition the homes to two clusters for 

each season. Three clustering algorithms (KM, H, and 

Gaussian mixture model based clustering) are utilized in 

[7] to cluster the average monthly load profiles of each 

household. The clustering is in a way that each hour can 

be dedicated to a different cluster. Based on this 

procedure, they tried to find out the time of use prices for 

households. [11] evaluates the use of KM, K-medoids and 

SOM for clustering of daily load profiles of residential 

users. Using the DBI validity index, the most suitable 

clustering and the best number of clusters are decided.  

The purpose of [15] is to cluster daily load curves of 

only one customer and present some patterns based on 

them. Several clustering methods (KM, FCM, SOM, and 

7 different H) are applied to the measured daily 

consumption. 

Three different attributes are used in [30] as the input 

of KM method to cluster residential customers. The 

attributes (flexibility measures) defined in a way to 

represent the flexibility of each household, hence, 

allowing applying demand response programs to those 

customers with highest possibility of changes in their 

loads. These attributes are: total usage over evening 

period, the time of maximum usage, time of minimum 

usage. Four distinct time periods for electricity 

consumption are distinguished in [28] which are: 

overnight, breakfast, daytime and evening. Seven 

attributes are defined to obtain the main features of 

original data including the energy use in each of time 

periods, variability of energy use, and effect of 

seasonality and weekends. A clustering of these attributes 

is done by considering it as a finite mixture model of 

Gaussian multivariate distribution. To determine the 

number of clusters, Bayesian Information Criterion (BIC) 

is used. 

Ref [37] investigates the customer classification for 

Finish electricity grid. Iterative self-organizing data-

analysis technique algorithm is used for clustering and 

based on that, customer class load profiles are calculated. 

Optimum number of clusters is selected based on the 

knee-point criterion which is decided by using square sum 

of errors. [13] tries to generate the load profile of users 

without automatic meter reading (AMR) facilities based 

on the usage data of customers equipped with AMR. KM, 

FCM, and H clustering are used for this purpose. A 

framework for electricity consumer characterization is 

presented in [22]. A combination of SOM and KM 

algorithms is used in which firstly, SOM reduces the 

dimension of data set and secondly, KM method is 

utilized to perform the clustering. For each user, the RLP 

is built by averaging the measured load curves.  

Authors in [23] use a PCA method to extract the main 

features from daily load profiles, and based on these 

features, consumption patterns are distinguished. Then the 

customers are clustered using SOM technique. Ref. [26] 

uses DFT to transform time-domain measurements to 

frequency domain. A set of features are then defined 

based on values in frequency domain which are used by a 

modified follow the leader algorithm to cluster customers. 

MIA, CDI, DBI and SI are used for evaluation and 

comparisons.  

Authors in [18] evaluate a huge amount of 

consumption data (around 218 thousand customers and 66 

million load shapes) with innovative techniques. 

Clustering is performed through an adaptive KM 

algorithm in which the total number of clusters can 

change. Later, a hierarchical algorithm is applied to 

decrease the number of clusters. As the clustering is 

performed on normalized daily load shapes, other 

measures are defined to capture the variability and 

quantity of usage. [16] divides electricity consumption 

into two parts: occupancy-related and weather-related 

consumption. A hidden Markov model (HMM) 

framework is utilized to infer the occupancy states from 

consumption data. Spectral clustering is used to segment 

collection of HMMs. Number of clusters is estimated by 

using the gap statistic technique, and K-medoid algorithm 

is applied as the last step in spectral clustering to identify 

representative users. A novel idea is proposed in [20] to 

cluster electricity customers based on the transitions 

between consumption levels instead of focusing on the 

shape of load profiles. After normalizing data of each 



 

household, the dimension reduction is done using SAX 

technique. Then, a time-based Markov model is applied to 

capture the dynamics of load data, and a density-based 

clustering method is utilized to cluster the customers.  

[19] proposes an online clustering method for high 

dimensional time series data. It utilizes an adaptive K-

means algorithm and performs analysis of clustering 

based on an online algorithm. The principle behind this 

online time series clustering is a batch divide-and-conquer 

scheme in which the clustering is applied on chunks of 

data points and once the entire data set is scanned it 

combines the results to find the final clustering. The 

optimal number of clusters is determined using the SIL 

index. On the other hand, [39] introduces a ―distributed 

method‖ based on an artificial neural network variant 

called deep-learning auto-encoder to cluster load profiles 

of 1000 customers.  

IV. APPLICATIONS OF CLUSTERING 

Among the possible applications of clustering for 

power systems are benefits for tariff design [25] [40], 

defining demand response programs [27] [18], 

improvement of load forecast [41] [42], identifying 

energy behavioral use patterns [28] [34] and classifying 

new or non-metered customers [21] [22].  Some of them 

are explained in the following. 

A. Tariff Design 

One of the most important applications of clustering of 

residential customers is to design suitable tariffs for 

different customers based on the classes that they belong 

to. As different customers show different load patterns, 

clustering can help to design cluster-specific tariff 

structures which can decrease peak load. 

 In [40] an electricity retailer clusters the customers in 

order to maximize the annual profits. For this purpose, the 

optimal selling price of each cluster is determined based 

on a profit function. Clustering is achieved through a 

weighted fuzzy average K-means method. [25] proposes a 

multiple rate tariff structure to replace the single rate 

structure. Firstly, the load diagrams of weekdays are built 

by averaging the load data of all the weekdays over the 

measurement period. Then, it introduces four features 

(called shape indicators) and clusters customers by using 

a FDL algorithm. To study new tariff structure, it is 

assumed that the total revenues under the new tariffs do 

not exceed the total revenues with the previous tariff. 

Furthermore, it suggests a procedure for identifying the 

customer’s class and assigning an appropriate tariff to the 

customer. Clustering of a group of customers in Germany 

is performed in [43] where the authors use KM algorithm 

and DBI validity index to achieve an optimal number of 

clusters. Then, it proposes segment-specific rate design 

which sets a different rate for each segment of individual 

customers. For this purpose, a number of time zones 

based on the peaks and valleys of customer are defined 

and a time-variable rate is assigned to them.  

B. Load Forecasting 

Some research has used the clustering results to 

improve the load forecasting. In [42] the authors aim to 

forecast household loads for two time periods: one hour 

and 24 hour ahead forecasting. They propose a new 

method called ―cluster-based aggregate forecasting 

(CBAF)‖ and compare it with two other approaches, i.e., 

(1) to aggregate the energy consumption of all households 

into one time series (the aggregate consumption), then 

forecast the aggregate consumption, and (2) to forecast 

the energy consumption of each household separately, 

then aggregate the forecasts. They show that CBAF 

produces better results if a suitable number of clusters are 

selected and the size of customer base is large enough. [9] 

addresses load forecasting using dynamic time warping 

(DTW) distance. They try to predict energy usage based 

on a partial load curve (a few hours of actual energy use). 

So, the problem is like a classification problem in which 

clusters are treated as classes and partial load curves are 

assigned to them. The WCBCR is used for assessing the 

quality of clustering by K-mean (with L2 similarity 

metric) and K-medoid (with DTW similarity metric) 

methods. 

C. Demand Response 

The final goal of demand response is to reduce the load 

of the network at peak hours (or when the system security 

is jeopardized) or to shift the load from a special time of 

day to another time periods. For this purpose, price-based 

or incentive-based demand response programs can be 

designed and offered to customers. Customers showing 

different patterns can be identified and different kinds of 

demand response programs can be offered to them. 

[18] uses three factors i.e. shape of the load, quantity 

of usage, and variability to evaluate the consumption data 

of customers and to segment them for demand response 

purposes. Load curves are firstly normalized and a 

mixture of adaptive KM and H clusterings are performed 

on them. Through this approach, customers are clustered 

based on the consumption time. For instance, users with 

morning peak will be in the same cluster. Quantity and 

variability are also accounted for by use of other suitable 

measures. Ref [44] addresses the problem of 

segmentation of electricity users for the utilities by using 

consumption, demographics and previous program 

enrolment data. The final goal is to extract those users 

that are most probable to enroll in different energy 

efficiency or demand response programs and to target 

each group with efficient appropriate messages. A 

predictive segmentation is applied on a large population 

of about 1 million users.  

To characterize the potential of demand response of 

wet appliances in Belgium, the EM clustering algorithm is 

utilized in [27] for clustering households based on their 

own load profiles. In addition, KM method is applied to 

perform a social segmentation based on the attitude of 

residents toward active demand reduction to form 4 

groups. The results of these methods are then combined to 

estimate the potential of demand reduction.  

D. Classification 

Classification of new customers or those customers 

that are not equipped with smart meters is one of the 



 

possible applications of clustering that is investigated in 

various works. To achieve this, firstly a number of 

customer classes are defined based on the data of 

customers with AMR facilities. Then each non-AMR user 

will be assigned to one of these classes based on the 

available information such as the monthly usage and other 

fixed information.  

[13] clusters AMR users firstly and calculates a typical 

load profile (TLP) for each cluster as the mean of load 

patterns belonging to that cluster. Then the daily load 

profile of each non-AMR user is created by comparing 

different attributes of that customer with TLPs.  

Ref. [22] presents a framework that includes two parts: 

the load profiling module and the classification module. 

In load profiling module, a load profile for each cluster is 

obtained by averaging all RLPs belonging to that cluster. 

In the classification stage, three load shape indexes (load 

factor, night impact, and lunch impact) and commercial 

indexes are used to classify customers.  

V. CONCLUSIONS 

This paper reviews the new research that has been 

conducted in recent years on clustering of residential load 

profiles. A brief review of the most used clustering 

algorithms for customer segmentation, an extensive 

literature review of current research and possible 

applications of clustering techniques for power systems 

were presented and discussed. Further research on new 

clustering techniques like online clustering for fast 

applications such as dynamic demand response needs to 

be investigated in future.  
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