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Abstract. Social networks act as the communication channels for peo-
ple to share various information online. However, spammers who generate
spam information reduce the satisfaction of common users. Numerous
notable studies have been done to detect social spammers, and these
methods can be categorized into three types: unsupervised, supervised
and semi-supervised methods. While the performance of supervised and
semi-supervised methods is superior in terms of detection accuracy, these
methods usually suffer from the dilemma of imbalanced data since the
labeled normal users are far more than spammers in real situations. To
address the problem, we propose a novel method only relying on normal
users to detect spammers. Firstly, a classifier is built from a part of nor-
mal and unlabeled samples to pick out reliable spammers from unlabeled
samples. Secondly, our well-trained detector, which is based on the given
normal users and predicted spammers, can distinguish between normal
users and spammers. Experiments conducted on real-world datasets show
that the proposed method is competitive with supervised methods.

Keywords: Spammer detection · Social network · PU Learning

1 Introduction

With the popularity of the social network, users are taking delight in sharing. For
example, users can send tweets and comments on Twitter [1]. However, spammers
are also planning to benefit from the prosperity by means of advertising, posting
nonsenses and spreading fake information. Series of security risks may be caused
due to spammers. For instance, users’ privacy information can be filched by
phishing links and the recommended lists are polluted by spam. Hence, spammer
detection has become a significant work in social service.

c© Springer International Publishing AG 2017
D. Liu et al. (Eds.): ICONIP 2017, Part V, LNCS 10638, pp. 1–9, 2017.
https://doi.org/10.1007/978-3-319-70139-4 18
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2 Y. Song et al.

By now, social spammer detection has attracted extensive attention from
researchers and the industry. Existing efforts are categorized into unsuper-
vised methods, supervised methods, semi-supervised methods, etc. Unsupervised
spammer detection methods [2–4] do not need the labeled samples, which can
save the cost of labeling. But the absence of labels may lead to the low accu-
racy. In contrast, supervised methods [1,5–7] and semi-supervised [8,9] methods
perform better than unsupervised methods with the supervision of the labels.
However, these methods relying on both positive and negative labels fail when
there are only one class labels available. In addition, it is time-consuming to
label numerous spammers in real situations. In order to resolve this problem,
we propose a novel spammer detection method based on Positive and Unlabeled
Learning (PU Learning) [10], named PUD. At first, we build a reliable negative
(RN) classifier from normal users and unlabeled samples. Then some reliable
negative samples are picked out. Secondly, the positive and unlabeled detecting
(PUD) classifier is trained on positive and reliable negative samples. The main
contributions of this paper are as follows:

• Propose a novel method PUD to detect spammers in social network;
• Evaluate and compare the performance of the proposed PUD method on

real-world datasets with supervised methods;
• Discuss the effect of the proportion of positive samples in PUD, which proves

PUD can achieve well result merely rely on a few positive samples.

The remainder of this paper is structured as follows. In Sect. 2, we intro-
duce some related work. The problem statement and the illustration of PUD
method are shown in Sect. 3. In Sect. 4, we conduct experiments on two real-
world datasets. Finally, Sect. 5 concludes this paper and point out the potential
future work.

2 Related Work

In this section, we review some related work from current research about social
spammer detection and background knowledge about PU Learning.

2.1 Social Spammer Detection Methods

Generally speaking, the notable detection methods can be classified into unsu-
pervised methods, supervised methods and semi-supervised methods according
to the amount of needed labeled data.

Unsupervised Detection methods mainly utilize the social network topology
to identify the abnormal nodes. The method of combining social relation graphs
and user link diagrams was proposed in [3]. Zhang et al. [4] adopted 12 types of
topological features in ego network to detect spammers.

Supervised Detection methods usually extract relevant characteristics of
users. Benevenuto et al. [1] extracted the user behavior characteristics and tweet
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PUD: Social Spammer Detection Based on PU Learning 3

content characteristics to detect spammers. A group modeling framework was
proposed in [7], which adaptively characterizes social interactions of spammers.

Semi-supervised Detection methods leverage labeled samples and massive
unlabeled samples. A hybrid method that aimed to detect multiple spammers
from user characteristics and user relationships was proposed in [8]. Li et al.
[9] used the Laplace method to extract features, then used the semi-supervised
method to train classifier.

Among these methods, Supervised methods outperform the unsupervised
methods, but they need abundant labeled data. Semi-supervised methods require
labeled and unlabeled data. Either supervised or semi-supervised methods rely
on both positive and negative samples. Only a few positive labeled data and
plenty of unlabeled data are required in our work.

2.2 Outline of PU Learning

The approach merely adopting positive and unlabeled data is called Positive
and Unlabeled Learning or PU Learning. At the beginning, PU Learning mainly
aimed to solve the task of text classification [10], then researchers extended this
method to other areas. Such as the remote-sensing data classification, the disease
gene identification, the Multi-graph learning, etc.

There are massive unlabeled user in real social networks, and the quantity
of labeled spammers is much smaller than those of normal users. Furthermore,
the cost of marking normal users is cheaper than marking spammers. These
characteristics show that PU Learning can be applied in real situations.

PU Learning mainly consists of two steps [10]. Step 1: Identify the reliable
negative samples (RN) from the unlabeled samples (U) according to the positive
samples (P ). Step 2: Construct the binary classifier by positive samples and
reliable negative samples.

3 PUD Method

In this section, we will first state the problem of social spammer detection for-
mally. Next, the main steps of the PUD method will be illustrated.

3.1 Problem Statement

Let X ∈ R
n×t be the t features of n users in a social network, and Y ∈ {0, 1}n

are corresponding labels of users, where yi = 0 indicates the ith account is a
spammer and equals to 1 otherwise. U , P , RN represent the unlabeled samples,
positive samples and reliable negative samples, respectively. Meanwhile μ, l, r
represent the amount of users in the corresponding samples.

The task of the spammer detection can be summarized as follows: Given the
features for all n instances and some positive labels, learning a model PUD with
well performance to classify an unknown account.
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4 Y. Song et al.

Fig. 1. The framework of PUD

3.2 PUD Framework

The framework of our proposed method consists of two steps, as described in
Fig. 1, and each step will be illustrated in detail.

Step 1: Pick out Reliable Negative Samples. Picking out the reliable neg-
ative samples is a critical in PU Learning. Theoretically, maximizing the con-
fidence of the negative samples and ensuring the positive samples are correctly
classified, we can get a superior classifier [10]. Therefore, it is vital to find as
many reliable negative samples as possible in the unlabeled dataset. In the fol-
lowing, we will describe the algorithm more specifically.

In our method, the reliable negative classifier is constructed by Naive Bayes,
because it is a mature and popular classified algorithm, while other algorithms
are alternative. Naive Bayes learns the joint probability distribution Pr(X,Y )
from the training dataset. Before that, it needs to learn priori probability distri-
bution in Eq. (1) and conditional probability distribution in Eq. (2).

Pr(Y = ck), k = 0, 1 (1)

Pr (X = x | Y = ck) = Pr

(
X(1) = x(1), . . . , X(d) = x(d) | Y = ck

)
, k = 0, 1 (2)

where c0 and c1 denote the labels of positive samples and unlabeled samples,
respectively. And then the joint probability distribution Pr(X,Y ) is learnt by
Eqs. (1) and (2).

Given X, a set of user features, Naive Bayes algorithm calculates the posterior
probability distribution in Eq. (3) by the learnt model. The label of x is the one
having the highest posterior probability.

Pr (Y = ck |X = x) =
Pr (X = x |Y = ck) Pr (Y = ck)

∑
k Pr (X = x |Y = ck) Pr (Y = ck)

(3)

The reliable negative classifier can be define as

y = f(x) = arg max
ck

Pr (Y = ck)
d∏

j=1

Pr

(
X(j) = x(j) |Y = ck

)
. (4)
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PUD: Social Spammer Detection Based on PU Learning 5

The process of identifying the reliable negative samples RN from the positive
sample P and unlabeled samples U is as follows: first of all, we assign each
normal user label 1 to constitute P and some unlabeled users label 0 to form U .
Secondly, RN classifier is learnt from αP and βU by Naive Bayes, where l is the
amount of αP and r is the amount of RN . We set β = 0.5, because training and
predicting both need plenty of unlabeled samples. Note that, α is an important
parameter will be discussed in experiment. Thirdly, we exploit the classifier to
identify other unlabeled users, (1− β)U . Finally, reliable negative users are pick
out from (1−β)U until r = l, whose predicted labels are spammer. These reliable
negative samples will be utilized in PUD classifier.

Step 2: Build PUD Classifier. A binary classifier is build in step 2. from
positive and reliable negative samples by Random Forest algorithm to detect
spammers. Random Forest is an ensemble algorithm that constructs a multitude
of many decision trees at training time and outputs the class that is the mode
of the classification of the individual tress. It is efficient for estimating missing
data and maintains accuracy when a large proportion of the data are missing.
Thus, Random Forest meets the requirements for our methods.

The procedures are as follows: firstly, the PUD classifier is trained by the
predicted negative samples RN from RN classifier and given positive samples
P . Then the PUD classifier can be utilized to detect spammers: the user is a
spammer if the predicted label is negative, otherwise the user is legitimate.

The complete process of PUD method which integrates step 1 and step 2 is
shown in Table 1.

Table 1. The complete process of PUD method
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6 Y. Song et al.

4 Experiments

In this section, we conduct experiments to evaluate the effectiveness of the pro-
posed PUD method. We first introduce the datasets and metrics. Then we com-
pare the performance of our method with other detection methods. Finally the
sensitivity of parameter α will be discussed.

4.1 Datasets and Metrics

Two real datasets provided by Benevenuto [1,5] are used for evaluation. The one
is from YouTube [5], includes 188 spammers and 641 legitimate users. Each user
has 60 features which are derived from video attributes, individual characteristics
of user behavior, and node attributes. The other is from Twitter [1]. This dataset
contains 1650 labeled users, 355 of them are spammers. Each user has 62 features
which are derived from tweet content and user social behavior.

The experiments are conducted by 5-fold cross validation 10 times, and aver-
age value are used to represent the results. We adopt the three frequent used
evaluation metrics, i.e., Precision, Recall and F-measure for performance evalu-
ation.

4.2 Experimental Results

Table 2 reported the performance of PUD method on both datasets. We apply
Naive Bayes algorithm to pick out reliable negative samples on YouTube dataset
while Logistic Regression is utilized on Twitter. The results show the validity of
PUD and prove it is a general and base method.

Table 2. Performance of PUD

Precision Recall F-measure

YouTube 0.786 0.662 0.71

Twitter 0.85 0.69 0.756

In order to further show our proposed method has competitive performance,
it is compared with traditional supervised methods which exploit various propor-
tion of labeled spammer in training. Traditional methods include Naive Bayes
(NB), Logistic Regression (LR), Decision tree (DT), Random Forest (RF) and
Gradient Boosting Decision Tree (GBDT). The results of different methods are
displayed in Table 3, and we bold the best values in each dataset.

Based on the results, we make following observations. Firstly, the F-measure
of PUD is quite close to the best values in Twitter while Random Forest and
Gradient Boosting Decision Tree both need 30% labeled spammers. In YouTube,
the F-measure of our method can reach to 71%, it increases over 4.7% than other
methods. Secondly, it can be seen that PUD are superior to tradition methods
whose labeled spammers are less than 20%. Therefore, the proposed method can
relieve the dilemma of imbalanced data.
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PUD: Social Spammer Detection Based on PU Learning 7

Table 3. F-measure comparison between PUD and other methods

Spammer ratio LR NB DT RF GBDT PUD

YouTube 0% \ \ \ \ \ 0.71

1% 0.232 0.269 0.218 0.27 0.25 \
2% 0.262 0.314 0.246 0.276 0.262 \
5% 0.39 0.418 0.422 0.53 0.37 \

10% 0.416 0.432 0.538 0.624 0.478 \
20% 0.542 0.434 0.618 0.65 0.562 \
30% 0.644 0.44 0.646 0.678 0.674 \

Twitter 0% \ \ \ \ \ 0.768

1% 0.214 0.14 0.376 0.24 0.38 \
2% 0.296 0.21 0.558 0.45 0.548 \
5% 0.35 0.426 0.644 0.612 0.586 \

10% 0.36 0.49 0.69 0.706 0.654 \
20% 0.38 0.51 0.71 0.736 0.72 \
30% 0.45 0.542 0.716 0.776 0.78 \

4.3 Parametric Sensitivity Analysis

Now, we discuss the sensitivity of the parameter α which determines the propor-
tion of positive samples chosen. The experimental results are shown in Fig. 2.

Figure 2(a) shows the fluctuant performance of PUD with the different values
of α on the YouTube dataset. It can be observed that the precision increases
while the recall reduces as a result of imbalanced data. In order to balance the
performance of PUD, we take α = 0.7 in experiment, and then the F-measure
can reach the optimal state. Figure 2(b) shows the performance on Twitter, and
α is set to 0.5 to make the precision and recall balance in experiment.

(a) YouTube (b) Twitter

Fig. 2. Performance of PUD with varying α on datasets
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8 Y. Song et al.

In summary, the proposed method is not always outstanding in F-measure
compared with supervised methods, but it can achieve competitive performance
without labeled spammers. In addition, the effect of the parameter is analyzed as
well. It proves that PUD can get ideal result merely using a few positive samples
which reduces the cost of labeling.

5 Conclusion and Future Work

In this paper, we proposed a novel method PUD based on PU Learning, it
aims to construct a detection classifier by a few positive samples and plenty of
unlabeled data. Our method includes two steps: at first, we pick out reliable
negative samples from unlabeled users. After that, the PUD classifier is trained
by positive and reliable negative samples. Experimental results on the two real-
world datasets show that our approach has competitive performance and prove
it is a general and base method. Furthermore, PUD shows its merits in detecting
spammers. Thus the proposed method can be applied extensively.

A few possible works remain to be done. We will combine PUD with var-
ious state-of-the-art supervised methods to improve the accuracy of spammer
detection. Besides, our method can be used to detect fake comments in social
networks.
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