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Nomenclature

BD Big Data

BP Business Process

BPM Business Process Management

D2HP Droid-based implementation of Digital Heritage Preservation Model

DHP Data Heritage Preservation

DM Data Management

DP Digital Preservation

DROID Digital Record and Object Identification

DS Data Set

DT Digital Trasformation

EA Enterprise Architecture

IT Information Technology

METS Metadata Encoding and Transmission Standard

OLTP OnLine Transaction Processing

PAIS Process Aware Information Systems

SH Serendipitous Heritage

SOTA State of the Art

XENA Xml Electronic Normalizing for Archives
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Abstract

Motto: ’When the origin and heritage of data are lost, data has no meaning’

Dr. Zenon Chaczko

This study focuses on heritage concepts and their importance in an ever-evolving
and changing Digital Era where system solutions have to be sustainable. The main
idea of this research is related to the management of Heritage, directly in terms
of preservation. It exposes an experimental methodology and a valid analysis of
the results. The reliability and accuracy of data are very strategic points as the
knowledge base is wide and complete.

This research proposes a model to explain how to build an accurate framework for
Data Preservation. The relation between Preservation and Digital patterns of Her-
itage is well related due to the aspects of accessibility and context. They cover the
conceptualization of real digital preservation. However, the availability, contextu-
alization and value of the information remain the principal matters on which this
research focuses. Firstly, in the introduction, the context is presented and the de-
scription of the initial scenario. Secondly, it addresses the process of preservation
with modeling applications and the implementation of patterns. Finally, it presents
the conclusions and future projects based on the findings. The principal objective of
the research is the integration between models and standardization as a sustainable
solution. A primary concern is the explosive amount of information. The complexity
of the classification is how to manage the principal characteristics of data.
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Nomenclature

Digital Data and Heritage Preservation, as concepts, are related to data manage-
ment, contextualization and storage. There are many issues and concerns related to
this. This research explores the precise definition, context and need for patterns of
heritage. The relations, interpretation and context provide us the appropriate meth-
ods to keep information for long-term use. The management of massive amounts
of critical data involves designing, modeling, processing and the implementation of
accurate systems. The methods to understand data have to consider two dimensions
that this research has to focus on: access dimension and cognitive dimension.

Our cultural heritage, documents and artifacts increase regularly and place Data
Management as a crucial issue. It involves exploration and approaches based on the
review of recent advances. The adaptation of the architectural framework and the
development of software system architecture, in order to build the system prototype,
increases regulatory compliance mandates which are forcing enterprises to seek new
approaches to managing reference data. Sometimes, the approach of tracking refer-
ence data in spreadsheets and doing manual reconciliation is both time-consuming
and prone to human error. As organizations merge and businesses evolve, reference
data must be continually mapped and merged as applications are linked and inte-
grated. Accuracy and consistency, realize improved data quality and together let
the organizations adapt reference data as the business evolves.

The challenge is to know how to keep the attributes of the data and how to preserve
originality. Heritage is the concrete data, it gives interconnection with other aspects
of reality.

(Extracted parts from Carrion Gordon (2014) and Gordon et al. (2015))
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Terms and Definitions

Born Digital Defined as digital materials that are not intended to designate an
analogue equivalent even the origin is form analogue source. For instance from digital
source to have been printed to paper, physical way. Adapted from Commission et al.
(2002)

DHP Access It addresses the usability of digital source retaining the qualities such
as accuracy, functionality and authenticity primordial to generate digital material.
Adapted from Commission et al. (2002)

DHP Authentication It establishes the authenticity of digital materials in a spe-
cific time. For instance, digital signatures. Adapted from Commission et al. (2002)

DHP Authenticity It refers to the trustworthiness of the digital artifact as a
record. It includes confidentiality when the authentication of digital materials is
necessary. Adapted from Commission et al. (2002)

DHP Electronic Records Defined as digital items. It could include for instance,
emails, word processing documents, databases, or web pages. Adapted from Com-
mission et al. (2002)

DHP Emulation A means of overcoming technological obsolescence of hardware
and software by developing techniques for imitating obsolete systems.

DHP Heritage The concept is valued by the community because it provides links to
the past and contributes to our sense of place and time. Adapted from Commission
et al. (2002)

DHP Life-cycle Management The life-cycle management of digital resources is
the need to manage the resource at each stage of its life-cycle giving relation between
each stage and start preservation activities in practicable manner. Adapted from
Commission et al. (2002)

DHP Metadata Model It contains information that describes significant aspects
of a resource. The metadata is required to manage and preserve electronic items
through the time over to ensure context and technical information.
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Chapter 0 Nomenclature

Adapted from Commission et al. (2002)

DHP Migration To refresh of the media storage it is possible to make an exact
digital copy or replicate original features and appearance and still maintain the
compatibility of the resource with the new generation of technology. Adapted from
Commission et al. (2002)

DHP Reformatting Copying information content from one storage medium to a
different storage medium (media reformatting) or converting from one file format to
a different file format (file re-formatting). Adapted from Commission et al. (2002)

DHP Refreshing Copying information content from one storage media to the same
storage media. Adapted from Commission et al. (2002)

Digital Archiving The process of backup and ongoing maintenance as opposed
to strategies for long-term digital preservation. Adapted from Commission et al.
(2002)

Digital Materials Created as a result of converting analogue materials to digital
form (digitisation), and ’born digital’ for which there has never been and is never in-
tended to be an analogue equivalent, and digital records. Adapted from Commission
et al. (2002)

Digital Preservation Refers to the series of managed activities necessary to ensure
continued access to digital materials for as long as necessary. Long-term preservation
denotes continued access to digital materials, or at least to the information contained
in them, indefinitely. Medium-term preservation defines continued access to digital
materials beyond changes in technology for a defined period but not indefinitely.
Short-term preservation describes access to digital materials either for a defined
period while use is predicted but which does not extend beyond the foreseeable future
and/or until it becomes inaccessible because of changes in technology. Adapted from
Commission et al. (2002)

Digital Publications Refers to Born Digital objects which have been released
for public access and either made available or distributed free of charge or for a
fee. They may consist of networked publications, available over a communications
network or physical format publications which are distributed on formats such as
floppy or optical disks. They may also be either static or dynamic. Adapted from
Commission et al. (2002)

Digitisation The process of creating digital files by scanning or otherwise converting
analogue materials. The resulting digital copy, or digital surrogate, would then be
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classed as digital material and then subject to the same broad challenges involved in
preserving access to it, as ’born digital’ materials. Adapted from Commission et al.
(2002)

Digital Documentation The information provided by a creator and the repository,
which provides enough information to establish provenance, history and context and
to enable its use by others. To be comprehensive enough to enable others to explore
the resource fully, and detailed enough to allow someone who has not been involved
in the data creation process to understand the data collection and the process by
which it was created.’ Adapted from Commission et al. (2002)

Digital Heritage It ia considered as a natural process. Heritage will properly
analyse the context of the Data Set. The extended dimension of the value is relevant
in this study. Most of the time Heritage has importance in traditional domains. It
will carry the abstracts and the essence of the concepts. The concepts in Information
Technology relate to Historical Values. It is important to carry on the aspects related
with Inheritance and Heritage in the artifacts. The dimension for future generations
of using data in context, presents opportunities for education and research. Adapted
from Commission et al. (2002)

The Key words are based on (Digital Preservation Coalition, 2012) Verheul (2006)
Adapted from Commission et al. (2002)
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1. General Introduction

The Digital World considers horizontal topics that cross many implicated sectors,
which deal with the economic growth model. Many private and public industries
are struggling from shortage of global and national regulatory requirements, Digital
Transformation standards and policies. Digital Transformation findings address
how to manage Digital Technologies in industries and enterprises. Some Industries
have advanced digitalisation initiatives, which nowadays, are revolutionising one
industry after another. In addition, organisations are facing continuously increasing
competitive pressures due to new business models and rapidly changing customer
needs. At the same time, they are battling frequent increases in costs that occur
because of more and more legal requirements. In essence, companies are required to
adapt to the pace of these shifts - organisationally, procedurally and technologically.

Throughout this research, although various models are proposed, the user-centric
concept remains key.

Concrete data and how to keep heritage has led us to consider the component of each
organisation in context of the available technology. The questions of how heritage
is created is fundamental. Heritage is created based on social aspects. A need to
move away from the traditional understanding of Heritage reflects the real meaning
of the data. Artifacts and the tendency is to have less physical representation in the
World of Logic. The representation of items refers to the tendency of more things
non-physical and refers to how heritage over time passes on certain attributes. The
challenge is to preserve the design and its origins. The principal idea of this research
is to be able to classify a mass scale metamodel and framework. The integration of
commercialisation and research is one of the topics that drives this investigation.

The following questions arise: How it can be applied in the improvement of techno-
logical field? Will it have relevance for the community?

Who will be the benefactors? Are there any alternatives to do that? Furthermore,
these considerations are very applicable. At this point, the approaches like concepts
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1 General Introduction

and case studies give us a wide appreciation of the environment and show how can
be the managing and handling of the difficulties. The tendencies and methodolo-
gies of commercialization are more relevant than ’recipes’. However, the realistic
point of view of business and marketing provides the probability of a specific be-
havior happening in the marketplace. Undoubtedly, being aware of the different
reactions and contextualization of the diverse fields, should teach us the principles
of commercialisation.

Any effective method of Data Management in covering the primary concepts is
through Digital Data and Historical Analytics. The contextualisation and data
relationships are key concepts around DHP.

Data Heritage Preservation can be defined as the perfect combination the four stages
below:

1. Problem

2. Situation

3. Context

4. Solution

The following main definitions are combined with a Standardized Mapping Model,
as a common practice to create, analyse and develop the architecture domain in the
IoT (Internet of Things) community.

A breakdown of the term DHP is the following:

• Digital Data is discrete

• Heritage: the legacy of physical artifacts and intangible attributes of a group
or society: man-made heritage.

• Preservation: the prolongation of the life of a record and relevant metadata
which enhances its value, or improves access

Around these definitions, the following questions need to be answered:

How can the model generate metadata or metadata models? How is the data pre-
sented? How can one represent the rules? How can facilitate the retrieval of infor-
mation as well as find and allow the connection of the data?.
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1.1 Background

In relation to concepts about Data Aging, our proposal is to generate New Relations
and New Mechanisms.

The main concern around this challenge are how to pack information in repositories,
how metadata is used in Industry and how the client can look for the information
as well as the issues around Research.

The identification of a Metadata model and how to implement the standardised
model shows us the best way to define Metadata. One of the important issues is to
define the navigation tools.

It is important to check the techniques and review the concepts of Metadata of the
model to easily find data and the relationships between heritage and preservation.

There is a new perspective of Digital Artifacts. The new definitions specify heritage
elements and how to preserve heritage in the mainstream. These include the origin
and the meaning. These concepts give us a new perspective of the definition of
the ontology of Metadata, Epistemology and how to relate with Heuristics. The
process of the prediction of data is important. However, there are concerns about
mapping. The exploration of the Metadata Model for Dynamic Representation and
the definitions of data needs to be decided in order to know which information
is relevant. Predictions around data generation and classification of the impact
of small changes and how to rearrange data are statements to be considered for
the model representation. Digital Heritage guides us to monitor and modeling. The
considerations around heritage including Heritage Aspects such as data classification
and Heritage Elements, which show value to the user.

The goal is to create a Predictive Model where algorithms organise the metamodels.

1.1. Background

The rising awareness of the challenges of preserving information over the long term
has led to a wealth of initiatives developing economic models, methods, tools, sys-
tems, guidelines and standards for digital preservation. The challenge of digital
preservation is to assure that information, which nowadays is coded and stored in
digital formats, can be read and be used in an unforeseen future. This is an inter-
disciplinary problem combining organizational and technical challenges.
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1 General Introduction

1.1.1. Research Motivation

The research motivation addresses Serendipitous Heritage and proper analysis in
the context of datasets (DS) which extend Dimension of value. The importance of
Heritage in traditional domains will read to the abstraction of the essence of the
term.

This concept in Information Technology (IT) is defined in relation to Historical
items. In this way, heritage is the essence of the artifacts and expresses a deep
definition of data.

The goal is for future generations to analyse the data in context of their environment.
In order to design a practical system that manages massive amounts of critical data
to keep in a long-term, one needs the usage of media storage, conversion, migration
and management strategies.

To define the nature of data and its challenges it is necessary to apply for a Business
Context of Data preservation of Digital Artifacts. For the motivation for Data
Heritage Preservation, the definitions are diverse and depends on the domain.

It defines the motivations behind this research in terms of its significance in the
world of Digital Preservation, the capability of using both a Research Problem and
Motivation to create new types of preserve of Heritage in the World.

The main goal is to define a dynamic solution for the use of Serendipitous Heritage,
based on Software Architecture and to integrate the definition of Heritage for Data
Preservation.

1.1.2. Research Aims and Objectives

The objectives of determine the framework, methodology and patterns for Preser-
vation and Applications of Digital Preservation applied in Big Data architecture.

The three objectives are the following:

O1: To design a process model which can analyse the whole steps of digi-
talisation in order to maintain the accessibility and contextualization of
data.

O2: To increase the prevalence of preservation in the transactions of gov-
ernment entities and business activities through digital resources and
metadata information.
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1.1 Background

O3: To improve the results of digitalization with lifecycle management and
to propose an enterprise software architecture for the standardization of
data.

The aims can be discussed as follows:

A1: To understand the process and the challenges of changing from Physical
Information to Digital Age, related to “Born Digital” information.

A2: To assume social responsibility related to improvements in the technol-
ogy and electronic records in documentation.

A3: To prove and achieve an efficient architecture for Heritage Preservation
through the management of Digital Archiving, Materials, Records and
Publications.

1.1.3. Research Scope

The definition of the Research Scope is strongly shaped by the stakeholders who are
influenced by this research.

According to the concept of the Digital Preservation of the development of tech-
nologies as well as the diffusion of Digital Transformation, the applications of this
research have diversity of fields and case studies.

The importance to focus on stakeholders is reflected in the development of objec-
tives. The key stakeholders of Digital transformation, shown in Figure 1.1, are the
following:

1. Government Entities

2. Business Enterprises

3. Socio-Technical Cultural Domain

4. Digital Society
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1 General Introduction

Figure 1.1.: Stakeholders Digital Transformation

Figure 1.2.: Main external drivers. Adapted from (Becker, 2011)

Stakeholders: IoT Community

The idea of an IoT Society begins in essence with the general definition of the
stakeholders. Nowadays, people and users are more connected than ever. The
Internet is the common connector between technology and human beings. However,
due to the heterogeneous nature of the IoT devices, data is distributed, aggregated,

14
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and processed which in turn present challenges to digital forensics investigations in
many ways. The need to implement new techniques is required to assume these
challenges. To realise the approaches proposed in this research, an orientation to
the implementation, deployment, analysis and evaluation of the IoT is important.

1.1.4. Research Questions

The research questions are include lookup at how to achieve Business Process Reengi-
neering for data preservation by a virtual framework as well as how to develop a
digital oriented architecture focused on solutions to ensure the mechanism of preser-
vation. They require a study of the use of the mechanism of Metadata for improving
the quality of storage repository and addressing whether we can incorporate them
in Systems Engineering.

All we can embedded while lookup at the engineering practice at considering the
correlation between Best Practices and Engineering standards with Digital Heritage.

Based on these considerations the final Research Questions come down to the fol-
lowing three:

RQ1: How the process of Digital Data preservation can be improved?

RQ2: How DHP elements can benefit to Heritage Context?

RQ3: How the quality of preservation and access to critical data can be en-
hanced?

1.2. Significance and Justification

Significance

Digital preservation as an innovative idea tries to develop a standard framework that
keeps generations of data for the long-term. The tendencies related with Digital
Archiving, Digital Materials, Digital Preservation, Digital Publications and Digital
Records gives us the prospect of developing an architectural solution. Based on the
challenge of the Digital Era, concepts of accessibility and contextualization of data
are crucial.
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Through the development of procedures and processes, modelling embedded sys-
tems, proposed an architectural solution for digital preservation to achieve an accu-
rate designing.

The next generations could access and understand Historical Heritage. Business
enterprises could improve their activities through digitalization and include Lifecycle
Management in the Supply Chain as the power of knowledge is based in the content,
meaning and interpretation of data will be solved with Digital Preservation, which
will be based on techniques and an architectural proposal. The relationship between
Software and Data Management is the basis for best practices in Digitalisation. The
reformatting of the information is directly related to the standardisation of data and
with Digital Preservation and Heritage Patterns. The Digital Society, as it is called,
has developed a relationship with technological matters over time. The challenge
of this research is to manage information, without including the experience of any
specific field. The generalisation and the expansion of this model and framework is
a principal element of the development of efficient Enterprise Architecture.

The significance or the relevance in the research process is to design a practical
system that can manage massive amounts of critical data or information. The
storage media, migration, conversion, and overall management strategies are needed
to define the appropriate adaptation of DHP model.

Justification

The principal justification for this research is the management of real data. In order
to do this, we need to know the issues and the motivation of the generation of the
information, which we are dealing.

The justification behind this research, in terms of its significance, is the capability of
using a Research Problem and Motivation to create new types of preserved Heritage
in the world of Digital Preservation.

The increase in digital content being collected and created by and for IoT users has
resulted in associated technological and organisational challenges. The users will
respond to these challenges through the development of new strategies to ensure the
ongoing preservation and access of its digital content.

1.3. Hypothesis

Our Hypothesis is that:
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1.3 Hypothesis

The Data Heritage Preservation model based solution is able to improve Dependabil-
ity, Manageability and Usability of information in Digital Transformation processes.

This research focus on the application of a DHP model in Digital Transformation
Processes can improve dependability, manageability, scalability and performance of
the Big Data and IoT System Architecture.

Manageability refers to Data Collection, Data Storage and Data Updating. It re-
quires the data to be implementable, controllable, trackable and contrivable. In
this research, it is intended to validate the dependability using qualitative methods.
However, manageability and usability will be validated and tested using quantitative
approaches and action studies. This enforces the trustworthiness of the framework
that ensures the information is consistent and repeatable.

Terms such as ’data’, ’information’, ’knowledge’ and ’knowledge management’ are
frequently confused. ’Data is a set of discrete, objective facts’. ’Information is data
that has been organized placed in context with meaning’. ’Knowledge is information
combined with experience, context for actions and decisions’ Tuomi (1999).

A new point of view based on a standard architectural approach is related to Data
Management and the principal tendency is to have results focused on: Application,
Platform, Media and Long-term access.

Important knowledge is based on the relationship between situation and context.
One of the best ways to validate the concepts is to demonstrate the benefits for the
real stakeholders.

Preservation of information relates to the growth in the massive amount of data,
driving the society, to solve Big Data issues and information loss. The ability to
keep data long-term and open date, are the principal concerns we need to focus on
management of information.

It is necessary to demonstrate, validate and verify the benefits of the model. On the
other hand, these concepts are important in the process of the case studies.
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Figure 1.3.: Digital Data Heritage Preservation (DHP)

1.4. Problem Statement, Challenges and Validation

The challenges around Data Heritage Preservation are to define the correct model
and the accurate way of validation. For the validation process, the model designing
is based on a known tool for format identification called DROID (Digital Record
Object Identification). It will be explained on detailed on chapter 5.

Table 1.1.: Quality Attributes

1.5. Contributions

The following is the list of publications we found as a result of our investigations.
They are divided by Case Studies or Areas of study. The general research is in
Preservation, this is divided in specific topics.
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1.5 Contributions

Preservation of Medical Records

The relation between the case studies and the preservation is essential. Through the
following publications the initiatives about medical records, for instance, Cardiac
Valve Control, Bio-informatics and Medical Big Data, were developed showing the
importance of the Boga Data Management through the appropriate implementation
of DHP Model.

[J1] Carrion L., Sanchez J. “Architectural Framework to Preserve Information of
Cardiac Valve Control”

[B2] Carrion L. & Chaczko Z.,“ Bio-informatics with Genetic Steganography Tech-
nique”

[B4] Z. Chaczko, L. Carrion-Gordon, W. Bożejko, “The Metamodel of Heritage
Preservation for Medical Big Data”

Preservation in General Terms

Based on the following publications, the objective about planning, strategy, ontol-
ogy, definition of patterns and the relationship with Serendipity. As a Big Data
research, DHP modelling and designing addresses many terms. These are examples
of the principles definitions that have relevance in the correct development of the
framework.

[C1] Carrion L. & Chaczko Z.,“Digital preservation strategy: Planning procedure to
preserve Critical Information of Heritage”

[C9] Chaczko Z., Carrion L., “Standardized Mapping Model for Heritage Preserva-
tion and Serendipity in Cloud”

[C10] Chaczko Z., Carrion L. “Towards Digital Heritage Preservation Framework for
Situation and Context Aware for Information Management”

[C11] Carrion L., Chaczko Z., Wazirali R., “Ontological Metamodel for Consistency
of Digital Heritage Preservation (DHP)”

[B1] Carrion L. & Chaczko Z.,“ Digital Patterns for Heritage and Data Preservation
Standards”

[B3] Carrion L., Chaczko Z., Resconi G., “Serendipity in Context of Digital Preser-
vation and Artifacts in Large Infrastructure Oriented Systems”
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1 General Introduction

Preservation and Development

Under this classification, these publications are the most external, in order to men-
tion other topics, but not relevant to the study. For example, the study of Petroleum
Residues through statistical approach, Resource Management and XUnit.net, seem
to be outside of the scope, but the outcome is an interesting outcome for the study.
These publications help us for the clarification of the domain of study.

[J3] Flores M., Horna L., Escobar A. and Carrión L., “Estimation of the Contami-
nant Risk Level of Petroleum Residues Applying FDA Techniques”

[C3] Carrion L., Chaczko Z., Alenazy W & Mu M1 “Development of an Expert
System to assist in Resource Management”

[C4] Carrion L., Chaczko Z., Braun R., Dagher J. “ Design of Unit Testing using
xUnit.net”

Preservation and Cultural Approach

Although one of the aims in the research is to differentiate from the cultural domain,
this publication is an interesting approach to ’La Bomba’ Ecuadorian dance and
expresses, how the technology can keep the roots of it. The Preservation is inherent
to this publication for the appropriate expression of the cultural manners in the
explanation of the dance background.

[J2] Carrion L., Lopez M., “Preservation Model to Process ’La Bomba Del Chota’
as a Living Cultural Heritage”

Preservation and Techniques: Steganography and Smart
Classroom

Education domain and topics related to Steganography and Smart Classroom are
the correct connection with different case studies detailed in the experimentation
chapter. These are complex concepts that give sense to the development of preserva-
tion solutions. These publications contribute to spread the concept of preservation,
but better, the approach for the DHP modelling and design.
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1.6 Thesis Structure

[C2] Wazirali R, Carrion L. & Chaczko Z.,“ MultilIayers DNA - QR Based Steganog-
raphy”

[C5] Carrion L., Chaczko Z., Alenazy W, & Tran A.” Augmented Reality Based
Monitoring of the Remote-Lab”,

[C6] Wazirali R., Chaczko Z., Carrion L. and Slehat S., “Review of Quality Metrics
Assessment for Steganography”

[C7] Alenazy W., Chaczko Z., Carrion L, and Chan C.Y., “Haptic Middleware Based
Software Architecture for Smart Learning”

[B5] Z. Chaczko, R. Wazirali, L. Carrion-Gordon, W. Bożejko, “Steganographic Data
Heritage Preservation Using Sharing Images App”

[B6] Z. Chaczko, R. Klempous, L. Carrion-Gordon, “Enabling Design of Biomimetic
Middleware for Large Scale IOT-Based CyberMedical Systems”

1.6. Thesis Structure

Throughout the text various models are proposed but the user-centric concept re-
mains key.

Figure 1.4.: Organisation of the Thesis

The thesis is organised in the three main parts (Figure 1.3) as follows:
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1 General Introduction

1. Investigation

2. Experimentation

3. Contribution

The Investigation part consists of the following chapters:

• General Introduction

• Literture Review: SOTA of Digital Transformation

• Methodological Perspective

The Experimental Work is covered in the following chapters:

• Data Heritage Preservation Design: DHP Modelling and Design: Explaination
of a Proposed model in terms of Designing and Processing.

• Architectural Model: DHP Implementation and Simulation: Inspired by DROID
as it explains the implementation of the software.

• Action Studies and Performance: DHP Vision and Benchmarking Approach:
Comparison between case studies and different solutions.

Explained in the Figure 1.5 with the following details.

Figure 1.5.: Process for DHP Research Contribution

The last part with the Contribution, it is integrated with the conclusions which
shows the current achievements by the implementation of the model and provides
conclusions related to Digital Preservation.
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2. SOTA of Digital Transformation

A most common definition for the concept of Digital Transformation provided by
Berman (2012a) as: ’Digital transformation is the application of digital technolo-
gies to fundamentally impact all aspects of business and society’. One of the most
important requirements for (DT) development is to ensure that both the data reli-
ability and data authenticity meet the needs of a diverse group of data custodians.
An additional requirement is to provide a sufficient level of data security to pre-
vent any possible loss or corruption of important digital artefacts. Data security
may include data encryption/decryption mechanisms and other techniques such as
steganography or watermarking. Knowledge management and ontology models of
Digital Transformation play important roles in the process. A good understanding
of various ontology components, their relations and interactions, help us to analyse
and assess the tendencies of change. Modelling of the architecture and its repre-
sentation(s) is a useful tool to develop and analyse the best prototypes. Nowadays,
some of the most advanced ICT technology solutions mentioned by Zysman et al.
(2011) can be met by the requirements for sufficient and effective data storage. How-
ever, a specific need for preservation of the data authenticity and originality during
Digital Transformation requires us to consider an efficient computing environment
(i.e., methodologies, software frameworks, and design patterns, applications of dig-
ital preservation), where the original digital artefacts and related knowledge are
not lost or corrupted during the process of change. The real challenge of the Dig-
ital Transformation Era is how intelligent and effective data preservation can be
implemented and maintained.

Digital Transformation, which takes place in government entities such as the Na-
tional Library of Australia (NLA), offers a useful case study to evaluate the effective-
ness of Digital Preservation and archiving mechanisms. The study and experience
gained when analysing NLA mechanisms, motivated this research and allowed for
the identification of areas of possible improvement to the process model of data
preservation and archiving.
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2 SOTA of Digital Transformation

Knowledge Preservation can be applied in diverse fields and this research study
focuses on the adaptation of standards, models and patterns that could ensure the
design of scalable, adaptive and survivable DT applications.

It is hoped that the findings of this research can create future opportunities for
collaboration with both public and private institutions that undergo Digital Trans-
formation phases. There is a growing narrative around uncertainly and risk associ-
ated with a rapid pace of digitalisation. Some of the thinking around DT in large
organisations gives a sense of orientation for prime objectives and priorities for the
building of effective data models and the data preservation framework(s). The ben-
efits of this research should serve the customers and the community as a whole. The
problems covered in this research address both global and local organisations issues
and challenges.

Information preservation is one of the most important issues in human history,
culture, and economics, as well as the development of our civilization. While earliest
information was recorded in carvings on stone, ceramic, bamboo, or wood, the
development of civilization paved the way for new storage media and techniques for
recording information, such as writing on silk or printing on paper. Eventually we
were able to put photographic images on film and music on records. A revolutionary
change occurred in the information storage field with the invention of electronic
storage media. With the advent of high-performance computing and high-speed
networks, the use of digital technologies is increasing rapidly. Digital technologies
enable information to be created, manipulated, disseminated, located, and stored
with increasing ease. Ensuring long-term access to the digitally stored information
poses a significant challenge and is increasingly recognized as an important part of
digital data management.

2.1. The Era of Digital Transformation

Hedges et al. (2007a) addresses the statement, ’Strategy, not technology, drives
digital transformation’ Kane et al. (2015). Digital Transformation is the tendency
in terms of Technology. The research questions are related to the integrity and
authenticity of the information we manage. The completeness of these definitions
makes it relevant.

Digital Preservation has relevance according to ontology and knowledge management
Nasir & Noor (2010).
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2.1 The Era of Digital Transformation

The management of heritage inside the cultural method, with the integration of
Knowledge Management and Ontology, integrates a complete methodology for better
comprehension. The relationship with the field of culture relates directly with the
terms of preservation.

Figure 2.1.: DHP Key Concepts

As Figure 2.1 shows there are many ideas around DT concepts to analyse in SOTA.
According to Thibodeau (2002) there are many important ideas projected in the
publication mentioned about the integration and relation between key concepts.

According to Prakash et al. (2012) for ‘Privacy-preserving data mining (PPDM)’
clustering is defined as an alternative of preservation. The contextualization is much
related to the customers or the users of the new framework. The classification of data
as integrating Digital Communities to have access to the preserved information is
stated by Becker et al. (2011) that in a digital information age one must understand
the mission to ensure a knowledgeable society in the long-term.

Rogers (2015) addresses that digital records consist of data (content) user-generated
and metadata generated by the source and location, focus on management of per-
formance of the record for instance the native file format, describing the data and
metadata is generated by the user.
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2 SOTA of Digital Transformation

Zysman et al. (2011), Patel & McCarthy (2000) explain that Digital Transformation
as a Service has relationship with leadership and e-businesses. This field is one of
the basis for the cases studies in the research.

2.2. Conceptualisation

The DHP approach needs clarification of key concepts that are involved. The prin-
cipal terms to define are Metadata, Data Heritage, Preservation, Serendipity and
Big Data Concepts. Not only are the concepts important, their context is also an
important requirement. These terms could be conceived as general but the idea is
to contextualize them based on the field. This means keeping a balance between a
general and a specific approach. Harvey (2005) observes that many terms have been
used interchangeably to describe the characteristics/ elements of digital objects that
must be retained for long-term preservation. The following Figure 2.2 explain on
detail the principal Concepts.

Figure 2.2.: DHP Orientation Concepts
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2.2 Conceptualisation

2.2.1. Metadata Definition

In recent years, the concept of descriptive metadata for electronic resources has re-
ceived much attention. According to Chang et al. (2001) the metadata is defined
under the following characteristics: Definition of metadata preservation in the items,
Requirements at High-level, A reference Model (OAIS) Open Archival Information
System, A review of existing preservation approaches, the identification of conver-
gence/divergence. The multidimensional connections between the SOM Maps clarify
Metadata definition. The principal characteristics are Proximity, Dates, Execution,
Content, Authorship, and Context. The principal objective of Metadata is to keep
the important features of the information. It gives weight of accurate preservation.
An effective mechanism is to identify if metadata changes, to the SOM algorithm,
Self-Organising code.

2.2.2. Data Heritage

Becker et al. (2011) suggested to extend the metadata by using the concept of the
stakeholder as this would allow for analysis of user concerns and help to define the
metadata model drivers and constraints.

The Digital Data Heritage concept should not be considered as an automatic mech-
anism. It is related to syntax, context, meaning and behavior. This is a misun-
derstood concept of the heritage. In popular perception, heritage is always about
passing the assets of one generation to a future generation. In the context of digital
data, heritage should not be seen as a one-dimensional and isolated element, but
rather as a linked asset with multiple relations (dimensions).

Digital data needs to be considered in context of its connections and relationships
as these give the true meaning to the information. If the heritage of the digital
data is not adequately preserved for the future, vital components of the information
can often be lost forever. At times, collected data may have serendipituos aspects,
without any specific purpose, immediate use or pre-defined format and yet, there
might still be a certain value to keep such data. In the context of Big Data it may
aggravate issues with the handling of large volumes of data. Thus, one has to be
very careful defining the seredipitous elements of digital data.

Considerations should be given to a proper justification for maintaining serendipi-
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2 SOTA of Digital Transformation

tous data. When defining the Metadata record, one of the main questions to ask is,
how one can incorporate the contextual elements into the Metadata model. Keeping
the Digital Heritage data can pose a dilemma in the context of Big Data . Hence,
the second key question is, should one keep the digital data with or without Digital
Heritage?. There are some risks associated with maintaining the additional data
components. These are because the more data that is collected and stored, the
more data that could be potentially lost. The trade-offs of analysis involving the
maintenance costs of digital heritage data and the value of a new knowledge that
can be created in the future need to be considered. There are many other questions
that to be asked about the need for keeping the digital heritage data. For example,
the new value created in the future and the digital data change in time should add
value to heritage records. It is important to define the cognitive, contextual and
physical dimensions for the digital data to create value in the future? Heritage, as a
general term, has many definitions, most of the time oriented to cultural influence.
Kaplan (2015a) stated that it is considered ’helpful’ in the organisation of several
dimensions in the context of ’Big Data Digital Humanities research’. The rationale
for this is to define the nature of and limits for Digital Society. Heritage generates
much discussion and complex issues to consider. Heritage as a concept is related
with a deep transformation in the Digital Society. These findings are fundamental
concepts for main consideration Kaplan (2015a). The process of data collection and
the interpretation of data must take place within the context of Digital Culture.
Figure 2.3 shows one example for digitalisation of the physical cultural item. The
technological approach proposes a real look and feel of the construction.

Figure 2.3.: Data Heritage (Garagnani, 2013)
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2.2 Conceptualisation

2.2.3. Preservation

There are generally two approaches to long-term preservation of digital materials:

preserving the object in its original form as much as possible along with the accom-
panying systems, migration or transformation and transforming the object to make
it compatible with more current systems but retaining the original ’look and feel’.

Migration is the most widely used method, but there can be changes to the original.
If some of the original properties are lost, what then are the essential properties to
maintaining its integrity? Currently there are no formal or objective ways to help
stakeholders decide what the significant properties of the objects are.

Certain characteristics of digital objects must be preserved over time in order to
ensure the continued accessibility, usability, and meaning of the objects, and their
capacity to be accepted as evidence of what they purport to record.

An important goal of digital preservation is more than just retrieving the objects; it
is to ensure the authenticity of the information. A digital object can change as long
as the final output is what it is expected to be. The properties to preserve come
from the purpose of the object, and at least one purpose for the object needs to be
defined. Archivists have created standards that look at records in the context of
their creation, intended use and preservation. It is important to ask what features
of the object is important when delivering to the user. There may be many uses to
many communities that were not intended by the object creator, so we should not
let ’the ideal’ limit ’the reasonable’.

The classification for Preservation is defined as Active and Passive preservation. It
is considered according the nature of the generation of data.

Active preservation tries to ensure accessibility to records and items, continuously
over time. The interaction with them has to be in active way in terms of storage and
management, if there is movement of the item into a new storage environment. Both
passive and active preservation require protection by the integrity of the original item
as postulated by Gracy and Kahn (2012).

Passive preservation is considered as a process which keeps the integrity and ac-
cessibility of data in a continuous manner, so the digital items can generate meta-
data. Basically, passive preservation pretends to maintain the original item with less
changes in the used technologies which are used for storage and processing (Gracy
and Kahn 2012).
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2 SOTA of Digital Transformation

2.2.4. Serendipity Concepts

One manner how to keep the context as an important consideration is to define
serendipity. It is a popular word that captures a rich phenomenon with poten-
tial implications starting from the personal through the global level. According to
McCay-Peet (2014a) it is associated with revelations, discoveries, life events and
innovations.

McCay-Peet (2014a) stresses the importance of serendipity:

When we fund basic research, we are funding serendipity. Even a sober, frugal,
post-recession United States must invest in serendipity, because without it, there is
no vitality in the innovation ecosystem. Indeed, there is no innovation (Jackson,
2012).

In the context of business and research, serendipity is often credited with contribut-
ing to innovation, the acceleration of business growth and the development of new
research directions. Thus, in the big picture, it is important to understand serendip-
ity, what influences it, and what may facilitate it. While the impact of serendipity
has the potential to reverberate beyond the individual, we can also see the impor-
tance of serendipity at the micro level – the affective response serendipity evokes
and the learning it sparks. Serendipity can bring simple pleasures and happiness
to a person’s everyday life. Thus, when we view serendipity in terms of its poten-
tial to positively influence a person’s emotion or affect, we can see how serendipity
that occurs within digital environments may have an impact on user engagement,
’a quality of user experience with technology’.

2.2.5. Internet of Things IOT

The connection between DHP and IoT has big Data Problem. It should be sourced
for the future for capturing data DHP to ensure the originality of Data.

Information and Communications Technology (ICT) controls our daily behaviors.
It becomes a main part of our life’s critical infrastructure bringing interconnection
between heterogeneous devices in different aspects. Personal computing, sensing,
surveillance, smart homes, entertainment, transportation and video streaming are
examples, to name a few. As a critical living entity, the internet pretend to de-
velop the changing and evolving leading to emerging new technologies, applications,
protocols and algorithms. Acceleration of wireless communication trends brings an
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2.2 Conceptualisation

ever-growing innovation in the internet connectivity and mobile broadband. In-
frastructure less communication devices become ubiquitous, smart, powerful, con-
nectible, smaller, cheaper, and easier to deploy and install. This opens a new future
direction in the society of the ICT: the Internet of Things (IoT). Nowadays, the
IoT, earlier defined as Machine-to-Machine (M2M) communications, has become a
key concern of the ICT world and research communities. In this paper, we provide
an overview study of the IoT paradigm, its concepts, principles and potential ben-
efits. Specifically, we focus on the IoT major technologies, emerging protocols, and
widespread applications. This overview can help those who start approaching the
IoT world aiming to understand and participate in development (Abdul-Qawy et al,
2015).

The following Figure 2.4 shows the different categories of units in IoT environment.
This projection states the accurate idea of the future implementations. In the Fig-
ures below Figure 2.4, Figure 2.5, Figure 2.6, Figure 2.8, and Figure 2.9 address
more details about IoT. It states the Internet of Things (IoT)* units installed base
by category from 2014 to 2020 (in billions).

Figure 2.4.: (IoT) units installed from 2014 to 2020 (Statista, 2018)

In Figure 2.4 there is the explanation of accurate projection according to Gartner
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2 SOTA of Digital Transformation

for the next years. There are five principal categories in this classification.

Figure 2.5.: Technological Levels (Quindazzi, 2017)

Figure 2.6.: Internet of Things next steps (Quindazzi, 2017)
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Figure 2.7.: IoT: Industrial and Consumer (Quindazzi, 2017)

Figure 2.8.: Technological Layers
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2 SOTA of Digital Transformation

Figure 2.9.: Emerging Protocols for the IoT. Source: (Abdul 2015)

2.2.6. Big Data Concepts

The relationship between data processing pipelines and large cultural datasets are
critical. Heritage and Big Data face challenges in terms of data management and
quality of the information (Reiter et al. 2011).

Digital computers entered our homes, landed on our desktops, slipped into our
pockets, and have seemingly become ubiquitous. At an ever faster pace, these
devices have become highly interconnected and interoperable. Consequently, our
archives, our work, our actions, and our interactions are increasingly digitalized
and stored in databases or made accessible via the Internet. This data, generally
characterized by high volume, variety, and velocity (i.e., accumulation rate), has
come to be called “Big Data”. As of yet, Big Data has seldom been utilized in
management research. Therefore, this dissertation explores the opportunities that
Big Data brings for management scholars and describes three distinct projects that
show how Big Data can be utilized in management research.

• Blockchain Definitions: The main and basic concept of blockchain, is con-
sidered as a permissioned ledger technology for sharing and replication that
access business networks. This concept improves efficiency and increases ac-
cess. It highlights the development of business challenges in any industry. The
statement about ’Trusted timestamping is a process for proving that certain
digital information existed at a given point in time’ Gipp et al. (2016) shows
how critical the certification of the information through this methodology is.
Through the figures specified in Connected Markets Figure 2.10, Nakomoto
Figure 2.11, Ripple Figure 2.12, Quorums from the source Figure 2.13 (IBM,
2016) the explanation of the Blockchain organisation have different represen-
tations. The nodes are accurate connected and determine the efficiency of the
method.

The original orientation of the Blockchain concept come from the idea to have
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2.2 Conceptualisation

something represented as a digital entity that can be passed securely from one
party to another. Imagine you have some money in your bank account, and
you would like to securely transfer some of it to another person. This usu-
ally goes through a digital transaction without physical money intervention.
This is nice and simple. But, it requires trusting the bank. Is it possible for
some digital entity stored on my computer, representing money, to be passed
securely to someone’s else computer, without a bank? Yes it is possible. How-
ever, regardless of representation any digital sequence can be copied.

Figure 2.10.: Connected Markets Source: (IBM 2016)

Figure 2.11.: Nakomoto (IBM 2016)
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Figure 2.12.: Ripple (IBM 2016)

Figure 2.13.: Quorums (IBM 2016)

• Business Process Management BPM: This creates a bridge between busi-
ness analysts, developers and end users. It offers process management features
and tools in a way that both business users and developers can improve on.
Domain-specific nodes can be plugged into the palette, making the processes
more easily understood by business users (Grefen et al. 2009, Chowdhary et al.
2006).

• Deep Learning: (deep machine learning, or deep structured learning, or
hierarchical learning, or sometimes DL) is machine learning based on a set
of algorithms that attempt to model high-level abstractions in data by us-
ing multiple processing layers with complex structures, or otherwise composed
of multiple non-linear transformations. Bengio et al. (2012) suggested deep
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learning is part of a broader family of machine learning methods based on
learning representations of data. An observation (e.g., an image) can be rep-
resented in many ways such as a vector of intensity values per pixel, or in a
more abstract way as a set of edges, regions of particular shape, etc.. Some
representations make it easier to learn tasks (e.g., face recognition or facial
expression recognition) (Guo et al. 2016).

One of the promises of deep learning is replacing handcrafted features with
efficient algorithms for unsupervised or semi-supervised feature learning and
hierarchical feature extraction. Research in this area attempts to make better
representations and create models to learn these representations from large-
scale unlabeled data. Some of the representations are inspired by advances in
neuroscience and are loosely based on interpretation of information process-
ing and communication patterns in the nervous system, such as neural coding
which attempts to define a relationship between various stimuli and associated
neuronal responses in the brain (Guo et al. 2016). Various deep learning ar-
chitectures such as deep neural networks, convolutional deep neural networks,
deep belief networks and recurrent neural networks have been applied to fields
such as computer vision, automatic speech recognition, natural language pro-
cessing, audio recognition and bioinformatics where they have been shown to
produce state-of-the-art results in various tasks.

2.2.7. Steganography

Regarding Steganography as a method, Kaur et al. (2015) mentioned that spread
spectrum method spreads the secret message bits across the digital audio signals
frequency spectrum. The spectrum uses a code that is independent of actual signal.
The principal characteristic is capacity defined as the amount of secret information
that can be embedded within the host message or host audio signal.
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2 SOTA of Digital Transformation

Figure 2.14.: Output encoding Steganography. Source: (Kaur, 2015)

Figure 2.15.: Capacity in Steganography. Source: (Kaur, 2015)

The benefit of replacing the least significant bit (LSB) is that the error is the less
as compared to higher bits. See in Figure 2.16 the comparison between bits and the
replacement method between the higher and the lower.

Figure 2.16.: LSB coding method (Kaur, 2015)
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2.2.8. Software for Digital Preservation

There are several initiatives of DHP. When we addresses the solution for Digital
Preservation and add Heritage components, in this field, the software solution can
facilitate normalisation in terms of records or items. There are three interesting
development in this domain These are examples:

XENA (Xml Electronic Normalizing for Archives)

A solution for Digital Transformation and digital preservation which is driven by the
National Archives of Australia. The project was inspired by the national needs to
support massive amounts (around 380 km shelf space) of long-term digital records
(O’Donnell et al. 2010),(Cunliffe 2011). These catalogued records need to be securely
archived as they often represent unique and important cultural artefacts. However,
important dimensions and relations among the artefacts can often be missed. There
is a need for a more integrative and multidimensional approach that would allow
for the linking of various digital objects in order to produce new perspectives and
insights derived from various sections of digital repositories.

PDF/A

Considered as a normalisation format, PDF/A is based on the PDF format. Adobe
Systems in 1993 developed it. It keeps one of the characteristics of read-only PDF
files. These normalised files, maintain the appearance of the item from the source
but do not generate a record.

2.2.9. Standardization for Digital Preservation

METS (Metadata Encoding and Transmission Standard)

This standard is pointed out as a separate system and is related to the complex
records in the parts and ‘encapsulates’ them in the .xml metadata to allow the
reproduction of the item where it is similar to the ‘original’ form. It allows for open
flexibility and improves interoperability
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2.2.10. Models supporting Digital Preservation

(CMM) Analysis of Capability Maturity Model

The improvement in software development processes could be focused on the appli-
cation of CMM. Considering Heritage Preservation as a process, through this model,
it can measure and manage the levels as: Initialization, Repeat, Definition, Man-
agement and Optimisation. The stages are explained in the following Figure 2.17.

Figure 2.17.: The capability maturity model. Adapted from (Kaner and Karni,
2004)

In the processes of Preservation, the definition of the model introduce Serendipitious
and Heritage aspects to consider. Below in Figure 2.18, the concepts are detailed.
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2.3 Statistical Preservation Approach with R

Figure 2.18.: Part of a capability model. Adapted from (Becker, 2011)

2.3. Statistical Preservation Approach with R

R is a free software environment for statistical computing and graphics. It compiles
and runs on a wide variety of UNIX platforms, Windows and MacOS.

The size of the bubble represents module size in the data subset used to assess
module preservation.

R. capsulatus modules found to be conserved in R. sphaeroides are listed on the
right side.

(a) Module preservation as a function of module quality

(b) Relationship between the two preservation statistics (Zsummary.pres and medi-
anRank). Lower medianRank indicates higher preservation.
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Figure 2.19.: Module Preservation in R (R Project)

Figure 2.20.: Module Preservation in R. (R project)

The relationship between module preservation connectivity statistics. Total network
correlation of the module connectivity (bicor.KMEall) as a function of the median-
LNS per module for R.
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2.4 Database Approach

Each point represents a module labeled by the color corresponding to the module
name. The black line is the less smoothed line.

2.4. Database Approach

The Digital Preservation has an important relationship with Databases. In this stage
the expression of the model in terms of database, gives us the idea of the model in
an organised manner. The components of the Digital Preservation Model are: IoT
user, Digital Dataset, Heritage Component, Preservation, Application, D2HP based
on DROID, Case Studies: Medical Records, Government Data and Business Cases.

DROID as a tool for metadata idetification, will be explained on detail in chapter
5.

As Figure 2.21 shows, DHP could be represented as entities with relationships and
connections. This is a modular manner to understand the different stages and levels
of DHP model.

Figure 2.21.: DHP Database Approach using DROID
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2.5. Mapping Description

There are three Mapping options for representing the DHP model. The Digital
Preservation solutions are considered the best approach for the DHP solutions. They
are not the same as in context of Heritage, but the similarities in applications are
important. These are the following:

• Open Archival Information System (OAIS) Model

• Digital Curation Centre (DCC) Curation Lifecycle Model

• Digital Preservation Outreach & Education (DPOE) Modules

2.6. Organizational Assessment Frameworks for
Digital Preservation

Mandates and business requirements are forcing many organizations to develop digi-
tal preservation capabilities to retain digital information over the long-term. Digital
preservation (DP) aims to ensure that authentic digital objects remain accessible and
usable over time, through a combination of people, technology, and processes. A
fundamentally interdisciplinary field, DP has seen considerable contributions from
information science, archival science, computer science, information systems, and
other fields. As DP standards, methods, and concepts developed, organizations be-
gan to invest resources to meet their preservation needs. According to Maemura
et al. (2017) interest and focus in recent years has subsequently extended from
technical DP research and prototypes for individual tools, techniques, or system
components to the deployment and operation of full-fledged archival information
systems.

• (RQ1) How has organizational assessment developed in the field of DP?

• (RQ2) What types of research exist on assessment frameworks in DP?

• (RQ3) What gaps exist in the current landscape of research on assessment in
DP, as compared to related fields, and what opportunities do these present for
further research?

Maturity models themselves are thus just one central component of a comprehensive
assessment framework consisting generally of three building blocks: a structured
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model, which is a ’formal description of some aspects of the physical or social reality
for the purpose of understanding and communicating’ Mettler & Rohner (2009); a
method, i.e. a systematic means for applying the model and achieving an objective
with it; and a tool, a concrete or abstract thing that enables the completion of a
particular task. The elements comprising each framework may vary, with the model
alone serving as the minimum. Frameworks are also supported by documentation
for one or all of these components.

The Figure 2.22 explains the timeline of the Digital Preservation frameworks and
the relevant topics about this domain.

Figure 2.22.: Timeline of assessment frameworks. Source: (Maemura, 2017)

Table 2.1.: Key search terms. Source: (Maemura, 2017)
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Figure 2.23.: Total publications of Digital Preservation per year by search. Source:
(Maemura, 2017)

The terms and the publications per year about the framework are explained in the
figures above, Table 2.1 and Figure 2.23. We divided the category of Development
into three distinct sub-categories:

• Model Development includes work that introduces an assessment framework or
provides full documentation of a model. This sub-category also includes work
that substantially builds upon an existing model, such as the introduction of
a new version with significant changes.

• Proto-Development includes work that lays the conceptual groundwork or vi-
sion for a model that is not yet developed.

• Model Presentation includes work that presents a previously developed model,
introducing it to a new community or in a new venue.

The majority of publications in the Development category fall under the main sub-
category of model development.

Assessment is a crucial concern for managing digital repositories and archives. It
is often carried out as input for strategic decisions and resource investment. Cer-
tification may be a key motivation for assessment, as an external warrant of trust-
worthiness. However, assessment for improvement is just as central to the con-
tinued improvement of a repository’s ability to preserve. The difference in focus
for improvement-oriented assessment means a shift in perspective and raises rather
different requirements for the assessment framework.
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A critical perspective on design, evaluation and validation is important in that stage
of the comparison of the frameworks.

Similar to a phenomenon noted by Wendler, application reports often take the form
of “success stories” described by the authors of models. As noted above, the level
of scrutiny that assessment frameworks have undergone, and the level of evidence
that is available for others to evaluate and scrutinize, is surprisingly low. Similarly,
notions of “best practice” are adopted uncritically across the board; while the term
features 129 times across 50 of the publications surveyed, it is never itself defined,
discussed or reviewed. The amount of evidence available to demonstrate that the
practices espoused as “best practice” are consistently showing results superior to
other practices is unclear. The question is, then, how valuable an assessment can be
for an organization if the foundation of the model used, the clarity of the concepts
employed, the suitability of the conceptual structure, and the effectiveness of the
assessment method are unclear. Maemura et al. (2017).

Figure 2.24.: Research type over time. Source: (Maemura, 2017)

2.6.1. Criteria for Benchmarking Solutions

The interest in benchmarking is focused mainly on the technical research community.
They have identified three major benchmark components: motivating comparison,
task sample and performance measures. It is open the order in which those compo-
nents are developed.
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• The comparison defines the study to be done and the benefits that comparison
will bring in terms of the future research agenda. For example, Kienle and Sim
motivate their benchmark for fact extraction from web sites by enabling the
comparison of capabilities of different fact extractors. Heckman and Williams
propose a benchmark for tools that detect anomalies in source code. The main
motivation is to find tools with the best rate of anomaly detection.

• The task sample is a list of tests that the subject, to which a benchmark is
applied, is expected to solve. Kienle and Sim use both artificial and real web
sources as task samples for their web site extractors. Heckman and Williams
divide their task sample into two parts: six real Java subject programs and a
list of true and false anomalies in those programs.

• The performance measures are qualitative or quantitative measurements taken
by a human or a machine to calculate how the subject has incidence for the
task. For instance, Heckman and Williams provide a list of well-established
measures from the area of data mining and software anomaly detection.

Figure 2.25.: The common benchmark model mapped to the models. Source:
(Duretec, 2015)

Benchmarking

BenchmarkDP is developing the first coherent, systematic approach to assess and
compare digital preservation processes, systems, and organizational capabilities.
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Current theoretical frameworks, engineering approaches and technologies in ICT
are not sufficiently capable of efficiently and effectively sustaining the authenticity,
understandability and usability of digitally encoded information over time. From
its origin in cultural heritage and eScience, digital preservation (DP) has emerged
as a key challenge for information systems (IS). Yet, there is a profound lack of
theoretically sound and verifiable frameworks to address digital longevity. Currently,
numerous strands of applied DP research are hitting a glass ceiling.

In the object and content dimension, there is a profound lack of objective, standard-
ised and comparable metrics and benchmark collections for experimentation. While
fields such as Information Retrieval have for decades been able to rely on bench-
mark collections annotated with ground truth to enable systematic improvement of
algorithms and systems along objective metrics, DP is yet unable to provide the nec-
essary ground truth for such benchmarks. These objective indicators, however, are
the key enabler for quantitative experimentation and innovation. In the dimension
of systems, process and organisations, existing models are not sufficiently consider-
ing of digital longevity and information preservation over time. On the other hand,
valuable domain knowledge in the area of DP is insufficiently anchored in systematic
architecture and design principles. As a consequence, systematic comparison and
improvement of processes, systems, and organisational capabilities is not possible.
Finally, in the engineering dimension, there is an increasing move towards the ex-
post preservation of complex systems and processes rather than solely information.
However, up to now, digital longevity is not acknowledged as a fundamental design
concern in the IS lifecycle.

Benchmark DP will advance the fundamental understanding of and capacity for
digital longevity in ICT by creating theoretical frameworks and quantitative bench-
marks on three interlinked dimensions:

For content, we will create a model-driven benchmark generation framework that
provides realistic approximations of real-world digital information collections with
fully known ground truth that enables systematic quantitative experimentation and
measurement. For systems and processes, we will create and evaluate a Capability
Maturity Model for DP that enables systematic process improvement and gover-
nance of ICT systems with respect to longevity over time. Finally, we will lay the
groundwork for pushing longevity upstream and address it as a fundamental design
concern in the IS lifecycle.

By providing the first systematic, quantified approach to measuring, controlling
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and improving DP processes and organisational capabilities, Benchmark DP will
enhance the ability of organisations to control and improve processes for information
management and IS design to achieve desired levels of longevity.

2.6.2. Collaborative benchmarking in digital preservation

Applied research and technology development efforts in Digital Preservation (DP)
have invested substantial resources into the development and maintenance of tools
to support key DP processes. These include file format identification, migration and
emulation tools, quality assurance mechanisms, automated annotation, and digital
forensics, to name but a few. The need to evaluate these tools systematically has
become more pressing as they are increasingly being deployed in operational digital
archives and repository systems.

Systematic evaluation enables the community of researchers, solution providers and
content holders to establish the systematic sharing, aggregation and analysis of
evidence. In the context of software systems, this makes rigorous experimentation
a particularly relevant mode of inquiry.

Fields such as Information Retrieval (IR) and Software Engineering (SE) have
adopted benchmarking, a specific mode of systematic experimentation, as a core
component of their research agenda. In these communities, a systematic, well-
defined process exists through which members of the community create and share
evidence about specific products in an organized, rigorous process, in order to as-
sess and compare these products according to accepted measures of success. A
benchmark is ’a set of tests used to compare the performance of alternative tools or
techniques’. This means that for different kinds of tools, different tests need to be
developed. A key obstacle to the feasibility of such benchmarks has been the lack
of well-annotated data sets available to facilitate comparative testing.

While the exact definition and structure of a benchmark varies across these disci-
plines, the underlying purpose is similar. A software benchmark is a systematic,
repeatable method of comparing software tools reliably for a particular purpose.
In digital preservation, this generally requires five main components: a motivat-
ing comparison that specifies the purpose of creating an evaluation and comparison
test; the specific function to be performed, and a dataset on which it should be
performed; ground truth, i.e. accurate and provably correct answers; and the per-
formance measures to be collected. Note that performance here is not limited to
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speed, but denotes any success measures to be compared.

Increasing consensus is emerging on the types of tasks that need to be supported
by DP tools. Our research aims to establish systematic evaluation and sharing of
evidence about software tools as a technique in digital preservation. To be effective,
this must be a community-driven process.

2.6.3. Objectives and participants

It covered key roles and perspectives on this topic:

1. Practitioners use DP systems and solutions to preserve digital material. The
need to choose tools carefully in organizational decision making is addressed in
preservation planning, and the systematic analysis of such decisions has yielded
research priorities for automation. The direct involvement of practitioners
in benchmark definitions ensures that priorities for benchmarking initiatives
focus on those kinds of tools that are most in need of systematic comparison.
This allows practitioners to influence the definition of benchmarks to reflect
their decision needs, terminology, and practice.

2. Developers create and improve software tools. Involvement in benchmarking
allows these tools to undergo rigorous testing and comparison and enables a
well-supported demonstration of improvement over time. Robust data sets and
comparison metrics make testing more effective and it’s results more visible.
This provides an opportunity to promote specific solutions and supports a
deeper understanding of quality aspects and features that are most important
in order to support the allocation of limited resources.

3. Researchers are driven by a variety of interests, focusing on interesting ques-
tions rather than answers. For some, benchmarking provides a rigorous mecha-
nism to corroborate technology innovation. Others are interested in the social
collaboration aspects of benchmarking, and in methodological questions of
rigorous experimentation and evaluation.

4. For the community at large, a common ground and joint roadmap for system-
atic evaluation and comparison of software tools is important for the growth
of an emerging discipline. Member organizations such as the Digital Preser-
vation Coalition and the Open Preservation Foundation (OPF) are a natural
meeting place and platform to advance this collaborative effort.
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2.6.4. Benchmarking theory and practice

Provided an overview of benchmarking initiatives, providing examples and lessons
learned in settings such as music information retrieval (MIREX), multimedia (Life-
CLEF) and text retrieval settings (TREC).

Common theme about benchmarking arose that were particularly relevant for the
DHP model:

• Benchmarking poses specific challenges to data quality. In particular, the
availability of data and the evaluation of data quality can be difficult. Music
IR faced legal challenges that prevented the release of open data for copyright
reasons. Robust ground truth annotation, a crucial ingredient, is often chal-
lenging to create. Providing the ground truth through human evaluation is
expensive. For many tasks, human evaluation (e.g. via the Evalutron 6000) is
essential.

• Benchmarking benefits from central platforms. Managing the data sets cen-
trally and reliably turned out to be a key factor and an essential requisite for
reproducibility.

• Benchmarks may proliferate once the community gets started. After the ini-
tial establishment of benchmarking as a method and platform, the number of
different tasks that are proposed and evaluated can grow drastically. Tasks
can emerge through a community process of proposal and voting.

• Performance measures can be contentious. It is not easy to agree on clear and
well-specified criteria for success.

• Timelines and joint actions need to be established. Benchmarking requires
effective coordination of contributions from a wide range of community mem-
bers. This means that clarity on timelines, expectations and commitments is
needed.

A discussion ensued in which comparisons were made between IR, SE, and DP. In
IR, the participants of benchmarking campaigns are research teams from industry
and academia, and there is considerable competition and continuous improvement of
algorithms. In contrast, many tools in DP are still used off-the-shelf. The community
is in a middle ground, then, between IR and SE. This is reflected in the specification
of the benchmark components as well. Legal barriers have also obstructed the wide
availability of data sets in DP.
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2.6.5. Benchmarks to consider

Three proposed starting points for these benchmark specifications were clearly scoped
and aimed to be developed in further specifications.

1. Artur Kulmukhametov proposed the photo migration benchmark. It measures
functional correctness to enable a ranking of migration tools using a dataset of
raw photographs. The function to benchmark is the migration of photographs
from proprietary raw formats to the Adobe Digital Negative (DNG) format.
This is a practical problem for professionals and institutions when selecting the
best tool for migration of raw photographs. The motivation for this benchmark
is the need to compare the correctness of migrations done by software tools on
the photograph dataset. To define when a migration is objectively correct, a
set of performance measures is proposed. There is no robust data set at this
point and no robust ground truth, but criteria for compiling a data set exist.

2. Krešimir Ðuretec presented a document property extraction benchmark, de-
signed to facilitate comparison of characterization tools for electronic docu-
ment formats. The motivation for this benchmark is to enable comparison
of the coverage and correctness of characterization tools for electronic docu-
ments, with a focus on the MS Word 2007 file format. The function thus is
characterization, or feature extraction, and the performance measures combine
the coverage of existing properties in a data set and the accuracy of charac-
terization. The benchmark is highly specified in terms of success metrics, and
narrowly focused in terms of the suggested data set. Conducting ground truth
annotations is crucial and approaches to generating data to facilitate such
ground truth are under development.

3. Bengt Neiss presented one of the three Preforma benchmarks. For each ma-
jor scenario in the project, one benchmark is being created using the same
structure as described above. Given the project focus on format conformance,
the structure of these three benchmarks is identical. One motivation to define
this benchmark is to facilitate comparison between different releases of the
software tools developed within the Preforma project. The tools are expected
to perform four functions:

a) verify conformance of files to the specifications of a particular set of stan-
dards,

b) verify compliance of files with institutional acceptance criteria,
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c) report deviations in human-readable and machine-readable form,

d) fix certain basic errors in the metadata of the files that are evaluated.

The data set necessary to do so is under development and envisioned to draw from
three sources:

1. a set of files that is declared to be the reference representation,

2. synthetic files with particular conformance problems,

3. real ’live’ files with unknown properties.

Open issues discussed and included performance measures, the composition of the
data set, and possible approaches to compiling it.

Next, the group collaboratively assembled possible scenarios for benchmarking.
The following Table 2.2 and Table 2.3 presents a summary of identified compari-
son choices that were collected.

Table 2.2.: Identified Content and Comparison

An interesting discussion revolves around the need to evaluate emulators as well as
rendering tools. While sometimes seen as one specific evaluation scenario, there are
two aspects to be distinguished. Evaluation of rendering is a critical and challenging
need; evaluating the technical capabilities of emulators is similarly challenging, but
different in focus. Evaluation of rendering is independent of the technical stack: the
same approach is needed to evaluate migration and emulation.
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Table 2.3.: Identified Data for Benchmarking

2.6.6. The Proforma conformance checking scenario, with a
focus on PDF

A set of open issues and follow-up actions were defined that the Proforma and
BenchmarkDP project teams will take forward.

The discussion built directly on the scenario presented earlier, but focused primar-
ily on the data set. Criteria include representativeness, completeness (defined as
coverage of originating camera models), coverage of special cases and likely sources
of error (defined as the presence of specific distribution of features and metadata
tags). Generating files artificially for this case seems infeasible. Instead, we focused
on collecting and potentially crowd-sourcing strategies for compiling a robust data
set. Several practitioners know of potential data in their organizations and will
reach out to identify opportunities for sharing information.

Next steps include building a list of camera models to be covered with the first
benchmark; developing a set of properties associated with boundary test cases and
likely errors; and use content profiling tools for purposeful sampling. Data quality
may be low initially and improve over time, so it is of paramount importance to
develop a structured method of measuring data quality.

Several specific roles and contributions were identified:
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The Open Preservation Foundation plans to host an open test platform that facili-
tates automated execution of comparison tests and provides continuity for hosting
the data sets. BenchmarkDP and Proforma are developing a Memorandum of Un-
derstanding for close collaboration between the projects to facilitate robust, objec-
tive comparison of tools. The Preforma project team will continue to collaborate
with BenchmarkDP on the specification of benchmarks, which will be published and
distributed widely. BenchmarkDP will coordinate efforts to specify and share, in
standardized structured form, draft benchmarks under development and completed
benchmarks.

2.6.7. Tool grid Digital Preservation Solutions

This tool grid is the product of researching digital preservation tools by Digital
POWRR (Preserving digital Objects with Restricted Resources) Mita (2016).

The evaluation of the preservation tools is based on aspects: Ingest, Processing,
Access, Storage, Maintenance and other.

The following tables Table 2.4,Table 2.5, Table 2.6 and Table 2.7 mention several
solutions and scores them according to the criteria postulated.

Going on depth with every field in the tables below, there are six areas of study. In
every field there is subcategories to consider relevant in the research. The analysis
explain which of them are important and in which stage.

• Ingest

– Auto Unique ID and Fixity Check: The identification and the check of
the integrity of data is one of the priorities in the study.

• Processing

– Package Metadata, Right Management, Manual Metadata, Auto Meta-
data Creation: Metadata as a definition is one of the pillar of the research.
Management in terms of processing information is relevant, too.

• Access

– Public Interface: The accessibility to the information in open way is one
of the considerations for the best tool evaluation..

• Storage
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– Storage Model, Redundancy, Reliable, Long-Term, Bit Preservation: The
preservation of data and to keep it in reliable manner is the one of the
storage considerations.

• Maintenance

– Auto recovery, Monitoring, Migration: The maintenance of data consid-
ering the way of monitoring and the migration of it, are strong definitions
for the research,

• Other

– Cost, Clear Documentation, Open Source: How to documentate the real
information and if the tool is open source, define the correct tool as a
DHP solution.

Table 2.4.: Tool grid Solutions Comparison 1. Source: (Mita, 2016)
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Table 2.5.: Tool grid Solutions Comparison 2. Source: (Mita, 2016)

Table 2.6.: Tool grid Solutions Comparison 3. Source (Mita, 2016)
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Table 2.7.: Tool grid Solutions Comparison 4. Source: (Mita, 2016)

2.7. Knowledge Engineering

The knowledge engineering is the domain that covers components as: Knowledge Ac-
quisition that is capturing and organizing of implicit (tacit) and explicit knowledge
and the acquisition of (expert) knowledge is the bottleneck of KE. Other considera-
tion is the formalization. There are two steps, computer-processable modeling and
representation of knowledge within a knowledgebase.

On the other hand the Knowledge Processing for problem solving e.g. with inference
(reasoners) or expert systems and the knowledge Representation (visualization).
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Figure 2.26.: Knowledge Engineering

2.8. Cost Model DP

Based on the publication stated Gordon et al. (2015) there are cost factors which
affect Digital Preservation Model.
Cost equations

Costperactivity = (Time×Wage) + Purchase (2.1)

c(a) =
N1∑

i−0
ti ∗

N1∑

i−0
Wi + P (2.2)

Costing Preservation Planning and Digital Migrations While the goal is to model the
whole lifecycle of digital preservation, the first version of the model only deals with
the cost of Preservation Planning and digital migrations. The factor is defined by
the time it takes to identify and understand a format’s specifications and any other
relevant documentation(Kejser et al. 2011b). This depends on the amount of docu-
mentation (number of pages); the complexity of the documentation (low, medium,
high); and on the quality of the documentation (low, medium, high), reflecting how
flawed and inadequate it is:

FI = NoP×TPP×Cx×Q (2.3)
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FI: Format Interpretation

NoP: Number of Pages

TPP: Time per Page

Cx: Complexity

Q: Quality

2.9. Sensitivity: Personal Information Factor

Data sets that do not identify particular individuals may be used to create personally
identifiable information if other data sets are accessed which enable identification of
the individuals to whom the shared data sets relate. This other information might
be available either:

• internally - for example, by looking up another data set and cross-matching trans-
action data sorted by transactor key or device identifier

• externally, such as re-identification of individuals through matching of data sets
through use of searchable databases such as ASIC records, Land Titles Office prop-
erty records or through search engines.

Figure 2.27.: Real world context (Oppermann, 2017)

In the following Figure 2.28 there is the Service Types described according to Per-
sonal Information Factor and Access. There are examples related with the concepts
described.
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Figure 2.28.: Services Types (Oppermann, 2017)

Personal Information Factor and access control generates the two dimensions model.
The ‘value’ is a many factored issue associated with business impact, cost, and
consequences of loss of exclusivity. The ‘accessible’ axis uses cost as a proxy for
value with highly accessible data being considered low value, data which would be
supplied for a nominal or commercial fee reflecting higher commercial value, and
data which can only be shared under restricted conditions being highest value for
which monetary compensation is insufficient consideration.

A heuristic model of trust was developed to describe the major components of trust
and how the challenges of developing a trusted relationship could be addressed.
The Trust equation described uses four objective variables to measure trustworthi-
ness best described as: Credibility, Reliability, Intimacy, and Self-Orientation. The
Trust equation provides a framework for potential interventions to improve the ef-
fectiveness of an engagement between individuals, or between an individual and an
organisation.
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Figure 2.29.: The trust equation (Oppermann, 2017)

2.10. Digital Preservation Initiatives

A comprehensive review of several important Digital Preservation initiatives was
provided by Lee et al. (2002). These initiatives involve representative projects,
define their specific preservation strategies and explore use of digital preservation
technologies.

The initial phases of listed below projects, involved developing, evaluating and im-
plementing digital preservation strategies in various european countries, the United
States and Australia.

Australian Projects

Australia has been examining digital preservation issues since 1994. Several projects
are aiming to preserve various digital materials such as electronic records, online pub-
lications, digital audio resources, theses and cartographic materials. The Victorian
Electronic Records Strategy (VERS) project produced a standard for management
and preservation of electronic records stated by Quenault (2004). The standard
proposed by the VERS project recommends encapsulating the documents and their
context in a single object based on XML. The Preserving and Accessing Networked
Documentary Resources of Australia (PANDORA) project by the National Library
of Australia has led the way in archiving the Web (Phillips 1999). The primary
objective of PANDORA is to capture, archive, and provide long-term access to sig-
nificant online publications. The project aims at addressing both archiving and
preservation processes. The PANDORA archiving processes refer to the collection
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and provision of immediate access to the publications while preservation processes
involve managing the materials and applying appropriate strategies (e.g., migration)
to ensure long-term access.

The archiving processes have been developed while techniques for managing long-
term access to these digital resources is still being developed. The project has also
embarked on migration experiments with some HTML pages. The format of these
pages is not yet obsolete, but the HTML specification has declared many mark-
up tags as dead and not to be supported in this or future versions. The aim of
these trials is to make changes in the HTML source code to remove tags declared as
dead and replace them with current tags, effectively migrating the source code to
a different version to reduce problems of future compatibility with Web browsers.
Additionally, the National Archives of Australia is undertaking a project to develop
advice for commonwealth agencies on using migration as a preservation strategy for
electronic records.

CAMiLEON

The CAMiLEON project is funded by the Joint Information Systems Committee
(JISC) in the UK and the National Science Foundation (NSF) in the USA. As
reported by Higgins (2011), the project presents guidelines for use of emulation and
argues that emulation is a valid method for both complex digital resources that
include executable files and resources for which the documentation is not available
in electronic form.

CEDARS

The Consortium of University Research Libraries, which represents both university
and national libraries across the UK and Ireland, leads the CEDARS project. The
project is based on the OAIS model described earlier by Russell (2000). Essentially
it is an archival model for an archiving system but does not explicitly include a
preservation module. They suggest that both migration and emulation strategies
are viable for different types of digital materials. They also believe that no strategy
is a panacea, and the strategy adopted for providing access to preserved resources
will very much depend on the nature of the resource itself and the reason for its
preservation. More work is planned to investigate the information loss associated
with each strategy.
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Canadian Projects

E-preservation was developed through a cooperative effort between the National Li-
brary of Canada and the Canadian Initiative on Digital Libraries (CIDL)(Hodges &
Lunau 1999). E-preservation is intended: to provide Canadians with easy access to
policies and to perform research on the creation, use, and preservation of digital col-
lections. The project includes guidelines about various aspects including acquiring
digital materials, formats, and metadata.

InterPARES

The International Research on Permanent Authentic Records Electronic Systems
(InterPARES) project is a multinational research initiative, in which archival schol-
ars, computer engineering scholars, national archival institutions, and private in-
dustry representatives are collaborating to develop the theoretical knowledge and
methodology required for the permanent preservation of authentic records created
using electronic systems (Duranti & Thibodeau 2006). Specifically, the research
areas are divided into four complementary domains: authenticity, appraisal, preser-
vation, and strategies. In terms of authenticity, the purpose is to identify the specific
elements of electronic records that must be preserved, over time and across tech-
nologies, in order to verify the record’s authenticity. As a first step, a template to
guide the analysis of electronic records was developed and is being evaluated. The
project is based in the School of Library, Archival and Information Studies at the
University of British Columbia in Canada.

Kulturarw Heritage

As reported by Muir (2004), the Kulturarw Heritage Project of the Royal Library in
Sweden explores methods of collecting, archiving, and providing access to Swedish
electronic documents. Web crawlers or robots are used in order to collect all the
Swedish Web pages automatically. Although the project currently does not focus
on preservation, it is growing into a broader Nordic initiative that may explore the
long-term preservation of this archive.
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Library of Congress

The Computer Science and Telecommunications Board (CSTB) of the National
Academies convened the Committee on the Information Technology Strategy for
the Library of Congress for advice on digital preservation. The Library of Congress’
pilot project, working with the Internet Archive, has worked through all aspects of
archiving the Web in the area of political Web sites. Saracevic & Dalbello (2001)
report that this project uses the Digital Library SunSITE Collection and Preserva-
tion Policy from the University of California, Berkeley, which provides several digital
collecting levels, as guidance.

NARA: Persistent Archives and Electronic Records Management

The NARA (National Archives and Records Administration) project, which is led
by the San Diego Supercomputer Center and funded by NARA, aims to develop a
persistent archive to support ingestion, archival storage, information discovery, and
preservation of digital collections (Rajasekar et al. 2006). One of its premises is
the importance of preserving the organization of digital collections simultaneously
with the digital objects that comprise the collection. The goal is to preserve not
only the original data, but also the context that permits the data to be interpreted.
The project emphasizes the synergy that is achieved through the identification of
the unique capabilities provided by each environment, and the construction of in-
teroperability mechanisms for integrating these environments. According to this
project, collection-based persistent archives are now feasible and can manage mas-
sive amounts of information based on XML.

NEDLIB

The NEDLIB project was initiated by a permanent standing committee of the Con-
ference of European National Libraries (CENL) in 1998, with funding from the Eu-
ropean Commission’s Telematics Application Program. The National Library of the
Netherlands leads the project. Beagrie (2003)states that the project aims to develop
a common architectural framework and basic tools for building deposit systems for
electronic publications. The project has also adopted the OAIS migration model
described earlier. The project has taken a first step to test the technicalities of the
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preservation mechanisms by starting an emulation experiment mentioned. The fun-
damental idea of the work is to test whether emulating obsolete computer hardware
on future systems could be used to ensure long-term access to digital publications.
Rothenberg has performed the first phase of this experimental work. It involved
developing a prototype experimental environment for trying out emulation-based
preservation and using commercial emulation tools to provide an initial proof-of-
concept. The experimental results indicate that emulation should work in principle,
assuming that suitable emulators for obsolete computing platforms can be hosted
on future platforms.

Preservation Projects at the National Institute of Standards and
Technology (NIST)

The earliest work on data preservation at NIST can be traced back to the 1980s when
Podio (1992)performed research on the lifetime measurement of compact discs. His
work provided a basis for a standard methodology for the lifetime measurement of
optical discs. With the increasing usage of digital storage in libraries and the archiv-
ing of the government agencies, the great importance of digital preservation became
clear to NIST’s Information Technology Laboratory and accordingly new projects
on the study of digital data preservation have started in the following aspects:

• Longevity testing. This project initially consisted of an examination of the
effects of heat and humidity on the lifetime of optical discs and was later
extended to include the effects of light exposure. The focus is not only on the
lifetime itself, but also on the deterioration process. The results may be useful
both for new disc production and for the classification of existing recorded
discs.

• Testing of interchangeability and interoperability of optical discs for use in
high-density storage systems such as optical disc “Jukeboxes.” Combined with
the application and further development of XML, a new preservation strategy
may be developed. This program is being conducted in collaboration with
the High Density Storage Association (HDSA). An open testing laboratory
is being developed that will include interoperability and interchangeability
testing as well as testing of the suitability of various types of high capacity
storage systems for different applications including preservation.
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• Development of the Turbo coding system. Unlike the traditional digital preser-
vation techniques that aim to keep the information readable in the long term,
this new technique aims to develop a method for finding and recovering useful
information from failed discs.

PRISM

The Preservation, Reliability, Interoperability, Security, Metadata (PRISM) project
of the Cornell University is a 4 year project funded by the Digital Library Initiative
to investigate and develop policies and mechanisms needed for information integrity
in digital libraries (Park 2001). The project focuses on long-term survivability of
digital information, reliability of information resources and services, interoperability,
security, and metadata. The current direction of the project is toward developing
techniques for monitoring the integrity of distributed Web-based information re-
sources and enforcing preservation policies set by the owners and users of collections.
Monitoring resources will involve both the automated capture of information using
a specialized Web crawler and the manual gathering of data on the organizational
status of particular resources and collections. The ultimate objective is to develop
a cost-effective and event-based metadata scheme that will enable users to define
preservation policies and enforce them automatically.
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3. Methodological Perspective Data
Preservation

3.1. Research Methodologies

The following depicts the two major philosophical traditions, their respective as-
sumptions, and the terminology associated with them. The first assumption listed
in Figure 2, ontology, relates to the nature of reality, that is, what things, if any,
have existence or whether reality is ’the product of one’s mind’ (Burrell and Morgan,
1979).

As explained later, the researcher’s view of reality is the corner stone to all other
assumptions, that is, what is assumed here predicates the researcher’s other assump-
tions. The second assumption, epistemology, concerns the study of the nature of
knowledge, that is, ’How is it possible, if it is, for us to gain knowledge of the world?’
(Hughes and Sharrock, 1997). It is concerned with ’the nature, validity, and limits
of inquiry’ (Rosenau, 1992).

Much of the research that has been completed in organisational science has as-
sumed that reality is objective and out there ’waiting to be discovered and that this
knowledge can be identified and communicated to others. The third assumption,
concerning human nature, involves if the researcher perceives man as the controller
or as the controlled (Burrell and Morgan, 1979), and the final assumption, method-
ology, is the researcher’s tool-kit – it represents all the means available to social
scientists to investigate phenomena (Holden and Lynch, 2004).
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Figure 3.1.: Scheme for Analysing Assumptions. Source: Burrell and Morgan
(1979)

Figure 3.2.: Research Tactics and Philosophical Bases. Source: Remenyi et al.
(1998)

The Digital Curation Centre is committed to advancing knowledge in digital preser-
vation. As digital preservation is a young discipline many of its methods are
untested. As reported by Jones et al. (2009) the testbed methodology developed
by DCC researchers will allow practitioners to validate preservation approaches,
thereby ensuring digital assets remain usable well into the future.
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Figure 3.3.: The eight stage DCC testbed methodology (Jones, 2009)

Stage 1: develop use case scenario

The use case will be used to validate the success of the preservation action in stage
7. As such it will need to identify how the resource is currently used to ensure user
requirements, e.g. the ability to perform full text searches, are still met. A use case
will minimally consist of:

1. what digital resource is being used (what)

2. for what purpose is it being used (why)

3. in what way is it being used (how)

4. by whom (e.g. researcher, student) is it being used (who)

5. within which designated community is it being used (where)

6. when (e.g. daily, regularly, one time) is it being used (when)

Stage 2: define basic properties

The premise of this stage is to provide an overview of the proposed experiment. Basic
details should be recorded, such as an experiment name, description, purpose and
focus. The scope of the experiment should be set by noting any key considerations or
research questions and recording parameters defined by the use case. An experiment
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for the text mining community, for example, may restrict the test to focus on textual
records and discount any image formats. Links to relevant research or contextual
literature can also be recorded at this stage.

Stage 3: design experiment

The experiment design provides the framework for the experiment and method for
running it. A decision will be made as to what type of experiment to run (e.g.
characterisation / format identification, migration etc), and the number and type
of digital objects being input for testing. The emphasis at this stage will be on
establishing the practical issues involved in running the experiment. Contextual
details are set in related stages: stage 2 addresses the scope and purpose of the
experiment, while stage 4 defines the expected outcome and criteria for evaluation.

Stage 4: specify outcomes

This stage will determine the success criteria for the experiment. These could be
based on the use case, organisational objectives, collective knowledge of the curation
community, or other such factors. The criteria noted will act as a key input dur-
ing evaluation. A number of quality levels and characteristics are already provided
within the Planets testbed for various types of digital object, enabling the exper-
imenter to specify exactly which aspects are most crucial to maintain in a given
context. For example, the bit depth and appropriate resolution may be paramount
for an image migration from png to jpeg. Metrics to evaluate these criteria will be
developed.

Stage 5: go/ no go decision

In this stage the Planets testbed will automatically consider the experiment de-
sign and parameters to determine if it is feasible to proceed. The result should be
recorded along with an explanation or record of changes required if the experiment
could not go ahead or was postponed.

Patterns for software development are: prototype, spiral and waterfall. The option
considered to analyse DHP is the top-down methodology, because it is for dynamic
systems.
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Stage 6: run experiment

The Planets testbed will run the experiment according to the inputs and parameters
identified in stages 2 & 3. The experiment will test one or more aspects of applying
a preservation approach to a defined set of objects. Running the experiment will
produce preserved digital objects and an assessment of how they differ technically
from the input. This can then be evaluated in the next stage.

Stage 7: evaluate results

The results of the experiment will be evaluated to determine how successfully the
requirements were met. Validation is achieved by comparing the data submitted
with the preserved object, the output after the preservation action was performed.
There will be two main stages to the evaluation:

1. a technical assessment of how well the preservation action was performed based
on criteria recorded within the Planets testbed environment;

2. a qualitative assessment achieved by implementing the use case.

In this secondary evaluation checks will be made to ensure the preserved object
can continue to perform its function as stated by the use case. In the case of an
online journal, for example, the required functions may be indexing and full text
searches to ensure retrieval. As such, significant character corruption would render
the document void. Both forms of evaluation will be done with help of metrics
developed in stage 4 when expected outcomes were specified.

Stage 8: publish the results in a DCC report

By publishing results with the DCC we allow others to re-run our experiments and
learn from our experiences. Building up a body of knowledge in this way is crucial
to advancing knowledge in the field of digital preservation.

Methodology Bottom-up and Top-down: Top-down and bottom-up approaches
have similarities in the interpretation in context of Preservation. These statements
around the methodologies relate to the following Figure 3.4.

Top Down: This methodology has been developed in control theory. The steps
include: model, synthesize, analyses and optimisation Sabatier (1986).
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Figure 3.4.: Conceptual representation Multi agent

3.2. The Open Group Architecture Framework
(TOGAF)

Using the Open Group Architectural Framework (TOGAF) it is found to be more
suitable as a result of dissemination of the data. Meanwhile, it is associated with an
Ontology and Knowledge Management terms to be more specific and with a deep
sense of definition. The experimentation explained in the next chapters will cover
concepts, for instance:

BP Engineering Tools , OLTP , BPM Tools, GISDB, 3D Web as a tool, Methods,
Embedded Visualization, SOM, DNA Computing, SOTA , DHP
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3.3. Approach and Methodology

The methodology has diverse levels and different dimensions. The principal clas-
sification is divided in: General Investigation, Data Analysis, Contribution and
Evaluation.

Figure 3.5.: Methodology Flowchart

Figure 3.6.: Digital Transformation
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Methodology based on Internet of Things: The methodology mentioned in
Figure 3.5 of DHP is well connected with the definitions of IoT. The Principal Stake-
holders are related to technology and the conceptualization around this environment.
There are four fields related mentioned in the following Figure 3.6. These are: IoT,
Big Data, Cloud Computing and Analytics.

Pointed out by Hegarty et al. (2014) the IoT defines a place where ordinary devices
are identifiable with unique ID, to address and to contact online. Practical Descrip-
tion: The first approach with the experimentation and practical description is with
technology of DROID (Digital Record and Object Identification).

3.4. Characterisation Software

According to Brown et al. (2009), there is importance in the approach of charac-
terisation software to support digital objects. Technical metadata will assist in the
preservation of digital objects for electronic records.

PRONOM / DROID: This software accomplishes with the characteristics ac-
cording to the requirements of Digital Preservation, Brown et al. (2009). DROID
stands for Digital Record Object Identification.

Figure 3.7.: Droid Summary Record
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Figure 3.8.: Droid Screen

3.5. Modelling Theory

The areas of knowledge can be represented through modeling techniques. There
are functionalities for processing. Stated in Fill (2016) for instance: Enterprise
Architecture Management, Business Process, Performance Management, Workflow
Management.

Methodology Approach

SeMFIS Meta Models are different from the meta models used for the knowledge
area to deal with machine processable semantics for models of the knowledge area in
order to allow for the machine processing of their semantics Bork et al. (2017)Frank
(2011). The framework aims to eliminate a shortcoming of other approaches in
the context of semantic enrichment of conceptual models: As the approach is also
based on meta models, a coherent approach for dealing with meta models on the
different levels of information systems as well as the machine processable semantics
can be realized. Concerning the later implementation of the meta models, this
allows to re-use the same functionality and mechanisms for conceptual and SeMFIS
models, in regard to the visualization of the models, for the provision of analysis
and search functionalities or for the storage and change management of the models.
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Furthermore, the users of the framework are not required to switch between different
environments and methodologies for modeling and the handling of semantics.

SeMFIS Tools and Services: SeMFIS Support Tools and Services shall be used
to integrate specific tools and services for dealing with semantics into the SeMFIS
framework. This concerns in particular tools for creating, manipulating, processing,
and storing ontologies. By providing linkages to the other components of the SeMFIS
framework bi-directional interaction of the SeMFIS components and the support
tools and services shall be established. Thereby the available knowledge in the
form of these tools and services can be integrated in the framework as well as the
knowledge contained in the SeMFIS framework be made available to third parties.
Furthermore, the re-use of existing tools and services allows to achieve results in a
shorter time.

SeMFIS Mechanisms and Algorithms: SeMFIS Mechanisms and Algorithms
shall be designed for the application to SeMFIS Meta Models and meta models of the
knowledge area for the purpose of semantic information processing. As the goal of
the framework is to provide answers in regard to the machine processing of semantic
information in conceptual models, this component is of critical importance. It shall
allow to analyze end evaluate the semantic information in conceptual models and
provide functionality that is specific to the SeMFIS framework and is not available
using support tools or services.

Figure 3.9.: Conception of SeMFIS Framework. Source: (Fill, 2016)
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3.6. Self Organising Maps (SOM)

Self-organising neural networks are used to cluster input patterns into groups of
similar patterns. They’re called ’maps’ because they assume a topological structure
among their cluster units; effectively mapping weights to input data. The Koho-
nen network is probably the best example, because it’s simple, yet introduces the
concepts of self-organization and unsupervised learning easily Kohonen (1989).

Each weight is representative of a certain input. Input patterns are shown to all
neurons simultaneously.

Self-organising networks can be either supervised or unsupervised. Unsupervised
learning is a means of modifying the weights of a neural network without specifying
the desired output for any input patterns. The advantage is that it allows the
network to find its own solution, making it more efficient with pattern association.
The disadvantage is that other programs or users have to figure out how to interpret
the output Kohonen (1989).

The structure of a self-organising map involves m cluster units, arranged in either a
one- or two-dimensional array, with vectors of n input signals Fausett (1994).

The Figure 3.10 below expresses the Example self-organising network with five clus-
ter units, Yi, and seven input units, Xi. The five cluster units are arranged in a
linear array

Figure 3.10.: Example self-organising network. Source: (Kohonen 1989)

The weight vectors define each cluster. Input patterns are compared to each cluster,
and associated with the cluster it best matches. The comparison is usually based
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on the square of the minimum Euclidean distance. When a best match is found, the
associated cluster gets its weights and its neighboring units updated.

Weight vectors are arranged into lines or various grid structures. Some neighbor-
hoods closer to the ends or edges will have fewer weights, because the algorithm
doesn’t wrap around. The Figure 3.11 below states Neighborhoods (R) for a linear
array of cluster units: R = 0 in black brackets, R = 1 in red, and R = 2 in blue.
Also, the Neighborhoods (R) for a rectangular matrix of cluster units: R = 0 in
black brackets, R = 1 in red, and R = 2 in blue expresses in the Figure 3.12 below.
Other way is Neighborhoods (R) for a hexagonal matrix of cluster units: R = 0 in
black brackets, R = 1 in red, and R = 2 in blue in the Figure 3.13.

Figure 3.11.: Linear array of cluster. Source: (Kohonen 1989)

Figure 3.12.: Rectangular matrix of cluster. Source: (Kohonen 1989)

Figure 3.13.: Hexagonal matrix of cluster. Source: (Kohonen 1989)
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The learning rate α alpha is a slowly decreased with each epoch. The size or radius
of the neighborhood around a cluster unit can also decrease during the later epochs.

The formation of a map occurs in two stages:

1. The initial formation of the correct order

2. The final convergence

The second stage takes much longer, and usually occurs when the learning rate gets
smaller. The initial weights can be random values.

Figure 3.14.: SOM Algorithm

With the WEBSOM method a textual document collection may be organized onto
a graphical map display that provides an overview of the collection and facilitates
interactive browsing. Interesting documents can be located on the map using a
content-directed search. Each document is encoded as a histogram of word cate-
gories which are formed by the self-organising map (SOM) algorithm based on the
similarities in the contexts of the words. The encoded documents are organised on
another self-organising map, a document map, on which nearby locations contain
similar documents. Special consideration is given to the computation of very large
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document maps which is possible with general-purpose computers if the dimensional-
ity of the word category histograms is first reduced with a random mapping method
and if computationally efficient algorithms are used in computing the SOMs.

3.7. ADOxx Modelling Method

The Open Models (OMi) Laboratory is a dedicated research and experimentation
space for modelling method engineering. OMi Laboratory makes an open use of the
ADOxx meta-modelling platform.

A growing number of groups develop individual modelling-methods, in addition to
existing standard ones for a variety of application domains. To support domain-
specific modelling, dedicated tool-functionality like query, simulation or transforma-
tion is provided in order to process models in a domain-specific manner. Today’s
meta-modelling platforms provide capabilities for developing modelling tools based
on domain specific modelling languages (DSML).

Figure 3.15.: ADOxx platform. Source: Fill (2016)
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Figure 3.16.: ADOxx Modelling. Source: Fill (2016)

Figure 3.17.: ADOxx platform Source: Fill (2016)
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Figure 3.18.: ADOxx Implementation. Source: Fill (2016)

The reason why we chose the ADOxx meta modelling approach and the correspond-
ing software platform is, that it has been successfully developed, used, and tested
for over more than fifteen years in a large number of research and industrial projects
that included some of the largest German and Austrian companies as customers. It
is therefore an industry-proven approach that goes far beyond a research prototype
in terms of functionalities, scalability, and reliability. In this way we will be able to
derive insights into the conceptualisation of modelling methods that are also relevant
from an industry perspective Fill & Karagiannis (2013).

To clarify our understanding of the terms and elements of modelling methods and
thus provide a solid basis for the further discussion, we revert to a framework that
has originally been proposed by Karagiannis and Kühn in 2002 see Figure 3.18.
In this framework a modelling method is composed of a modelling technique and
mechanisms and algorithms. Thereby the modelling technique is further divided
into a modelling language and a modelling procedure. The modelling procedure
consists of steps for defining the application of the modelling language and delivers
results. For this, it reverts to mechanisms and algorithms. The modelling language
has a syntax that defines the grammar and semantics that defines the meaning of
the elements of the syntax. This is achieved by a semantic mapping that connects
the syntactical constructs with their meaning defined in a semantic schema. The
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semantic schema may either be formally defined or may come in the form of (infor-
mal) textual descriptions as it is used, e.g., in the definition of the UML or BPMN
(Object Management Group OMG 2007, 2011a) Lorie (2001).

Figure 3.19.: ADOxx Framework. Adapted from: Fill (2016)
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Figure 3.20.: ADOxx Modelling Methods. Source: Fill (2016)
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Part II.

Experimental Work of Digital Data
Heritage Preservation (DHP)
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4. DHP Modelling and Design

Data modeling is the process of documenting a complex software system design as
an easily understood diagram, using text and symbols to represent the way data
needs to flow. The diagram can be used as a blueprint for the construction of new
software or for re-engineering a legacy application.

The process of designing a candidate system aims to solve the defined gap between
Digital Data and Heritage Preservation. It considers as a plan for the designing of
the DHP solution. Designing the candidate system involves taking the output of
the literature review which identify the purpose and the specification of the research
approach. The candidate system aims to develop a plan for the selected solution.
The design includes low-level component and approaches, implementation encoun-
ters and designing architectural model. A new digital preservation framework has
been developed to achieve the aims. Preservation strategies and the use of software
tools for migration and emulation should be chosen according to business require-
ments. Applicability of both strategies are context dependent. It is related with
the complexity of the analysis. Once the alternative and the preservation paths are
specified, the experiments could be proved. Then the analysis of the utility has to
be integrated in inhomogeneous criteria, like cases of study for evaluating different
strategies.

The accessibility and the categorisation of filtering information is related with the
state of evaluation of data set is based from three components: Maturity Matrix,
Activity level and Stakeholder, suggested by Weaver et al. (2008). It seems to be a
good application of clustering and how to classify. A further motivation is also to
provide the convenient way to search the information.

There are two considerations in this part:

• Physical (access)

• Cognitive (contextualization).
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Other issue that we have to consider is the management of the artefacts in terms
of preservation. Nowadays the requirements of useful storage should be enough in
terms of technology, but the specific classification of the information with criteria
without losing the original knowledge is the real challenge in the intelligent and
efficient preservation. The objective for understanding the perspective throughout
the development process has been for building the basement concepts and knowledge.

User requirements includes reliable and authentic data to generate knowledge in-
formation. Framework, Methodology and Patterns are important steps to follow to
generate DHP metamodel.

Basically, Case Studies and Applications are to understand throughout the devel-
opment process the basic concepts for the implementation.

The users and custodians require integrating two basic concepts in terms of preser-
vation: authenticity and reliability.

For the designing of the model there are previous steps to develop. For the organi-
sation we will use SIPOC as it is explained in the Figure 4.1.

Figure 4.1.: SIPOC (Mishra, 2014)

4.1. Modelling DHP

The basic steps used for model-building are the same across all modeling methods.
The details vary somewhat from method to method, but an understanding of the
common steps, combined with the typical underlying assumptions needed for the
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analysis, provides a framework in which the results from almost any method can
be interpreted and understood. The basic steps of the model-building process are:
model selection, model fitting, and model validation. These three basic steps are
used iteratively until an appropriate model for the data has been developed. In the
model selection step, plots of the data, process knowledge and assumptions about the
process are used to determine the form of the model to be fit to the data. Then, using
the selected model and possibly information about the data, an appropriate model-
fitting method is used to estimate the unknown parameters in the model. When
the parameter estimates have been made, the model is then carefully assessed to see
if the underlying assumptions of the analysis appear plausible. If the assumptions
seem valid, the model can be used to answer the scientific or engineering questions
that prompted the modeling effort. If the model validation identifies problems with
the current model, however, then the modeling process is repeated using information
from the model validation step to select and/or fit an improved model.

Figure 4.2.: DHP Vision
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Figure 4.3.: DHP Flow Solution
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Figure 4.4.: Flowchart Modelling

4.1.1. Data Collection for Process Modeling

Collecting Good Data

It lays out some general principles for collecting data for construction of process mod-
els. Using well-planned data collection procedures is often the difference between
successful and unsuccessful experiments. In addition, well-designed experiments are
often less expensive than those that are less well thought-out, regardless of overall
success or failure. Specifically, this section will answer the question: What can the
analyst do even prior to collecting the data (that is, at the experimental design
stage) that would allow the analyst to do an optimal job of modeling the process?

It deals with the following five questions:

1. What is design of experiments (DOE)?

2. Why is experimental design important for process modeling?

3. What are some general design principles for process modeling?

4. I’ve heard some people refer to ’optimal’ designs, shouldn’t I use those?
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5. How can I tell if a particular experimental design is good for my application?

What is design of experiments (DOE)?

4.1.2. Systematic Approach to Data Collection

Design of experiments (DOE) is a systematic, rigorous approach to engineering
problem-solving that applies principles and techniques at the data collection stage
so as to ensure the generation of valid, defensible, and supportable engineering
conclusions. In addition, all of this is carried out under the constraint of a minimal
expenditure of engineering runs, time, and money.

DOE Problem Areas

There are four general engineering problem areas in which DOE may be applied:

1. Comparative

2. Screening/Characterizing

3. Modeling

4. Optimizing

Comparative

In the first case, the engineer is interested in assessing whether a change in a single
factor has in fact resulted in a change/improvement to the process as a whole.

Screening Characterization

In the second case, the engineer is interested in ’understanding’ the process as a
whole in the sense that he/she wishes (after design and analysis) to have in hand
a ranked list of important through unimportant factors (most important to least
important) that affect the process.

Modeling

In the third case, the engineer is interested in functionally modeling the process with
the output being a good-fitting (= high predictive power) mathematical function,
and to have good (= maximal accuracy) estimates of the coefficients in that function.
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Optimizing

In the fourth case, the engineer is interested in determining optimal settings of the
process factors; that is, to determine for each factor the level of the factor that
optimizes the process response. In this section, we focus on case 3: modeling.

4.1.3. Underlying Assumptions for Process Modeling

Figure 4.5.: Modelling Steps

Most, if not all, thoughtful actions that people take are based on ideas, or assump-
tions, about how those actions will affect the goals they want to achieve. The actual
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assumptions used to decide on a particular course of action are rarely laid out ex-
plicitly, however. Instead, they are only implied by the nature of the action itself.
Implicit assumptions are inherent to process modeling actions, just as they are to
most other types of action. It is important to understand what the implicit assump-
tions are for any process modeling method because the validity of these assumptions
affect whether or not the goals of the analysis will be met.

If the implicit assumptions that underlie a particular action are not true, then
that action is not likely to meet expectations either. Sometimes it is abundantly
clear when a goal has been met, but unfortunately that is not always the case. In
particular, it is usually not possible to obtain immediate feedback on the attainment
of goals in most process modeling applications. The goals of process modeling, such
as answering a scientific or engineering question, depend on the correctness of a
process model, which can often only be directly and absolutely determined over
time. In lieu of immediate, direct feedback, however, indirect information on the
effectiveness of a process modeling analysis can be obtained by checking the validity
of the underlying assumptions. Confirming that the underlying assumptions are
valid helps ensure that the methods of analysis were appropriate and that the results
will be consistent with the goals.

The proposal for the modelling is multidimensional. It is represented in 5+2 model.
There are 5 dimensions called as following: Privacy, Rights, Integrity, Security,
Trust. Recognised as PRIST model Challa et al. (2005), Chaczko et al. (2014)

To complete the proposal, the additional contribution, include two more parts (CP)
Cognitive (Authenticity) and Physical (Access) dimensions. The following formulas
(4.1 and 4.2) expressed the conjunction between Model A and Model B as a 7
dimensional model. The new model formulas can be expressed as follows:

MA + MB = 7P C (4.1)

P RIST + CP = DIADM − (DIGIT AL − AGE − DAT A − MODEL) (4.2)

Cognitive Dimension: Identifying as knowledge, meaning, situation, understand-
ability, context, interpretability, cataloguing, Physical Dimension: Access con-
trol, Historical Retrieval, Digital Rights Management, extraction, interface, storage,
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Processes: Techniques, Approach.

When representing data in Privacy, Rights, Integrity, Security and Trust dimen-
sions, the proposed model needs to contextualize the interpretation, conservation
and preservation of the natural and cultural heritage of the real world artifacts.
Thus, the model needs to incorporate physical and cognitive dimensions to form a
unified model we can be called the Digital Age of Data Model or simply DiADM.

Figure 4.6.: MetaModel Steps
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Figure 4.7.: MetaModel Steps

DHP Modelling Metaheuristic: There are many strategies to keep these so-
lutions. Assisted Data Heritage Preservation is one of the proposals. Based on
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different aspects, one of the options is to use concepts as Domain Language (Kara-
giannis, Buchmann, Burzynski, Reimer & Walch 2016).

A meta-model should specify the following: All concepts (modelling classes) of a
modelling language, all relationships between modelling classes, Cardinalities of the
relationships, Semantic names for the relationships like ’interact_with’ etc., Maybe
inheritance relationships between concepts, Maybe important attributes of the con-
cepts (take care of ensuring readibility as the meta models can get quiet complex
with attributes).

The reference to the paper mentioned on designing domain-specific modeling lan-
guages: Frank (2011). ’Optimization knowledge is extended by learning about the
domain’ Wagner et al. (2010). HEURISTIC LAB most of the times includes rep-
resentation of the code Wagner & Kronberger (2012). The Process Constraints
Stemming from Heterogeneous Sources Imposed on Current PAIS mentioned in the
Figure 4.8.

Figure 4.8.: Relationship in Digital Information Model. Source (Frank, 2011)
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Figure 4.9.: Unified Constraint Optimization and Checking. Source (Frank, 2011)

4.2. Patterns for DHP

Figure 4.10.: Vision of Context

One of the primarily concerns about the explosive amount of information and the
complexity of the classification, is how to keep the principal characteristics data.
A need to move away the traditional understanding of Heritage reflects the real
meaning of the data. More artifacts and everyday life tendency is to have less
physical representation in the World of Logic. The representation of the items
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refers to the tendency of more things nonphysical and how through the Heritage it
passes the attributes.

4.2.1. Ontology

The consideration mentioned in the publication Gordon et al. (2015) ontology is
defined as the unique result for a digital age of the information. Ontology and
Knowledge Management are used to analyse data. Suggested use of the interface and
metadata generation, are the principal considerations to optimise data preservation
Gordon & Chaczko (2017a).

Base for data and knowledge sharing, Ontologies are a common vocabulary to ensure
that all have the same understanding of the terms used. There is Automation
(Reasoning Tasks): Deriving implicit knowledge, Identification of inconsistencies,
Determining concept hierarchies.

In computer science ontologies are formally well-ordered representations of a set
of concepts and the relationships between them in a particular subject area. They
are used to interchange “knowledge” digitally and formally between application pro-
grams and services. Ontologies include: the description and definition of terms (con-
cepts) their properties, the relationships between them, limitations under which the
relationships are valid, inference and integrity rules for conclusions and to ensure
their validity and ultimately concrete individuals.

Figure 4.11.: Syntax and Semantics
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Ontologies as distributed, machine-processable vocabularies for a specific domain.

Describe a detail of the world: What things are there? What is the relation of these
things? What characteristics do these things and the relationships with each other
have?

Ontology description = Syntax, Ontology rules = Semantics, Open-World vs. Closed
World Assumption, Open World

Assumption: A reasoner does not assume that something does not exist, as long as
it is not explicitly defined that it does not exist. It is assumed that the knowledge
has not been added to the knowledge base yet.

This allows uncertainty and ambiguity. Not to know that a statement is true, does
not mean that this is wrong. Be careful with restrictive conditions when reasoning
(e.g.: max, exactly, only). In databases, typically the Closed World Assumption is
applied.

4.2.2. Architectural Framework

The Architecture is one of the principal bases to build the Framework. Considering
an approach for the designing of DHP, the proposed framework includes: Identifi-
cation, Value , Context , Situation , Serendipity , Storage and Stakeholders.

Through detailed examination and focusing in the priorities of data treatment, the
proposal of this component was based on critical stages and studies abour digital
preservation in general. The final proposal addresses these steps.
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4.2 Patterns for DHP

Figure 4.12.: DHP Workflow Model
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4.2.3. Middleware of DHP Data Heritage Preservation

Digital preservation as strategy is crucial for the organisations. Digital preservation
focuses on developing a strategy for long-term continuity of important digital items
for example documents, images, websites, emails, and outputs from research data.

There are two tendencies around the understanding of the management of the ideas.
The ontology and the Epistemology of this study, centralized the future use and the
Serendipity tendency of the item. However, in the perspective of the nonphysical
items there is a World of Physical and Logical and how the Preservation need to
look items and how will be the manifestation. Digital Preservation has evolved into
a specialised, interdisciplinary research. Through the time the challenge in to jointly
develop solutions.. As the patterns and alternative solutions there are Information
Retrieval and, Machine Learning or Software Engineering. The real fact of Digital
Preservation shows us the reality of the understanding of the World about the facility
to have digital expressions rather than just physical.

The Heritage of the collected information define the quality of the Data. At this
stage, the definition of Heritage involved the presence not only the content. It is the
express by itself the real meaning of the data. The perception of the importance
and relevance of the information is measured through the definitions and metamodel
that is proposed.

Figure 4.13.: General Approaches
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4.3 DHP Metaclass

4.3. DHP Metaclass

The concepts around DHP set the definitions on the relationships. Metaclasses are
the way to define the development of the classes. Dividing in the three different
phases, there are classes based on metada. In the following Figure 4.14 there is the
explanation and the details of the proceses based on metadata.

Figure 4.14.: Active Structures in DHP

The metamodel in the following Figure 4.15 explain the relationshops with the con-
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cepts and stakeholders. The three component and most important are: Software
Patterns, Domain Analysis and Knowledge Maps. These concepts are considerig
the methods and the techniques for the definition of DHP.

Figure 4.15.: Relationship in Digital Information Model

4.4. DHP Mapping and Processing

For the process, the Metamodel has to include the seven stages for the framework.
The relationship between behavior and data treatment. The preservation of the in-
formation appropriates resources in digital context. The following Figure 4.16shows
the steps, stages and level of the model. The processes are the most important in
the definition of the fonal DHP framework.
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4.4 DHP Mapping and Processing

Figure 4.16.: DHP Process
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4.5. DHP Metamodel

Explore Metadata Models for Dynamic Data Representation. Data Aging is one of
the key for the definition of metamodel and shows the new relations and mechanism.
For the experimentation, there are three different tools were explored and adopted.
SOM (Self-Organising Maps): Representation and maps. It is an efficient tool for
visualization of multidimensional numerical data. In this paper, an overview and
categorization of both old and new methods for the visualization of SOM is pre-
sented. The purpose is to give an idea of what kind of information can be acquired
from different presentations and how the SOM can best be utilized in exploratory
data visualization. Most of the presented methods can also be applied in the more
general case of first making a vector quantization (e.g. k-means) and then a vec-
tor projection (e.g. Sammon’s mapping). SOM Toolbox also features other data
analysis methods related to VQ, clustering, dimension reduction, and proximity
preserving projections, e.g.,data preprocessing tools, K-means, K-nearest neighbor
classifier and LVQ (learning vector quantizer), agglomerative hierarchical clustering
and dendrograms, principal component analysis (PCA), Sammon’s projection, and
Curvilinear Component Analysis (CCA).

Figure 4.17.: SOM Toolbox (Vesanto, 2000)

Heuristic LAB: Through this topic there are specific concepts related with Heritage
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Preservation. Digital Data and Historical Analytics. The relation is the IoT mainly
cloud, because the Heritage Preservation as Data Analytics.

It works as input a table with all the columns are attributes and different features
or object to classify. There are two features. The structure is they are connected the
closest, the most influence. The steps are Select Random input, Compute Winner
neuron, Update Neurons, Repeat for all input data and Classify input data.

These guaranteed along the iterations try to fit the model behind the data. It
is related with Neural Networks. It is fast and powerful technique to solve many
problems. It ’learn’ from experience. It can deal with incomplete information or
noisy data. It is useful in complex situation where it is not possible to define the
rules or steps that lead to the solutions of the problems. We talk about: Learning
Methods, Topology and Applications. There are correct approaches related with
these definitions (Karagiannis & Kühn 2002).

4.5.1. Adaptation Blockchain Model

DHP model adapts the Blockchain models as a certification method of Digital Ob-
jects. Blockchain based solutions have recently appear as a new way to solve many
of qualification process. Now, blockchain storage is generally considered expensive
for the use of storing large data, adding an item to a portfolio will incur sub-cent
fees (Jason Gavriel, 2018). Blockchain layer addresses the following requirements
separated in two layers: Record Activity and Retrieve Portfolio. The first layer
includes the identification component and second includes certification component.

Figure 4.18.: Certification through Blockchain. Adapted (Jason Gavriel, 2017)
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4.5.2. Blockchain System Architecture

The blockchain technology contains inside the concept of the usability of the keys.
The principal concern is about Key Management. The definitions of the security,
certification and qualification are inherent inside if the proposal.

Figure 4.19.: Blockchain System Architecture Adapted (Jason Gavriel, 2017)
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5. DHP Implementation and
Simulation

For the DHP Implementation the DROID is a perfect environment because it covers
the two principles for the DHP framework: D2HP.

The National Archives of UK, develops DROID as a software tool to perform ’au-
tomated batch identification of file formats’ Brody et al. (2008). It was developed
by the Digital Preservation department as part of its digital preservation activities.
DROID is designed to meet the fundamental requirements of any digital repository,
in order to be able to identify the precise format of all stored digital objects and to
link that identification to a central registry of technical information about the for-
mat and its dependencies. DROID uses internal signatures to identify and report on
the specific file format and version of digital files. These signatures are stored in an
XML signature file, generated from information recorded in the PRONOM technical
registry. New and updated signatures are regularly added to PRONOM and DROID
can be configured to automatically download updated signature files. DROID is a
free and open source software made available under the New BSD License. The
source code can be downloaded from our GitHub repository.

The DHP components extend the traditional application of the DROID framework
to identify and preserve digital objects. The addition of computer-analysable soft-
ware components allow for a significant improvement in the usability and manage-
ability of the digital objects in the DROID environment.

The advantages of the original open-source DROID framework and the DHP appli-
cation are combined, while avoiding individual drawbacks of each of the solutions
in separation. Additional Java programs can execute without relying on the use of
a browser to provide a run-time environment.

Techniques for improving the packaging of Java components, including run-time en-
vironments and extensions as well as applications, are defined. Dependencies are
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specified in a manner which enables them to be dynamically located and installed,
and enables the sharing of dependent modules (including run-time environments)
among applications. The dependency specification technique ensures that all depen-
dent codes will be automatically available at run-time, without requiring a user to
perform manual installation. The run-time environment required for an application
is specified, and a technique is provided for dynamically changing the run-time that
will be used (including the ability to change run-times on a per-program basis),
without requiring user intervention.

DROID (Digital Record Object Identification), a batch-processing file format iden-
tification package which interfaces directly with PRONOM, a continuously updated
registry of file-format-related technical information maintained by the UK National
Archives. DROID can output directly into XML. The XML file includes all formats
for which identifications can be made with entries in PRONOM and an indication
of the quality of the identification. DROID can not produce PREMIS metadata di-
rectly, and so their outputs must be processed into PREMIS XML format using one
of a number of other tools. It takes DROID output and produces PREMIS Object
records, slightly modified from the original PREMIS schema to allow information
on the software package used to generate each element to be recorded.

Table 5.1.: Five key PREMIS tools. Adapted from (Gartner & Lavoie (2013)

5.1. Simulation

The identification of the technological tools is an important consideration, for the
simulation of the application for the final solution.
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• MATLAB: The following steps include the use of Digital Preservation Toolbox.
The generation of the algorithms play an important role to have the examples
for the using of the code. The main part is to understand the description, the
purpose of the mode, key steps, the definition of the data set and the inter-
pretation. The idea is to have, as a result, the INPUTS and the OUTPUTS.
The final result will proof the proficiency.

5.1.1. DHP Framework

The methodology includes following activities:

• Mapping and Analysing as a process
• Reengineering preparation
• Process of Designing
• Implement reengineered process
• Improve continuously

Information Management Standard: Well-managed business information is a
valuable asset that contributes to good government through:

• Supporting efficient business

• Informing decision-making

• Protecting rights and entitlements.

• Demonstrating government accountability and transparency

• Adding economic value

• Assisting to mitigate risks

The Standard: The Information Management Standard assists Australian Gov-
ernment agencies to create and manage business information effectively by outlining:

• Principles for well-managed information within the Australian Government
jurisdiction
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• The National Archives of Australia’s expectations for the management of busi-
ness information to enable agencies to meet business, government and com-
munity needs and expectations.

The Standard is consistent with the key concepts and principles of International
Standard ISO 15489 (2016) Records Management.

Principles: The Standard is based on the following eight Principles that provide
the foundation for well-managed business information:

Principle 1: Business information is systematically governed

Principle 2: Necessary business information is created

Principle 3: Business information is adequately described

Principle 4: Business information is suitably stored and preserved

Principle 5: How long business information should be kept is known

Principle 6: Business information is accountably destroyed or transferred

Principle 7: Business information is saved in systems where it can be appropriately
managed

Principle 8: Business information is available for use and reuse

The National Archives will review how agencies are performing against the Stan-
dard as part of its regular survey and evaluation of the Australian Government
information management environment.

Implementation

This Standard is part of a framework that includes implementation guidelines linking
the recommended actions to additional detail and technical guidance. The Archives
will progressively release guidance for each of the Principles. Additional advice will
be created to address any gaps. The Standard does not prescribe how should meet
the Principles, but guide to implement the actions to meet the needs of business
and information environments.
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DROID based Digital Heritage Preservation (D2HP)

Through the comparison of the Digital Preservation proposals, there is one alter-
native as a solution for the identification of the objects. To do a successful exper-
imentation, it is primordial explain the principal DHP definitions. Based on the
explanation of this solution Ferreira et al. (2006), and taking advantage that it is
open source, the implementation process allows us to define DHP through this tool.

DHP through DROID implement some definitions: HeriTAG and DHP Process.

The implementation model in context of the DHP, allows us to evaluate the model
proposed. There are three basic steps involved in the implementation: Dataset Defi-
nition,Evaluation of the information (through HeriTAG and options) and Validation
of results.

5.1.2. Datasets

In this implementation the dataset contains many types of data. Images (JPEG,
GIF)), Compressed files (RAR). The principal advantage is to differentiate the for-
mats. DROID is perfect in this stage, because it give us a real idea of the manage-
ment of the Dataset.

Figure 5.1.: DHP based on DROID

It is the stage, where starts the principal implementation of DHP model, HeriTAG. It
is a label to stamp in the data that is validate through the model. The qualification
and certification of the data doing the beginning of the implementation of the model.
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Figure 5.2.: Field HeriTAG DHP based on DROID

One of the modifications are to add the option of add label DATA HERITAGE
PRESERVATION, the name of the DHP proposal. Inside it, as it is explained in
the modelling chapter, there are more steps. The D2HP main menu covers: Data
Sets, Sanitation, Certification, Analytics, Visualisation, Reporting.

Figure 5.3.: Menu for DHP on DROID

At this stage the options for Visualisation are: SOM, Neural Networks and Evolu-
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tionary Algorithms. Each of these options need and extended development in terms
of the complexity inside of the concepts around preservation. However, the consid-
eration of these alternatives is very important in order to have complete extraction
of the information. The next step is to develop the visualisation of data. In the
Figure 5.4 there are the details.

Figure 5.4.: Menu for Visualisation on DROID

For the Evaluation of Data the attributes, the lists that manage DROID

Figure 5.5.: Dataset for DHP
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The next Figure 5.6shows the implementation inside the code of DROID. The defi-
nition of the repository and the correct place to define the label and the tags. These
design stage, define the integration of DHP in DROID. As a solution, DHP comes
to extend the functionality of the original opens source code.

Figure 5.6.: Designing the Menu

For the Main Menu in DHP, inside the ’DroidMainFrame.java’, there are ways to
set the appearance for the different characteristics.

Figure 5.7.: DHP Debug on DROID
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5.1.3. Coding for the Implementation

As an example, the code for the implementation of the layers of the program are
defined in programming language Java.

Figure 5.8.: Create Default Profile

Code in DROID

private void createDefaultProfile() {

final NewProfileAction newProfileAction =

new NewProfileAction(droidContext, profileManager, jProfilesTabbedPane);

newProfileAction.addPropertyChangeListener(new PropertyChangeListener() {

@Override

public void propertyChange(PropertyChangeEvent evt) {

if (STATE.equals(evt.getPropertyName())

&& evt.getNewValue().equals(SwingWorker.StateValue.DONE)) {

exitListeners.remove(newProfileAction);

}

}

});

exitListeners.add(newProfileAction);

final ProfileForm profileForm = new ProfileForm(this, droidContext, buttonManager);

try {

newProfileAction.init(profileForm);

newProfileAction.execute();

} catch (ProfileManagerException e) {
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DialogUtils.showGeneralErrorDialog(this, ERROR_TITLE, e.getMessage());

}

}

Figure 5.9.: Build Success on DROID

Figure 5.10.: Field HeriTAG DHP based on DROID
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5.1.4. Experimentation Results

After the definition of the experimental environment, and application in the DHP
Framework, there are some results based on the number of files vs. time that they
take.

Both Performance and the Accessibility are included. In the hypothesis, the consid-
eration is centralized on checkup the results based on manageability and depend-
ability.

The Functional requirements and the environment as below descriptionGartner &
Lavoie (2013):

• The system must conform to the current version of the TNA Application
Development Guidelines.

• The server-side elements of the system must be compatible with Windows 2003
server and SQL Server 2000.

• The client-side elements of the system must be compatible with the following
browsers: Internet Explorer 5 and later, Netscape Navigator 4 and later, Safari
1.0 and later, Firefox 0.9 and later, and Mozilla 1.0 and later.

• The system must be year 2000 compliant.

• The system must comply with e-GIF version 6 and the Guidelines for UK
Government Websites.

The description of the identification tool detailed below based on Gartner & Lavoie
(2013):

• A standalone Java (JRE 1.4 or later) application will be developed to perform
automatic file format identification, using signatures recorded in PRONOM.

• The tool will allow a user to browse any file system accessible from the com-
puter on which the application is installed, and select single or multiple files
for identification, including the contents of entire folders, to create a list of
files to be identified. The user must also be able to subsequently remove files
from the list.

• The tool will display the resultant file list in a text box. The list will display the
full filename, with the option to toggle display of the fully-qualified pathname
on or off.
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• The tool will perform automatic file format identification of all files on the
selected list in a single operation, using an XML signature file generated from
PRONOM. TNA will work with the developer to provide an appropriate al-
gorithm.

• The result of the identification will be displayed against each file in the list
(e.g. “Identified”, “Tentative” or “Not Identified”)

• Full details of each identification (PUID, Format, Version) will be displayed
in a separate text box, dynamically linked to the currently highlighted file in
the file list text box. The tool will support multiple tentative identifications
for a file, where the precise format version cannot be ascertained.

• The tool will allow the results of the identification to be saved as an XML,
CSV or printer-friendly report.

• The tool will automatically check the PRONOM website at user-defined in-
tervals for updated signature files and download them.

• The update mechanism will be user-configurable in terms of timing, proxy
server settings and authentication.

• TNA will generate updated XML signature files as required, using the main-
tenance system, and make them available on the PRONOM website for down-
load.

• The tool will be deployed as a single JAR package, to be downloaded from the
PRONOM website.

• A separate functional specification will be required for this tool.

5.1.4.1. First Scenario: Performance

Performance DROID environment vs. DROID + HeriTAG

Figure 5.11.: Data set and Number of Files
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The delay handling Heritage component.1.000, 5000 10.000. The experimentation
is Big Data Application and deals with amounts of data.

Figure 5.12.: Data set 1.000

Figure 5.13.: Data set 5.000
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Figure 5.14.: Data set 10.000

5.1.4.2. Summary of Identification of Usage of D2HP

Based on the above analysis the identification could be managed by the first menu.
Below we describe the experimental work and the empirical evaluation component
of the research. We measured with DHP model the identification of the electronic
objects to confirm that the experimentation was acceptably. Methods used on DHP
framework based on DROID identify the dataset through generalization.

The base Experiment is on function of time. There will be provided a brief overview
of how D2HP works and its parameters, and then explain how we modified these
parameters for the identification of the dataset.

5.1.4.3. Second Scenario: Manageability and Dependability

Based on the initial hypothesis the Manageability and Dependability are the key
concepts to be measured by the model. In the following figures there are two metrics:

• Manageability: measured by seconds Y-axis and file format in X-axis. The
content is the variable number of files 10, 100 and 1000 files

• Dependability: Shows the difference between the files format (jpg, vsx, txt,
doc) X-axis and the Y-axis seconds for 10 files as an example for the tendency.
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Figure 5.15.: Manageability and Dependability
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6. DHP Vision and Benchmarking
Approach

Conceptual Architecture Having performed the analysis on stakeholder quality con-
cerns; several competing system architectures had been considered (Tiered archi-
tecture, distributed objects architecture, and pipes and filters). Eventually the
architecture that had been selected was the event driven architecture.

The design of an EA should be a task of the enterprise´s strategic management.
Ross et. al, even claim, that enterprise architecture should be a strategy itself.

Mentioned in the publication Gordon et al. (2015), the information formats show
one result about digital age.

Figure 6.1.: Functional entities
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6.1. Case Studies

The statements between behavior and data preservation are the appropriate re-
sources to evaluate through the case studies.

’Migration is the method of repeated conversion of files or objects. Emulation de-
notes the duplication of the functionality of systems, be it software, hardware parts,
or legacy computer systems as a whole, needed to display, access, or edit a certain
document’ Strodl et al. (2007).

Creating open data is considered an important goal in the research community.
Open data is said to ensure accountability in research by allowing others access to
researchers’ data and meth

There are several data sets applicable to validate the DHP model. However, the
main data sets used for experimentation with the proposed model are:

• Health (Medical Records) Jack et al. (2008)

• Government (Public Archives)Garfinkel et al. (2009)

• Business (Resource Management) Chaczko et al. (2014)

• Geological Data Carrion Gordon et al. (2017)

6.1.1. Medical Records

Clinician documentation with fully integrated data systems support. Prior notes
and data are input for the following note and decisions. Machine analyzes input
and displays suggested diagnoses and problem list, and test and treatment recom-
mendations based on various levels of evidence: CPG – clinical practice guidelines,
UTD – Up to Date®, DCDM – Dynamic Clinical Data Mining. Incorporating Data
Celi et al. (2015).

Overwhelmingly, the most important characteristic of the electronic note is its po-
tential for the creation and reception of what we term “bidirectional data streams”
to inform both decision-making and research. By bidirectional data exchange, we
mean that electronic notes have the potential to provide data streams to the en-
tirety of the EHR database and vice versa. The data from the note can be recorded,
stored, accessed, retrieved, and mined for a variety of real-time and future uses.
This process should be an automatic and intrinsic property of clinical information
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systems. The incoming data stream is currently produced by the data that is slated
for import into the note according to the software requirements of the application
and the locally available interfaces.

Figure 6.2.: ADNI Front Page

Figure 6.3.: ADNI Front Page. Source:Celi et al. (2015)
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Figure 6.4.: Data Analytics Health Records (Celi, 2015)

Showed in the publication Carrion Gordon & Chaczko (2017) there are options in
the management of Medical Records. There are many benefits to open datasets.
However, privacy concerns have blocked the widespread creation of open health
data. The opportunity to access to documented methods and case studies for the
creation of public-use health data.

The Image and Data Archive (IDA) data sets was generated by Alzheimer’s Disease
Neuroimaging Initiative (ADNI). ADNI initiative also provides tools and resources
for identifying, integrating, searching, visualizing and sharing a diverse range of
neuroscience data, helping facilitate collaborations between scientists worldwide.
There are many benefits to open datasets. However, privacy concerns have concerned
the widespread creation of open health data.

It was possible to ensure that the probability of re-identification for a large longitu-
dinal dataset was acceptably low when it was released for a global user community
in support of an analytics competition.

130



6.1 Case Studies

Figure 6.5.: Utilization of ADNI

Figure 6.6.: Examples ADNI Databases

Figure 6.7.: Fields Generated by ADNI
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6.1.2. Government Records

The Dataset was released a corpus of 1 million documents are freely available for
research and freely redistributed. These documents were obtained by performing
searches for words randomly chosen from the Unix dictionary, numbers randomly
chosen between 1 and 1 million and randomized combinations of the two, for doc-
uments of specified file types that resided on web servers in the .gov domain using
the Yahoo and Google search engines.

Each file in the corpus is presented as a numbered file with a file extension (e.g.
0000001.jpg). The file extension is typically the file extension that was provided to
us when the file was downloaded.

The corpus is available in several ways:Garfinkel et al. (2009)

• A set of 1000 directories, with 1000 files in each directory, downloadable from
our server at http://downloads.digitalcorpora.org/corpora/files/govdocs1/.

• A set of 1000 ZIP files, each with 1000 files, downloadable from our server at
http://downloads.digitalcorpora.org/corpora/files/govdocs1/zipfiles/.

• A a tar file with 109,282 JPEG pictures from the govdocs1m corpus.

• As a set of 10 subset “threads” (subset0.zip through subset9.zip), each one
containing 1000 randomly chosen documents.

• These subsets were specifically created for to facilitate pilot studies and student
research projects with the rationale that it’s easier to work with 1000 files than
with 1 million. Students are encouraged to use one subset for development
and another subset for testing. A contextual feature list of data from the
digitalcorpora can be found at website.
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Figure 6.8.: Gov1 Entries

Figure 6.9.: Example Gov1 Dataset
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6.2. Validation and Verification

After the process of Modelling and Design, the application with the third part
application, the last part to cover the complete cycle is to validate and verify the
model. Through the methodology, the description for the validation divided it in two
manners, qualitative and quantitative method. To prove the efficiency of the model
and after diverse analysis, benchmarking is the best alternative for the validation.
The reasons are the following:

1. DHP model is a dynamic proposal, so the validation has to be dynamic as well,
with the analysis of the competitors and in the context of each case study.

2. Benchmarking as a method for verification and validation, through the com-
parison of results between cases or competitors, in business context, explain
the behavior of the dataset that has to be validated.

3. Through Benchmarking the model can certified in terms of Level of Success.
The base for the adaptation of the model are to principal factor to cover the
needs from the user.

The graphics specified in the Figure 6.10, Figure 6.11 and Figure 6.12 explain the
reports generated with the original tool. The source is the Risk Assessment from
Western Australia Government.

Figure 6.10.: DHP Ratings

The plot area through the concepts define the area of the principal stakeholders. In
the Figure 6.11,the IoT community is the summary of the relationship with the case
studies in the DHP situation.
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Figure 6.11.: DHP Issue and Types

.
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Figure 6.12.: Validation Dashboard
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6.2.1. Traceability Matrix

This way of validation is inspired in the Competitor Index Calculator. Under-
standing the competitive strengths and weaknesses is a prerequisite to developing a
winning strategy.

The Competitor Rating Calculator, adapted as DHP Model Traceability Matrix al-
lows to rate the offering against that of up to five main competitors or cases. Com-
petitors can be rated on the basis of the most important factors in the purchasing
decision.

Figure 6.13.: Competitor Index Calculator. Source: Business Tool Templates

Bar and radar charts are automatically generated based on the ratings input as
it is shown in Figure 6.14, Figure 6.15, Figure 6.16, Figure 6.17, Figure 6.18 and
Figure 6.19.

The ratings are then adjusted on the basis of the importance/weighting you have
given to each of the factors in the purchasing decision. The weighted ratings are
automatically calculated and bar and radar charts are generated.
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A Total Competitive Score is also calculated and a corresponding Bar Chart is pro-
duced. A Total Adjusted Competitive Score is also calculated and a corresponding
Bar Chart is produced.

Figure 6.14.: DHP Radar Chart

Figure 6.15.: Adjusted DHP Radar Chart
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Figure 6.16.: DHP Rating

Figure 6.17.: DHP Level of Success
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Figure 6.18.: Total DHP Score

Figure 6.19.: Total Adjusted DHP Score

The following data should be entered:
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Edit Company Name, Edit the Competitor Factors you consider most important and
the Weighting for each in the Purchasing Decision. Start with the most important
factor and assign the weighting to each. Note that the weighting must add up to a
total of 100 . It is possible to edit the Name of each Competitor (you may analyse
up to 5 competitors)

For each Competitor Factor rate each competitor on a scale of 1 to 10 as follows:

Competitive Ratings 10 = Very strong/best in class Performer

5 = Average performer

1 = Extremely weak Performer

The weighting ratings are calculated for each competitor based on the weighting of
each factor in the purchasing decision

A Total Competitive Score is calculated and Bar and Radar Charts are automatically
generated.

6.2.2. DHP Analysis Tool

In the "Value Drivers" tab, select & define the value drivers or key buying criteria
for the market segment you wish to analyze. In the "Weighting" tab, weigh each of
the value drivers or the key buying criteria according to the priorities of your target
customers.

Using the "Value Rankings" tab, rank your products versus your competitors for
each of the value drivers or key buying criteria.

In the "Price & Market Share" tab, input a pricing rank and estimated market share
for each company.

Evaluate how each competitor is differentiated in the "Differentiation Chart" tab,
where the rankings from the value driver scoring are displayed visually.

View the "Positioning Map" tab to determine your market position In relation to
your competitors with regard to value, price and market share.

Provide a brief description of your product and your top 4 competitors in the addi-
tional tabs below.

The adaptation of the tool is called DHP Analysis Tool as is shown in the Figure 6.20.
The columns are determined by the same attributes from the original DHP Model.
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It is also added two columns with the details of the Requirements, Dependability
and Manageability.

Figure 6.20.: DHP Analysis Tool

The representation as spider representation define the differentiation by value driven.
It is a suggested representation because it gives the necessary details. It is shown
in Figure 6.21.
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6.2 Validation and Verification

Figure 6.21.: Differentiation by Value Driven

There is another manner of representation. The value proposition represented in the
Figure 6.22 shows the weight of the competitor or case studies and solutions related
with DHP framework.
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6 DHP Vision and Benchmarking Approach

Figure 6.22.: Value Proposition

6.2.3. DHP Compliance Matrix

This is the Benchmarking with spider diagram representation. The scores define the
form of the result and expresses in correct manner the tendency of the attributes and
the relationships between the objects and concept. It is clarified in the Figure 6.23
below.
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6.2 Validation and Verification

Figure 6.23.: DHP Representation in Benchmarking
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6 DHP Vision and Benchmarking Approach

6.2.4. DHP Quality

The Heritage of the collected information define the quality of the Data. At this
stage, the definition of Heritage involved the presence not only the content. It is the
express by itself the real meaning of the data. The perception of the importance
and relevance of the information is measured through the definitions and metamodel
that is proposed. As it is mentioned in the publication Gordon et al. (2015) Digital
Heritage Preservation explores the specific concept and context.

Figure 6.24.: Qualifying and Processing Model
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Part III.

Contributions Digital Data Heritage
Preservation (DHP)
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7. Research Contribution

The prime goal of this study was to design and develop a theoretical model of Digital
Heritage Preservation (DHP), that facilitates the manageability and dependability.
Both of these quality attributes are considered to be the key features of the proposed
model. A practical implementation of the DHP model based on DROID open source
framework is called the D2HP. This solution integrates various Digital Preservation
tools and Data Heritage components.

The association between Heritage and Digital Preservation terms, is initially re-
ported and addressed in SOTA. A common interpretation of Heritage concept is
somehow restricted. In this work, a new concept of Data Heritage was introduced
to address the specifics of data creation and its originality. This research redefines
the Heritage and sees it as a New concept in the world of IoT, Big Data and the Dig-
ital Transformation as a whole. The Data Heritage considers multiple dimensions,
relations and the evolution of data. The concept addresses such attributes as: the
originality, the source, the ownership, the value, the accesibility, a future use of data
and many others. The Data Heritage is not only set in the Cultural Ecosystem, but
it can be considered as a key element of every environment that IoT components
interact with.

The adaptation of DROID framework provides a strong experimentation base and
a standarised framework for the management of the Digital Objects defined by the
DHP model. The proposed DHP model combined with several data preservation
technologies represents an innovation to traditional concepts of data representation
and data handling. This proposal helps to improve and resolve Digital Transfor-
mation when dealing with IoT and Big Data challenges (data connectivity and
dimensionality). Through conducted experiments, case studies and action research,
it was demonstrated that the proposed Data Heritage concepts and DHP models
are feasible and can be highly effective as demonstrated in Part II of the thesis.

The new definition of the Data Heritage and related concepts together with experi-
ments involving the DHP model, represent the real contribution of this thesis. The
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experiments with the DHP modelling consider the optimisation of processing time
and effectiveness of data representation.

7.1. Discussion

The challenging parts of this research involve finding suitable methodologies and
solutions for data storage and management that can be applied in the IoT domain.
This work aims to offer a significant contribution to the IoT community as a new
knowledge and a technological innovation. The literature review provides discus-
sions on various modelling approaches and technological advances related to Data
Preservation explored thus far.

This research provides the rationale for considering the Data Preservation as an
integral part of data intensive IoT architecture. As the number of stakeholders in
the IoT domain is growing rapidly, the appreciation for adequate Data Preservation
methods and technologies has to match these fast developments.

The central part of this work focus on the data modelling and design methodologies
for the implementation of DHP Framework. The outcomes of the main validation
experiment involving the DROID based implementation, demonstrates the inner
workings, the meaning and the value of Heritage Preservation approach. However,
the DHP model approach considers the use of adaptive processes for Data Preser-
vation, hence it is expected the model can be adopted for many IoT applications.

This thesis discusses many Data Preservation concepts, theories, methodologies,
techniques, tools and demonstrates case studies related to Digital Transformation
in context of IoT.

Although necessary, the algorithmic and statistical methods are applied at a general
level when evaluating and benchmarking the characteristics of DHP prototype.

7.2. Challenges

The principal challenges of the implementation and modelling of Digital Data Her-
itage Preservation are divided in the following areas.

• Interpretation of the Concepts
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7.2 Challenges

The DHP as a model is theoretical where the definition of the concepts is funda-
mental. There are initiatives of Digital Preservation, but the real challenge is to
give the position to the term Heritage inside the Computer Sciences initiatives. The
cultural and historical interpretation of Heritage are many and valuables. But the
reason of this recompilation of ideas, and innovative proposal, is to add the Heritage
as a term for inherent to the technological field.

• Misunderstanding of Digital Preservation

In SOTA there are explanations and studies about Digital Preservation. The ten-
dency from physical to digital items are not absolute. Assuming this process and
being realistic, the physicality of the World in this Era is not automatic and fast.
The relation between physicality and digitalisation, depends on the field and changes
time by time. There is not one answer around this analysis. The standardization
in every case is the best approach for DHP solution. The ideas in the research sup-
port the strong strategies for standardisation. If the scientific part is clear and the
investigation accomplishes the principal objective, to show the key concepts.

• Methodologies and Modelling

The analysis of different tendencies as HeuristicLab and OMILAB modelling bring a
new ideas across the creation of new DHP model. Despite of the limitations and the
huge amount of concepts, the idea of standarisation be reflected in the application
and combination of the new concepts.

• Marketshare for the proposed modelt

. The strategies for commercialization have to define: the niche of the market, the
receptor, the affections to the community and the results. The deadlines are also
important, because the best solution is not only the best investigation, also could
be the solution that take place in the appropriate time. Definition of the rights
and property laws. It is fundamental to be aware to know the implications of the
Intellectual Property. Furthermore, the alliances and strategies are good to have
arguments. The innovation never ends. In general, I also believe that to focus in
the new markets could be a right way to learn. I strongly believe that the relation
between research and commercial field are undisputed.

• Business Approach

The long-term maintenance of the solution means in business point of view, it has
to have sustainable duration. Sometimes, to mix the fields in the knowledge could
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have better results than only focus in one solution. For example, technology and
health, mechanics and biotechnology will give us an idea. A significant challenge
represents the problem, how DHP can assist the need of Digital Preservation field.
There is a need to develop further ICT solutions using IoT technologies. Medicine
has finally entered an era in which clinical digitization implementations and data
analytic systems are converging. It is important to recognize the power of data
in other domains and are beginning to apply it to the health records, applying
digitalisation as a necessary but insufficient tool for this purpose in some cases.

7.3. Future Work

The future work should be focused in the following statements:

• Implementation of the new dataset and different fields as experimental com-
plementary solution.

• Integration of network capabilities with the connection to IoT devices.

• Algorithmical and Statistical approach has to be developed in strong way.

Heritage and DHP Framework

There seems to be a gap in tradition approaches to digital data preservation and
planning procedures, as these methods do not integrate digital data preservation
with aspects of data heritage which can be in anyway useful. In order to mitigate
limitations of processes that use solely data preservation mechanisms, an integrated
framework for digital data heritage and preservation is proposed. This new frame-
work offers a consolidated and systematic approach for redesigning how digital data
is managed in business enterprises. The methodology involves several process activ-
ities and adopts classical Design Patterns for digital data preservation and heritage.

Among key activities are: Preparation for re-engineering, Mapping and analysing as-
as processes, Designing to-be process, Implementation re-engineered process, Con-
tinuous improvement. Among many Design Patterns were found particularly suit-
able for the method the following: Creational Patterns (Prototype and Singleton),
Structural Patterns (Adapter, Composite and Proxy) and Behavioral Patterns (Vis-
itor and State Machine).
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7.4 Final Conclusion

Most of the concepts as the purpose of the information give the idea on how to
create knowledge and the new understanding of the fields. The visualisation of data
would generate the new knowledge.

The main topic is related to the preservation and management.

The following statements guided the research:

• Specific kind of tools benefit the systematic evaluation supported by bench-
marking method

• The relevant sample tasks for testing tools and effective data sets to support
this testing

• Opportunities arise for collaborative efforts to facilitate benchmarking and
share the resulting evidence

• Concrete actions can be taken to establish benchmarking as a useful develop-
ment of methods

7.4. Final Conclusion

• The Digital Transformation trends around the IoT, the edge computing, the
analytics, 5G, AI and blockchain technologies largely depend on methods of
data sensing, acquisition, processing and visualisation. However, the quality
and dimensionality of data itself seems to be neglected. This work aims to
highlight these issues and suggestes suitable solutions around the Digital Data
Heritage Preservation concepts.

• The rationale for using Digital Data Preservation tools is to maintain digital
artifacts for a long period of time. Using the D2HP model allows to keep the
evidence of Heritage inherent attributes of Digital Data in a massive scale and
dynamic system solution (Big Data) in order to preserve the nature, ownership,
meaning and context of the data creation.

• As demonstrated in chapters 5 and 6, the D2HP framework passed dependabil-
ity, manageability and usability tests with good results. Here it was validated
that the dynamic composition of Digital Data Heritage and DHP framework
can integrate within Digital Transformation processes as hypothesised.
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• In chapter 6, section 6.1, several case studies demonstrate the basic DHP
concepts and their applicability in the development of IoT ecosystem. How-
ever, it is the integration of the Digital Heritage concepts and the HeriTAG
solution that offers the most valuable contribution to the practice of Digital
Transformation.
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Chapter 4
Digital Patterns for Heritage and Data
Preservation Standards

Lucia Carrion Gordon and Zenon Chaczko

Abstract This research covers the digital preservation concept and the terms around
this definition. According to this contextualization it is related with the management
of data in the different fields but with the same issues and concerns. The appropriate
way to keep information through the time is with preservation parameters. The man-
aging of massive amounts of critical data involves designing, modeling, processing
and implementation of accurate system. The methods for the treatment of data have
to consider two dimensions that this chapter has focused: access dimension and cog-
nitive dimension. Both of them have relevance to get results because at the same
time, ensure the correct data preservation. On the other side data management has
to consider digital resources and digital artefacts and how they affect the process
of preservation. In this chapter there are approaches with other authors referencing
current and future studies. This chapter has been organized as follow. First in the
introduction we can find ideas about the types of data in the different fields nowa-
days. Second, the main part, the proposal of methods in reference with other authors.
Finally the conclusions and future projects based on the findings. This study focus
on the development of framework, beginning with the methodology and projected
through the application of specific patterns such a model for sustainable solution.

Keywords Digital preservation · Knowledge management · Heritage · Data man-
agement · Digital patterns

4.1 Introduction

Through the time, the information and how it can be organised and classified show
the challenge in the Era of Data Management. But increasingly our possessions
and communications are no longer material, now they are digital and dependent on
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the technology to make them accessible. As a consequence of this big growth, to
gather the requirements of data preservation involved the study and analysis inside
the enterprises for constructing the profile of the customer with any kind of data.
Based on that, the classification of data is important inside the Government Entities,
Business Enterprises, Health Field and Cultural Area as a principal sectors.

Increasing regulatory compliance mandates are forcing enterprises to seek new
approaches to managing reference data. Sometimes the approach of tracking refer-
ence data in spreadsheets and doing manual reconciliation is both timeconsuming and
prone to human error. As organizations merge and businesses evolve, reference data
must be continually mapped and merged as applications are linked and integrated,
accuracy and consistency, realize improved data quality, strategy lets organizations
adapt reference data as the business evolves.

A further motivation is to provide and improve data referencing. There are two
parts: Physical (related with accessibility) and Cognitive (related with contextualiza-
tion). The management of artifact have to be considered as a technological compo-
nent. The main criteria is the challenge of sort out the information or data processed
in smart and efficient way. The knowledge management give us the best direction
of the processes of standardization. Between the principal requirements of the users
are involved the authenticity and reliability. The development of the right process is
independent of the type and amount of data. Nowadays the requirements of the appro-
priate media for the data storage should be solved easily. The needs in storage media,
migration, conversion, emulation and management strategies have been focused as a
consequence of the appropriate implementation of processes. This research proposed
the following parts: definition of the methodology, modeling the process, implement-
ing framework. The strategy and application of policies are important considerations
at the moment of applied in case studies. Preservation responsibilities for integrat-
ing long-term preservation into planning, administration, system architectures and
resource allocation are inherent in the parts of this research.

Other considerations above this topic are the applications of Digital Preservation
applied in Cloud Computing architecture. Consequently referencing is a challenge
because it means to identify metadata and classify them while the conventional solu-
tions have been very limited. The investigation of scalable solution with the identi-
fication of metadata and emphasize the role of methodology and patterns should be
useful to provide guidelines for protecting resources from dealing with obsolescence,
responsibilities, methods of preservation, cost, and metadata formats. Based on the
experience of National Library of Australia, the principal factor that we have to con-
sider in the application of preservation is to provide frameworks related to digital
heritage. It is one applications basically with the use of archives. The principal actors
in this process of preservation are users and custodians. Knowledge Preservation has
been applied in many areas focus on standards, scalable designing, adaptive and
survivable network applications.

Furthermore, the reason for using the frameworks is the standardization of the
process and the results. It does not mean the uniformity of the data, so the easy access
to maintain the originality to ensure the preservation of the information. Preservation
strategies and specific software tools for emulation or migration must always be
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chosen according to requirements of individual institutions or users. Software tools
sometimes guarantee full traceability and documentation of all elements influencing
the final result. Utility Analysis and its ability to integrate inhomogeneous criteria
sets is used to evaluate different strategies.The framework is often a layered structure
indicating what kind of relations can or should be built and how they would interrelate.

4.2 Heritage Concepts

The heritage term is defining as the crucial and central part of the research, we can
refer it to “heritage is those items and places that are valued by the community and is
conserved and preserved for future generations” [2]. The concept is much wider than
historical buildings. It includes items and places with natural heritage significance
and Aboriginal heritage significance. “The heritage value of a place is also known
as its cultural significance which means its aesthetic, historic, scientific, social or
spiritual value for past, present or future generation” [2].

One of the principal keywords in this research is Heritage. UNESCO is one of the
Entities that refers in an accurate way to this definition. The expert meeting denied a
heritage route as “composed of tangible elements of which the cultural significance
comes from exchanges and a multi-dimensional dialogue across countries or regions
that illustrate the interaction of movement, along the route, in space and time” [10].

But the question is what is heritage and which parameters defining the artifact or
the information as a heritage? The context and the interpretation of data is the answer.

4.3 General Frameworks for Heritage

The development of the preservation framework is related with the value of infor-
mation. “Value has always been the reason underlying heritage conservation. It is
selfevident that no society makes an effort to conserve what it does not value” [2].
The Value of the information is located in the second level of important after the
concept of Heritage. If we can define the result that we want, how we can manage
and measure the value of that information? The principal ways are the perception,
interpretation and contextualization.

4.3.1 Value Derived from Individual Perceptions

Depends on the Entity or Enterprise that information is classified, the study can con-
sider the specific perceptions adapted to the needs of the end user. For example, there
are geological, archeological, economic, social matters that could be managed by this
methodology. These characteristics are considered in the case studies (Fig. 4.1).
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Fig. 4.1 Areas of
information management

4.3.2 Process of Preservation

The main concern around researching and definition of data preservation is the tech-
nique or methodology used. More than using technology as the solution, the principal
consideration is how we can apply and verify the whole process. The definition of
cycles and steps to follow has been considered as a principal part for the first consol-
idation of the preservation knowledge. The different perspective for the information
management supports the idea to achieve general solution. The following figure
shows us which could be the areas that cover the information management. There
are three areas: Cloud Computing Architecture, Business Process Reengineering and
Preservation of Heritage.

4.4 Architecture Vision

The formatting of data provides the unique result called Digital Age of the informa-
tion. The Knowledge Management and Ontology are techniques for analyzing infor-
mation. One concern of digitalization would be the format, standards and migration
of the data. It should be solved with the use of Architectural Methodology and with
the development of a fast prototype. This requires the definition of the sequential
process.

First, should be considering a Framework as a whole front end and for reception
of the information in a basic way. Using the Open Group Architectural Framework
(TOGAF) [7] it is found to be more suitable as a result of dissemination of the data.
Meanwhile, it is associated with an Ontology and Knowledge Management terms to
be more specific.
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Second, the Methodology with an architectural vision using concepts of Archi-
tectural Development Method (ADM). It has been identified in terms of enterprise
description for validating information of several types of data.

Third, the conceptualization of patterns for a centralization of the preservation
knowledge providing a unique result: the digital age of the data.

The connection is also with the artefacts and the correct use of them. The recov-
ering of the information is another issue has to consider. Between the techniques
we used “encapsulation, migration and emulation” [6]. The evaluation is based on
“PRIST model defining by Privacy, Rights, Integrity, Security and Trust” [5] across
PC considerations related with Physical and Cognitive characteristic of data.

According to the author [3] the correct use of the interface and the exact generation
of metadata, are the key considerations to follow around the process of optimal data
preservation (Fig. 4.2).

TOGAF + ADM + PRIST (4.1)

Formula Open Group Architectural Framework (TOGAF) + Architectural Devel-
opment Method (ADM) [7] + Privacy, Rights, Integrity, Security and Trust (PRIST
model) [5].

Fig. 4.2 Application of the requirements cycle [7]
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4.5 Evaluation of Preservation and Planning Procedure

Nowadays Electronic publications, and a collection of multimedia art are the prin-
cipal issues that need to preserve their data holdings, simulation models, or studies
over time. The other matters that we have to consider is the legal constraints, to guar-
antee the accessibility and usability over time. Moreover the Digital Preservation is
considering as a research discipline.

The two methods related in this study is: migration and emulation. There are often
hold very valuable data in complex structures.

Migration is the method of repeated conversion of files or objects. Emulation
denotes the duplication of the functionality of systems, be it software, hardware
parts, or legacy computer systems as a whole, needed to display, access, or edit
a certain document [9].

The integration of inhomogeneous criteria sets is used to evaluate different strate-
gies. For example web archive collections, collections of scientific publications, and
electronic multimedia art. The collaborative research program is funding research in
different aspects of digital preservation, including collection practices, risk analyses,
legal and policy issues, and technology. In Europe two new research projects. Sci-
entific information is born-digital or only available in digital form. At the moment
libraries, archive and scientific institutions are primarily dealing with the challenge
of long term preservation [9].

The Reference Model for an Open Archival Information System (OAIS) was
published 2002 by the Consultative Committee for Space Data Systems (CCSDS).
ISO 14721:2003 defines an OAIS as “an archive, consisting of an organization of
people and systems, that has accepted the responsibility to preserve information and
make it available for a Designated Community” [9].

The OAIS model further provides a framework for describing and comparing
different long term preservation strategies and techniques. Submission Information
Package (SIP) Archival Information Package (AIP) Ingest also extracts descriptive
information from the AIPs and coordinates updates to Archival Storage and Data
Management Access functions include access control, request coordination, response
generation in the form of Dissemination Information Packages (DIPs) and delivery of
the responses to consumers. The development of preservation strategies and standards
as well as packaging designs and plans (Fig. 4.3).

The facility to integrated into existing archival environments is one of the advan-
tages of this process.

The Preservation Planning is a crucial decision process, depending on both object
characteristics as well as institutional requirements. One of the methods used is the
Utility Analysis approach developed at the Vienna University of Technology and the
Dutch testbed designed by the National Archive of the Netherlands.

Two web archives, one coming from a library context, the other one from an archiv-
ing institution, two collections of electronic publications with scientific provenance,
coming from three European national libraries and a large collection of born-digital
multimedia art [9].
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Fig. 4.3 Functional entities of the OAIS reference model [9]

The main idea of this research is related the management of heritage. It could be
useful as a cultural case study related directly in terms of preservation. It exposes
the experimental methodology and a valid analysis of the results. The reliability and
accuracy of data are very strategic points in this article because the knowledge base
is wide and complete.

On the other hand is important to differentiate the terms data, information, knowl-
edge and knowledge management is almost as large as a number of authors contribut-
ing to the field. “Data is a set of discrete, objective facts”. “Information is data that
has been organized or given structure that is, placed in context and thus endowed with
meaning”. “Knowledge is information combined with experience, context, interpre-
tation and reflection that is ready to apply to decisions and actions” [8].

4.5.1 Analysis of Capability Maturity Model (CMM)

The CMM measures and manages the improvement in software development
processes. Preservation as a process with the heritage follow these steps. There are
several levels:

Level 1—Initial, Level 2—Repeatable, Level 3—Defined, Level 4—Managed,
Level 5—Optimizing

According to the methods and modelling, there are general approaches that give
us the decision making maturity in different level as it shows in the figure below
(Figs. 4.4 and 4.5).
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Fig. 4.4 The capability maturity model [8]

Fig. 4.5 General approaches
to handling and presenting
knowledge [8]

4.5.2 Heritage and Digital Data Preservation Framework

There seems to be a gap in tradition approaches to digital data preservation and
planning procedures, as these methods do not integrate digital data preservation with
aspects of data heritage which can be in anyway useful. In order to mitigate lim-
itations of processes that use solely data preservation mechanisms, an integrated
framework for digital data heritage and preservation is proposed. This new frame-
work offers a consolidated and systematic approach for redesigning how digital data
is managed in business enterprises. The methodology involves several process activ-
ities and adopts classical Design Patterns for digital data preservation and heritage.
Among key activities are: Preparation for re-engineering, Mapping and analysing
as-as processes, Designing to-be process, Implementation re-engineered process,
Continuous improvement. Among many Design Patterns were found particularly
suitable for the method the following:

• Creational Patterns (Prototype and Singleton)
• Structural Patterns (Adapter, Composite and Proxy) and
• Behavioral Patterns (Visitor and State Machine)
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4.5.3 Modelling Heritage and Data Preservation

The new framework’s principal components are represented in 5 + 2 dimensional
model. That combines 5 dimensions of: Privacy, Rights, Integrity, Security, Trust that
are denoted as PRIST [5] and two additional Cognitive (Authenticity) and Physical
(Access) dimensions denoted as CP.

The new model formulas can be expressed as follows:

MA + MB = 7PC (4.2)

PRIST + CP = DiADM(DIGITAL_AGE_DATA_MODEL) (4.3)

There are three dimensions for the Preservation such as:
Cognitive Dimension: Higher-level knowledge, meaning, situation, understand-

ability, context, interpretability, cataloguing (Fig. 4.6).
Physical Dimension: Access control, Historical Retrieval, Digital Rights Man-

agement, extraction, interface, storage.
Processes: Techniques, Approach.
When representing data in Privacy, Rights, Integrity, Security and Trust dimen-

sions, the proposed model needs to contextualize the interpretation, conservation and
preservation of the natural and cultural heritage of the real world artifacts.

Thus, the model needs to incorporate physical and cognitive dimensions to form
a unified model we can be called the Digital Age of Data Model or simply DiADM.

Fig. 4.6 Rational
economic model
of decisionmaking [8]
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During the evaluation of the approach the following question need to be addressed
to ensure positive outcomes:

1. How is this material to be kept for the future?
2. Does making it accessible involve risks for the right to privacy?
3. Are we going to treat it as heritage?
4. It is possible to encoded contextualization of information to preserve originality?
5. Can all dimensions in this model keep and preserve information without damag-

ing it?

In order to validate the proposed framework, the next step is to generate DiADM
model in context, obtain concrete results and evaluate the techniques. The DiADM
contextualization will depend on the case studies scenarios.

4.6 Evaluation Methods

Based on the exposed statements, the basic techniques are related with genetic and
biological cases of study. The relationship between these terms is given for the
behaviour and the treatment of data. There are examples referenced by known authors.
The sustainability of the preservation of the information give us the discussion about
the appropriate resources infrastructure.

Research by Chandras [4] explains the relationship between the terms for preser-
vation and genetics. Nowadays Biological databases are useful for determining
the interaction of biological molecules and process. The financial issues known
as the important matters for evaluation of the preservation patterns is useful for
testing the methodology presented. The web data concept and the use of data ware-
house are the principal tendency for the management of information. The behaviour
of BRC Biological Resource Center reflects the best approximation of the concepts.
In the context of the studies of the maintaining Data Records [11]. “An operational
climate data service must ensure that all climate data are preserved and made avail-
able to users. In addition to the climate data; metadata; production software source
code; documentation on the data, metadata and data formats; calibration/validation
information; and QA information will also be archived. Regular backup of data and
the capability to migrate any or all of this information to new media are also impor-
tant.” The challenges are specialized for deciding to manage the data sets that have
to be measured. The activity to generate information and in different types and also
integrate the quality for the three dimensions impact.

Based on the weighting factors use of data sets and resources decisions are very
important. Research related with the evaluation of a given data set is based upon inputs
from three components: the Maturity Matrix, Data Set Activity levels, and Stake-
holder Input. The experience related with infrastructure is one of the possibilities to
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adopt new kinds of the aggregation of the contents like a case of study of Libraries.
The mature Matrix Criteria has the specific considerations given by the term Preser-
vation. According to the author the management of the information is divided in three
parts of the Data Set Evaluation Criteria: Science Maturity, Preservation Maturity
and Social Impact. The other example is the Safety Net for Scientific Data. There
are proposal of how the society and the researches in this case can preserve the
information based on Data Archiving Polices Molecular Ecology. This technique is
after the study of the basic information and how the databases have to be managed.
The considerations with the DNA based microarray technology [1] are given by the
treatment of the structured or not structured information.

The schema of XML and how it could be standardized the information is based
on the two basic techniques: migration and emulation. This alternative could deter-
mine the reliability of the generalized framework and also affect the methodology a
patterns that the researching have to establish as a result of the study. The analysis
of the sequences of the different behaviours biological and genetic mixes and sum-
marizes the terms as knowledge management and DNA. Otherwise, the patterns are
related with this terminology. On the other hand using the Open Group Architectural
Framework (TOGAF) [7] the research should base the central part in developing
of Standardised Framework. For example Cloud Computing and Service Oriented
Architecture (SOA) based on Web services technology designed to assist cultural
heritage institutions in the implementation of migration based preservation interven-
tions. SOA delivers a recommendation service and a method to carry out complex
format migrations. The recommendation service is supported by three evaluation
components that assess the quality of every migration intervention in terms of its
performance (Migration Broker), suitability of involved formats (Format Evaluator)
and data loss (Object Evaluator). The proposed system has to be able to produce
preservation metadata can be used by any enterprise in the Society for document-
ing preservation interventions and retain objects authenticity. Although it can also
be used for other purposes such as comparing file formats or evaluating the perfor-
mance of conversion applications the best of this technique is Collecting Data for
having only one parameter. Metadata conceptualization plays an important role in
preservation of digital heritage and archives in the digital objects. The quality as
one of the principal issue should be considered like a summary of good authenticity
and good reliability. However, as digital objects evolve over time, their associated
metadata evolves a consistency issue. Since various functionalities of applications
containing digital objects (e.g., digital library, public image repository) are based on
metadata, evolving metadata directly affects the quality of such applications. Mod-
ern data applications are often large scale (having millions of digital objects) and are
constructed by software agents.
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4.7 Conclusion

The Framework, Methodology and Architecture are the principal parts that study
explains. The digital age of the data is the initiative to standardise the solution for
preserve information. The consolidation of data means to have accessibility and
understanding of the information during the recovering cycle. It could be the next
step of the study, as the validation of the results and method to find information.

The case studies with the genetic and biological references are useful for the
conclusion in behaviour of the information. The relationship between many types of
data is not relevant when the study is the access of the information. The process of
Collecting Data is strategic and should determine the way that it has to be managed,
classified and treated.

Preservation patterns are the final stepto consider to reach the standardization of
the data. Across the theories, the technology should be oriented on the time that they
are implemented.

Data must be securely stored and freely available to the research community
depends on the context.

Long term sustainability requires adequate and reliable sources of finding data to
preserve. The academic-commercial partnership may appear to have potential should
corporations become involved in this collaborative effort. To prolonge financial sus-
tainability is vital for data preservation and development of this kind of model.
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Chapter 24
Bio-informatics with Genetic Steganography
Technique

Raniyah Wazirali and Zenon Chaczko

Abstract Biological systems have been a rich source of stimulation for computer
security specialists. A wide number of approaches have been proposed over the
last decade for encoding data using deoxyribonucleic acid (DNA), giving rise to
the developing area of DNA data hiding. In this work, a new data hiding technique
based upon DNA characteristic have been developed. DNA matrix has been used
to represent the secret message. After that DNA matrix converted to QR (Quick
Response) representation that offers a broad scope of practical usage. In addition,
the paper provides an idea of choosing the optimal locations of the QR in order to
obtain rightmost position. A new system based on the genetic algorithm has been
developed. Finally, we embed the QR codes into the the most appropriate location
by applying the Haar Wavelet technique on the resulting DNA signals and LSB with
assist of the GA in order to reduce the error between the cover image and the stego
image. Experimental results have presented a high PSNR which indicate a high level
of quality in stego image with high capacity.

24.1 Introduction

For many years, computer security professionals have been intrigued by biological
systems. Many Biological systems in the past have been a great source of inspira-
tion for many computer professionals all over the world [13]. Therefore, over the
previous decade, a number of strategies have been proposed concerning the use of
deoxyribo-nucleic acid (DNA) in encoding information. This has led to an emerg-
ing field known as DNA data embedding [8]. In this field, data hiding is based upon
DNA characteris-tics of a particular individual. Therefore, the secret message is
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represented by the DNA matrix. Furthermore, conversion of the DNA matrix into
Quick Response (QR) opens the door to a variety of practical applications. When
biologists discovered the structure of DNA, they started to change their perspective
regarding information sci-ence. This is because it became apparent that informa-
tion processing could be used not only to process, but also to represent and under-
stand structures, activities and distribution of living organisms [16]. This has also led
to many changes in the field of computer science. Some of these changes include
DNA-based cryptography, molecu-lar DNA computing and DNA Steganography.
Steganography has been described as the science of developing hidden messages
within harmless messages or carriers [14]. Carriers could be videos, sound tracks,
images and DNA. Data hiding within the DNA is based on its apparent randomness.
Furthermore, it’s tremendous storage capability as well as the ability to synthesize
sequences in whatever length makes it the best medium of hiding data. This pa-
per discusses some of the approaches used in DNA Steganography. Furthermore,
the paper proposes to find the most appropriate positions on the spatial domain
and frequency domain that provide slightest statistic features disruption on the spa-
tial domain and frequency domain. Based on Genetic Algorithm (GA), GA affords
a technique for hiding QR in the rightmost location which assurance minimum dis-
turbance on the cover images. Figure 24.1 shows the flowchart for the proposed
method.

24.2 Relared Works

The first successful DNA based hiding technique utilizes microdots similar to the
ones used during the World War II. Furthermore, an encryption algorithm has al-
ready been developed. This algorithm uses a plaintext binary encoded message and
mixes it with dummy strands in order to achieve information hiding founded on
DNA binary sequences [12]. The other approach is a reversible scheme for infor-
mation hiding that utilizes reversible contrast technology. The approach that will be
discussed in detail, in this paper is the DNA QR technique. This data hiding method
utilizes a steganography algorithm that hides DNA encrypted secret messages within
QR codes that are then randomized and finally embedded within a common im-
age [10] as shown in Figure 24.1. QR codes are two dimensional matrix barcodes
useful in encoding information. Compared to regular barcodes, QR codes are more
common because they offer a higher storage capacity. DNA QR combines a strong
DNA encryption algorithm with a two-stage data hiding technique making the whole
process very hard to break [19].
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Fig. 24.1 Flowchart of the Proposed Method of DNA with QR Code

24.2.1 DNA Encryption

DNA encryption is an information hiding techniques inspired by the micro-dots
technique used during World War II. Through this technique, scientists are able to
produce artificial DNA strands containing secret messages [1, 15]. Table 24.1 dis-
plays a triplet that is used in encoding individual characters or numbers. DNA en-
cryption utilizes a simple substitution algorithm that encodes individual char-acters
into DNA sequences through Eq. 24.1 where the decoding through Eq. 24.2.

Encoding : X −→ Y (24.1)

X ∈ [A,B, . . . ,Z,1,2, . . . ,0,”.”,”,”,”;”,” : ”]

Y ∈ [xyz : : x,y,z ∈ [A,C,G,T ]]

The function used for decoding is:

Decoding : Y −→ X (24.2)

Table 24.1 Triplet Character Encoding Rule

Character = Triplet

1 = ACC A = CGA K = AGG U = CTG
2 = TAG B = CCA L = TGC V = CCT
3 = GCA C = GTT M = TCC W = CCG
4 = GAG D = TTG N = TCT X = CTA
5 = AGA E = GGC O = GGA Y = AAA
6 = TTA F = GGT P = GTG Z = CTT
7 = ACA G = TTT Q = ACC = ATA
8 = AGG H = CGC R = TCA , = TCG
9 = GCG I = ATG S = ACG . = GAT
0 = ACT J = AGT T = TTC : = GCT
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24.3 Polynomial Representation of DNA Matrix

In the following sections, DNA sequences are represented as a two-dimensional
signal images using matrices. After that, a sparse polynomial representation of the
DNA is considered. Lastly, these formulations will be discussed as QR formats.
Firstly, various scholars note that the best way of storing information is through the
use of QR images instead of DNA sequences, this is because the resulting database
is not only compact but is also easier to traverse when performing searches. How-
ever, apart from QR code, DNA sequence can also be represented in the form of
a matrix consisting of four rows. Each row represents the presence of a DNA base,
be it T, G, C or A. For instance, a DNA sequence with five rows and a base of
TCCGATAACGACT is represented as follows in Eq. 24.3:

A
C
G
T

=

0 0 0 0 1 0 1 1 0 0 1 0 0
0 1 1 0 0 0 0 0 1 0 0 1 0
0 0 0 1 0 0 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0 0 0 0 0 1

(24.3)

In the above matrix, the first row is a representation of occurrence of molecule A
in the DNA sequence. The other rows represent molecules C, G, and T, therefore,
the matrix can be visually represented using dots signifying occurrence of digit one
and blanks signifying occurrence of digit zero. Secondly, DNA encryption involves
the development of sparse polynomials [6]. Actually, the DNA matrix represented
above is a sparse matrix made up of four sparse vectors in each one of the bases (base
A, base C, base G and base T). Therefore, row vectors can be utilized to create four
sparse polynomials using formula 24.4:

p9x0 =
n

∑
i=1

aix
i (24.4)

In the above case, ai represents {0, 1}, whereas n represents Genome length.
Therefore, the previously documented matrix results in Eqs. 24.5–24.8 sparse poly-
nomials:

PA = X5 +X7 +X8 +X11 (24.5)

PC = X2 +X3 +X9 +X12 (24.6)

PG = X4 +X10 (24.7)

PC = X1 +X6 +X13 (24.8)

Therefore, the power of each of the terms can be stored within each polynomial
in-stead of storing the whole sequence. The following are the resulting Eqs. 24.9–
24.12:
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PA = (5,7,8,11) (24.9)

PC = (2,3,9,12) (24.10)

PG = (4,10) (24.11)

PT = (1,6,13) (24.12)

DNA sequences have millions of bases. Therefore, trying to represent each one
of the bases becomes impossible. What DNA encryption does is that it only stores
sparse polynomial numbers made up of very big numbers. The number of storage
bits re-quired is reduced by storing only the difference between powers. This is
a common practice in lossless data compression . Therefore, when this technique is
applied to the discussed DNA string, the following equations are obtained:

PdA = (5,2,1,3) (24.13)

PdC = (2,1,6,3) (24.14)

PdG = (4,6) (24.15)

PdT = (1,5,7) (24.16)

When multiples of the lengths of the DNA string are augmented with the
four polynomials above forming one polynomial, the following is the result show
in 24.17.

P = (5,12,20,31,33,36,45,57,61,71,72,78,91) (24.17)

Finally, the difference sparse polynomial is given by the following Eq. 24.18:

pd = (5,2,1,3,2,1,6,3,4,6,1,5,7) (24.18)

This last vector occupies only 52 bits compared to the original vectors that occu-
pied 104 bits. This is a compression ratio of a half. Therefore, representing DNA se-
quences with sparse polynomials reduces the amount of time consumed traversing
the database. This is because each sequence in the database will be stored in the
form of four sparse polynomials. These are PdT, PdG, PdC and PdA. At the same
time, query sequences will also be represented as four sparse polynomials. These
will include PdqT, PdqG, PdqC and PdqA. Hamming distance between all adjacent
vectors (hT, hG, hC, hA) are determined with the following equation:

H = hA +hC +hG+hT (24.19)

Page:343 job:editor macro:svmult.cls date/time:16-Oct-2014/18:30



344 Raniyah Wazirali and Zenon Chaczko

This reveals that the vector having the least hamming distance of (H) will be the
closest to the desired query sequence.

24.4 QR Format Design

A QR code is a two dimensional code or a visual matrix code that can be read by
Smartphone cameras or QR code readers. These codes are made up of black modules
arranged in such a way that they assume a square pattern upon a white background.
The encoded information could be a URL, embedded text or any other type of data.
Figure 24.2 is an example of a commercial QR code.

Fig. 24.2 QR Code

24.5 GA to Find the Rightmost Position

The genetic algorithm (GA) is a search and optimization approach founded on the
doctrines of natural selection and genetics and. It enables population involving may
people to evolve under itemized selection rubrics to a state which makes the most
of the “fitness” while minimizing the cost function. The technique was advanced by
John Holland in 1975 [7]. The genetic algorithm begins with no information of the
exact solution and based totally on replies from its progress operators such as repro-
duction, crossover and mutation to get the most suitable solution. By beginning at
some independent ideas and examining in parallel, the GA approach prevents local
minima and meets to achieve optimal solutions. Therefore, GAs have been used to
be accomplished of finding high performance ranges in multifarious domains with-
out suffering the challenges related with high dimensionality, as may happen with
rise decent techniques or approaches that trust on imitative information [7, 18].
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24.5.1 Process of Concealing the QR

After producing the Qr code, the GA will search for the rightmost position to em-
bed this QR code with minimum destortion. The GA will help in reduce the error
between the cover image and the stego image. The process of finding the best place
to embed the QR code as follow [17].

1. Creating a random population of chromosomes; each chromosomes with length
equal to the size of the produced QR code

2. Assessing the objective (fitness) function; The evaluation of the given function
hinges on the PSRN criterion, which is sup-posed to reach its minimal value
for the process to have any meaningful results. PSRN, or Peak Signal to Noise
Ratio, being the criterion as the foundation for the fitness function, it is tradi-
tionally defined with the help of the functions (24.20, 24.21):

PSNR = 10× log10
Max2

MSE
(24.20)

MSE =
1

m×n

m

∑
i−1

n

∑
j−

(Ai j−Bi j)
2 (24.21)

The Peak Signal to Noise Ratio PSNR value is considered to be the fitness func-
tion. Any value under 30 dB of PSNR values indicate low quality (i.e., distortion
caused by embedding is high). A high and acceptable quality stego image should
strive PSNR value of 40 dB, or greater [5]. The higher PSNR value means the mini-
mum changes and the higher quality. The score matrix will evaluate the changes of
the cover image for each block.

3. Repeating the steps a–c until the new population is made:

a. Choosing a pair of chromosomes (probability increasing together with the func-
tion of fitness);

b. Forming two new strings with a crossover of chromosomes;
c. Mutating the newly obtained chromosomes and plant the new strings in-to the

population.

4. Swapping the new and the previous population;
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5. As long as the optimum solution can be provided by correcting the value of error
with the amount of generations or the maximum amount of generations is attained
before it ceased to grow at the point where it serves as the location of the best
chromosome, the experiment can be considered successful.

24.6 Embedding DNA QR in images using DWT and LSB

24.6.0.1 Least Significant Bit Substitution

Two different methods can be used in the creation of QR codes and embedding infor-
mation within them. The first method is known as LSB. According to various schol-
ars, Least Significant Bit (LSB) substitution is the most commonly used Steganog-
raphy technique. Presented with any image, LSB can replace least sig-nificant bits
of every byte with bits from the hidden message. For a gray-level image, every pixel
is made up of 8 bits. Since one pixel is capable of displaying 28 varia-tions, these
translate to 256 variations. The main idea behind LSB substitution is embedding
confidential data starting from the rightmost bits so that the procedure of embed-
ding the data does not greatly affect original pixel value. Rightmost bits have the
smallest weight. LSB can be represented mathematically using the Eq. 24.22

x
′

i = xi− ximod2k +mi (24.22)

In the equation (22), x
′

i stands for the stego-image’s ith pixel value, xi stands for
the ith pixel value of the original image, whereas mi stands for the decimal value be-
longing to the ith block in the confidential data. K stands for the number of LSB that
will be substituted. In the extraction process, k-rightmost bits are copied directly.
The extraction message can be represented using the Eq. 24.23. Figure 24.3 shows
an example of the LSB method.

mi = x
′

imod2k (24.23)

24.6.0.2 Discrte Wavelet Transform

The second method of embedding secret message is DWT. This paper utilizes the
Haar-DWT frequency domain transform technique [4, 9]. Any 2-dimensional Haar-
DWT is made up of two operations. These are the horizontal and vertical operations.
This section discusses procedures involved in manipulation of 2-dimentional Haar-
DWT. Firstly; pixels are scanned from left to right along a horizontal axis. After this,
subtraction and addition operations are performed on neighboring pixels. Sums are
stored to the left, whereas differences are stored to the right [11]. This is represented
in Fig. 24.3. This is repeated until all rows are completed. Pixel sums stand for low
frequency sections of the initial image. They are symbolized by ‘L’. Pixel differ-
ences symbolize high frequency parts on the initial image. They are represented by
‘H’.
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Fig. 24.3 Vertical Operation

Secondly, pixels are scanned from top to bottom along a vertical axis. Addition
and subtraction operations are performed on neighboring pixels with sums being
stored on top and differences at the bottom as shown in Fig. 24.4. This process is
repeated until all columns are completed. Lastly, four sub-bands denoted as HH, LH,
HL, and LL will be obtained. The LL sub-band represents low frequency portion. It
looks quite similar to the initial image.

Fig. 24.4 Horizantal Operation

24.7 Performance Analysis

24.7.1 Hiding Capacity

The payload delivered by a steganographic technique illustrates maximum hiding
capability of this algorithm. This means that the total number of bits that is capa-
ble of being embedded in a cover media is put into consideration. Since this paper
is dealing with DNA media, the hiding capacity of the steganographic technique is
measured in terms of bits per nucleotide (bpn) [3]. Assuming that total length of the
DNA sequence referenced in this paper is —S— reflecting all nucleotides making
up its sequence, then the DNA encryption algorithm substitutes each pair of mes-
sage bases with another pair of bases. This means that any DNA sequence can hide
a secret message as long as the length of its sequence [3]. This is because two bits
of binary message (M) can be carried by a single nucleotide. Therefore, the algo-
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rithm’s full payload can be expressed in terms of message size in bits. This fact is
represented by the following equation:

Capacity =
β

γ
(24.24)

Where β is the size of message in bits and γ is the size of cover in bases.

24.7.2 Visual Quality of the Stego-image

The fastest way of determining visual quality of a digital image is using perception
of the human eye. Even though this criterion is effective, results usually differ from
one individual to the other. An objective analysis of a digital image can be obtained
using a parameter known as Peak Signal to Noise Ratio (PSNR). It is defined using
equation (20 and 21).

In order to calculate PSNR, the dB value must be adopted facilitating quality
judgment. The larger value of PSNR the greater the image quality. However, this
means that there is little difference between the stego-image and the cover image.
Conversely, a smaller PSNR value suggests that the level of distortion between the
stego-image and the cover image is high. Due to the use of the GA technique, GA
supports to find optimal location to embed the resulted QR code which aim to ensure
minimum changes in the cover images.

24.7.3 Robustness Against Attacks

What makes DNA Steganography a robust method of data encoding is that four ele-
ments are required in order to crack or determine the secret message. These include
the embedding technique, DNA matrix, DNA sequence and break QR code [2]. The
Genetic Algorithm provide another layer of security due to the embedding the QR
code in un-expected place. The QR code will be embedded in the noisiest location
which will make it very strong against the visual attack.

24.8 Experimental Results

Experimental results of the proposed method are presented and discussed in this
section. The program was written in Matlab with ZXing library for QR encoding.
The images verified in our experiment are all 8-bit images with size 512×512. Fig-
ure 24.5 shows the original image of the Lenna.jpg. Figure 24.7 shown the stero
image in different situations. Figure 24.6a show the image that have been encoded
by DNA and QR code and embedded by LSB. Figure 24.6b show the image that
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have been encoded by DNA and QR code and embedded by DWT. Evaluation has
been done to compare the result of the DNA encryption without QR code to evalu-
ate the quality and the have been shown in Figs. 24.6c and 24.6d. The Performance
analysis has been explained in Section 24.7.

Table 24.2 The result of PSNR and MSE for Lenna
DNA with QR Method DNA without QR Method

LSB DWT LSB DWT
PSNR 66.639 701.8532 57.7745 60.9113
MSE 0.0141 0.0053 0.1086 00527

Table 24.3 The result of PSNR for the method in different images

DNA with QR Method

PSNR (LSB) PSNR(DWT)
Lenna 66.639 70.853

Peppers 65.854 69.325
Baboon 65.584 68.554
Airplane 65.425 68.521
Barbara 64.985 66.344

Fig. 24.5 The original Lenna image

24.9 Conclusion

In conclusion, this paper presents a method that guarantees safety of information
as it traverses from one person to another. The main idea behind Steganography
is safe and secure data. Therefore, hiding DNA sequences within QR codes offers
more practical advantages compared to simply hiding the sequences. Furthermore,
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a b

c                                 d

Fig. 24.6 a) DNA and QR code with LSB, b) DNA and QR code with DWT, c) DNA encoding
without QR in LSB, d) DNA encoding without QR in DWT

the Steganography algorithm is flexible and can be done through DWT of LSB.
DNA-QR can be applied on e-banking. Other methods like cryptography can be
used together with DNA-QR in order to add another layer of security to secure in-
formation ex-change. For instance, when cryptography is incorporated, information
is first coded before being taken through DNA Steganography. At the same time,
other forms of media like music or videos can be used together with Steganography
in order to offer well-secured data. Therefore, Steganography is a valid method that
offers a credible and well-secured data.

Experiments have been done with assist of the GA to find the optimal locations
of the metadata in order to obtain rightmost position. A new system based on the
genetic algorithm has been developed. A few images have been tested using various
size of text to be concealed. The stego images do not have any noticeable distortion
on it that can be realized by the naked eyes. The PSNR value is consider as a fitness
function for the proposed method. The proposed method has a high value of the
PSNR value which indicates high quality of the stego images.
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a b c

Fig. 24.7 Different varaitey of the proposed method in LSB and DWT: a) the original image, b)
the result of DNA with QR coding in LSB method, and c) the result of DNA with QR code in DWT
method
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Abstract—This project focuses on heritage concepts and their
importance in every evolving and changing Digital Era where
system solutions have to be sustainable, efficient and suitable
to the basic needs. The prototype has to cover the principal
requirements for the case studies. How to preserve the sociological
ideas of dances in Ecuador like “La Bomba” is the best example
and challenge to preserve the intangible data. The same idea is
applicable with books and music. The History and how to keep
it, is the principal mission of Heritage Preservation.

The dance of La Bomba is rooted on a specific movement
system whose main part is the sideward hip movement. La
Bomba´s movement system is the surface manifestation of a
whole system of knowledge whose principal characteristics are
the historical relation of Choteños with their land and their
families.

I. INTRODUCTION

Ecuador is a country located in the northwest part of

South America with about fifteen million inhabitants. In

the 2010 Ecuadorian census, mestizos were recognized

as the majority (71.9%), followed by indigenous (8%)

and Afrodescendant-Ecuadorians or Afroecuadorians (7.2%)

(INEC, 2010). Mestizo-Ecuadorians occupy the highest social

and economical status while Afroecuadorians rank as the

lowest [11]. In the sixteenth century, the Jesuits, a Roman

Catholic order of priests, first introduced African slaves in

massive numbers to a valley located in the northeast part

of the Ecuadorian territory known as Chota. From that time

until the present, almost all of the inhabitants of Chota

Valley have been Afrodescendants. Currently, Chota Valley

is a rural area of approximately 80 km. It is composed of

thirty-eight villages with about 25,000 residents representing

approximately 2% of the Ecuadorian population. Is in this area

where the dance named La Bomba was originated. La Bomba

has been performed by Choteños since its origin approximately

during the 16th century until the present period for reasons that

La Bomba regenerates or revitalizes in Choteños a feeling

of being “essentially us”. The deeply felt sense of an “us”

or of “being Choteño” is possible because the movement

system of La Bomba is meant to provoke specific interactions

rooted in a Choteño system of knowledge that has historically

existed since the 16th century. Therefore, the permanence of

the dance of La Bomba works as an indicator of the vitality and

continued presence of a Choteño approach to “being Choteño”

in Ecuador.

Is in this area where the dance named La Bomba was

originated. La Bomba has been performed by Choteños since

its origin approximately during the 16th century until the

present period for reasons that La Bomba regenerates or

revitalizes in Choteños a feeling of being “essentially us”.

The deeply felt sense of an “us” or of “being Choteño” is

possible because the movement system of La Bomba is meant

to provoke specific interactions rooted in a Choteño system of

knowledge that has historically existed since the 16th century.

Therefore, the permanence of the dance of La Bomba works

as an indicator of the vitality and continued presence of a

Choteño approach to “being Choteño” in Ecuador.

1. BACKGROUND INFORMATION

A. Definition of La Bomba

Although hundreds of Africans were victims of the op-

pressive slavery system, since their arrival in Ecuador (16th

century), they were also active agents of adapting to their

new reality. For instance, enslaved people re-established their

communities and reformulated their way of living through

the creation of new cultural practices such as La Bomba. La

Bomba can be defined as a creative expression generated by

enslaved Africans in Ecuador –Choteños- and executed by

them from enslavement up until the present day. The main

characteristic of La Bomba is that it is always performed as a

shared experience, this meaning, while executing La Bomba,

Choteños are in constant interaction among each other. The

shared experience of La Bomba is based on the historical

formation of groups of solidarity on which a communal struc-

ture and emotional bonds based on reciprocity are generated

through a gathering spirit that highlights their own way of

interacting among each other.

B. Origin of La Bomba

There is no exact date for the origin of La Bomba. Although

the first written description of a performance of La Bomba in

Chota was done by Hassaurek (1868), other authors [1], [2],

[3] affirm that La Bomba originated in Chota Valley much

earlier, sometime at the beginning of the Ecuadorian slavery



Fig. 1. Map of ethnic groups of Ecuador.

period (16th century). Hassaurek describes an Afro-Choteño

performance called Bundi. This description is considered the

first description of La Bomba since the author does mention

the presence of a drum called La Bomba. Also, although the

dance described – Bundi - does not appear to be the dance

of La Bomba as it is performed in present days, neither has

the name of La Bomba, it does have similarities. A special

feature in the performance of La Bomba in Chota observed

at the present and highlighted by Hassaurek in 1868, is the

inseparable character of the dance, the music and the drum.

Regarding the origin of the name Bomba, in documents of

the 18th century of Popayán, Colombia (country located next

to Ecuador), Gutierrez (1971 in Valarezo, 2010) located slaves

with a name that includes “Bomba”. Gutierrez mentions the

most remarkable case, a slave whose name was “José Bomba

Arará,” José of Spanish origin and Arará from a village near

Dahomey . Valarezo (2010) suggests that the name Bomba

could refer to a specific place within the village of Arará.

There is another hypothesis for the origin of the name Bomba

posited [4] In the Spanish language, bomba refers to a circle.

The author relates the dance’s name with the formation that

dancers sometimes make, a circle, while dancing La Bomba.

This version was also mentioned by Espinoza (2010) during

a public conference. However, Bueno (1991) points out that

if [4] is correct in his hypothesis, then a number of dances

in Ecuador would also be named Bomba since many other

dances are also performed in circles.

Map of ethnic groups of Ecuador. The numbers in red

(29-34) show the peripheral geographic location of Afroe-

cuadorians. With the exception of Nº32 on which the strong

Afroecuadorian presence in the province of Pichincha is

showed. Within Pichincha, Afroecuadorians live in peripheral

and almost exclusive Afroecuadorian neighborhoods.

In the performance of La Bomba in Chota, two sideward

hip movements are executed on each side. 1) from the center,

the hip jut out to the side (e.g. right), 2) the hip returns to the

center, 3) the hip jut out again toward the same direction as 1

(e.g. right), 4) the hip return to the center, 5) the hip jut out

Fig. 2. La Bomba Movements, Design Veronica Lopez [1]

Fig. 3. Slave ship

to the opposite side than 1 (e.g. left), 6) the hip returns to the

center, 7) the hip jut out again toward the same direction as 5

(e.g. left) and 8) the hip return to the center. Design: Verónica

López.

Slave ship. Cut of the boat that transported slaves in fetal

position. Marta Goldberg Archives.[12][12]

C. The movement system of La Bomba

i. Moving the hips: Currently, the principal movement of

the dance of La Bomba is a sideward hip movement. Choteño

sideward hip movement is essential in the performance of La

Bomba in Chota as can be observed in one of the lyrics of

a song of La Bomba, “The chicha (fermented beverage) and

the alcohol don’t have anise, shake it shake it little plant of

chili, as women shake it around here” (Coba, 1980; Costales &

Peñaherrera, 1959; Hernández, 2005, 2010). While executing

the sideward hip movement, the hip follows the percussive

rhythm of the music of La Bomba.

D. The knowledge system of La Bomba

i. The hip in La Bomba: A dancer’s ability to move her

or his hip as taught by the elders is considered a virtue

among Choteños. For Choteños, hip are important as one of

the most attractive body parts of males and females [4]. For

instance, one of the virtues of a female Choteño is her ability to

move her hip sideward with elegance, not just while dancing,

but also while walking. “The way of walking is one of the

characteristics of Choteños. They move their hips more than

others” (L. Bolaños, personal communication, July, 2011). The

ability to move the hip is intensified and more visible during

the performance of La Bomba because this implies not only

the ability to move the hip but also to have rhythm [5]



The central role of the hip movements in the performance

of La Bomba is essential because these movements are a way

that Choteños relate among each other. This becomes clear in

one of the oldest descriptions of La Bomba in Chota written by

Costales and Peñaherrera [5]. These authors describe in detail

the Bottle dance, a dance highlighting the hip movement and

the relation among participants in La Bomba.

In this description, the role of the dancer’s hip movement

as a way to relate among participants can be noticed. “Her

hip begin to vibrate while chasing the black man. . . the black

man avoids the hip shove...” ( p. 192). Also, the hip movements

serve as a way to gain the attention of participants “. . . lets see,

who is the black man who can put up with me. . . ! Slowly. . . the

folds of the red skirt begin to shake. . . people break out of

laughter and happiness. . . while Doña Custodia, putting her

arms on her hip, makes a complete turn” ([5], p. 192).

ii. La Bomba as a space of freedom and creativity: La

Bomba performed in Chota Valley represents a Choteño space

of freedom and creativity (Peters, 2004). This sense of freedom

and creativity while dancing La Bomba among Choteños

appears to be historical as expressed through a song of La

Bomba compiled by Chalá (2006), “Enough of cutting cane,

freedom has arrived, freedom for the blacks, lets go to bombear

[the action of performing La Bomba] ” (p. 177).

I feel that there is a moment that just exists when we dance

Bomba, not other rhythms that are also played in Chota. In

that moment, what we do is just not rational. I remember once,

it was the last day of the year. I had to work in Quito until

the night. I just took the bus and arrived in Juncal [a village

of Chota] at around three in the morning. When I saw how

Choteños were dancing La Bomba, I just thought, these guys

are crazy; it’s not normal what they are doing. I was witnessing

the best part of the party. The pure Choteños party. That is

what I love about Chota. When they dance they are free. They

don’t measure anything, they don’t calculate. It’s just giving

everything. The energy that they use when they dance, they

just use all the energy they have.

Since slavery period, the performance of La Bomba in

Chota is sometimes executed in an intimate environment, on

which Choteños feel more the sense of freedom while dancing.

The sense of generating an intimate environment to perform

La Bomba was much stronger in previous generations than

nowadays.

iii. La Bomba in Chota as a shared experience: The tight
relation of Choteños with their land and their families:
Bouisson (1997) names two principles that were imposed by

the Jesuits and that would serve as a future reference for

Choteños, to not split the members of each family and to not be

transferred from one hacienda (estate) to another nor outside of

Chota Valley. Because of this Choteño experience with Jesuits

and in spite of their conditions due to slavery, Choteños got

used to being among their families in their hacienda (estate)

and never accepted any other reality (Bouisson, 1997; Savoia

& Ocles, 1998).

The historical Choteño’ notion of being among relatives,

friends and compadres (godparents) in Chota is also reflected

in most of Choteño daily activities. Pabón (2007) narrates,

“before the electric light came to the villages of Chota Valley

[1977], after dinner, while the elders gathered among each

other to talk, youngsters used to go to play during the nights

of full moon until a specific time, then they will go to sleep

or to listen to stories from their parents and grandparents”.

Male and female Choteños cooked, rested, cleaned and

washed clothes and dishes in groups that included all ages.

Several authors (J. Chalá, 2006; O. Chalá, 2004; Costales &

Peñaherrera, 1959; De-La-Cruz, 2012; Franco, 2000; Guerrón,

2000; Hernández, 2005; Santillán, 2006; Valarezo, 2010) lo-

cate La Bomba as one of the usual activities that is performed

by Choteños as a group, a shared experience.

E. Performing “our” Bomba from Chota

Most Choteños refer to La Bomba as something that has

historically belonged to them. Within this Choteño sense of

belonging with La Bomba two elements are recognized. First,

there is an association of La Bomba with what Choteños call

“being black”, and secondly with their ancestors.

Regarding La Bomba related with Choteño people’s ances-

tors, Karla Aguas, an adult female who is a dancer from

the village of Chota, asserts that “La Bomba is from our

ancestors. . . ” (Ruggiero, 2009, 45 min 24 s). Gualberto Es-

pinoza says, “La Bomba is passed down, and little by little is

gets embedded within the bodies. The ear becomes familiar

with the rhythm. It does not matter how strong the influence

of other rhythms. La Bomba is always going to be in our

memory because it is from our families, from our ancestors,

from our parents. The paternal rhythm is always going to be

more important” (personal communication, November 2013).

The results show that for Choteños, La Bomba belongs to

an “us” as a group. This “us” is Choteño. Choteños refer to

themselves as a group of people with African roots, and with

ancestral roots traced to Afrodescendants who were born in

Chota Valley.

F. The socializing function of La Bomba

The characteristic of La Bomba in Chota that is most often

mentioned by Choteños is it’s gathering or socializing func-

tion. This characteristic appears to be as old as La Bomba itself

since. As pointed out by Medina (1996), “during the slavery

period Choteños were destined to only do repetitive and tiring

works, even surpassing their physical strength, enslavers took

from slaves any possibility of developing abilities within their

group and almost all possibilities of human interaction where

annulled. In this context, La Bomba acted as perhaps the only

space in which they could gather and share together” (p. 108).

Until the present days, La Bomba integrates and unifies the

entire community.

G. Learning La Bomba

Choteños in Chota Valley learn La Bomba from a very

young age (See fig. 15) through careful observation of the

elders. None of the interviewees affirmed having been taught

how to dance or play La Bomba. Some of the interviewees



shared that at times they even had to hide themselves while

watching elders in order to learn the dance since elders

were not always willing to let younger Choteños see their

techniques.

Regarding the age at which La Bomba is learned, Teodoro

Mendez, an old male Choteño, says, “Before learning how

to walk, when we are babies, we are moving our bodies

while sitting down, we are hitting the tables, the chairs with a

rhythm. We actually learn how to dance La Bomba before

we learn how to walk”. Nelly Calderón Chalá, a woman

approximately 50 years old of Chota Village says, “We learned

to dance La Bomba when we were kids, with that we also

learned to speak and to sing” (Ruggiero, 2009, 40 min 58 s).

Regarding the way of learning to dance La Bomba, Bel-

ermina states that, “I, by myself, got interested on learning,

so I used to look at the elders, to my mom or her friends”

(Pabón, 2010). “Nobody told my friends, or me, look! This

is how you dance! do this! Do that! No! It wasn’t like that!

We learned by ourselves. One used to look at the elders and

imitate them” (B. Congo, personal communication, December

2013). Similarly, Eudocia Chalá narrates, “I used to chase my

older cousin to watch her dancing, she knew how to dance,

so I learned, just by looking at her” (personal communication,

December 2012).

H. The current status of La Bomba in Chota

At the present, La Bomba still occupies a central role within

the daily group activities of Choteño people (J. Chalá, 2006;

O. Chalá, 2004; Costales & Peñaherrera, 1959; De-La-Cruz,

2012; Franco, 2000; Guerrón, 2000; Hernández, 2005; San-

tillán, 2006; Valarezo, 2010). La Bomba is still being danced

very frequently among children, adult and old Choteños in

Chota Valley and even in Choteños’ neighborhoods in the

main cities of Ecuador, on which each neighborhood usually

has a specific disco-bar exclusively for the performance of La

Bomba and Salsa. La Bomba is very often performed in Chota

Valley. The frequency of performance is each week. In some

communities La Bomba is performed during specific times

two or three days per week as part of religious celebrations,

marriages, baptisms or as a weekend activity. “Any occasion

is good to dance La Bomba (, p. 191).

II. HERITAGE CONCEPTS

The heritage term is defining as the crucial and central part

of the research, we can refer it to ’heritage is those items

and places that are valued by the community and is conserved

and preserved for future generations’ [8]. The concept is much

wider than historical buildings. It iDemosntrate, Validate, Ben-

efits Human do different activities, how well includes items

and places with natural heritage significance and Aboriginal

heritage significance. ’The heritage value of a place is also

known as its cultural significance which means its aesthetic,

historic, scientific, social or spiritual value for past, present or

future generation’[8].

One of the principal keywords in this research is Heritage.

UNESCO is one of the Entities that refers in an accurate

way to this denition. The expert meeting dened a heritage

route as ’composed of tangible elements of which the cultural

signicance comes from exchanges and a multi-dimensional di-

alogue across countries or regions that illustrate the interaction

of movement, along the route, in space and time’[9]

But the question is what is heritage and which parameters

defining the artifact or the information as a heritage? The

context and the interpretation of data is the answer.

The heritage term is defining as the crucial and central part

of the research, we can refer it to ’heritage is those items and

places that are valued by the community and is conserved and

preserved for future generations’ [8].

What is heritage? Defining the term like the crucial and

central part of the research. People commonly equate heritage

with historic buildings but the concept is much wider and

includes items and places with natural heritage significance

and Aboriginal heritage significance. Although these cate-

gories are covered by different pieces of legislation, in reality

they often overlap. Heritage is what we inherit, but more

specifically what we retain of this inheritance. The concept

is much wider than historical buildings. It includes items

and places with natural heritage significance and Aboriginal

heritage significance. ’The heritage value of a place is also

known as its cultural significance which means its aesthetic,

historic, scientific, social or spiritual value for past, present or

future generation’[8].

One of the principal keywords in this research is Heritage.

UNESCO is one of the Entities that refers in an accurate

way to this definition. The expert meeting defined a heritage

route as ’composed of tangible elements of which the cultural

significance comes from exchanges and a multi- dimensional

dialogue across countries or regions, and that illustrate the

interaction of movement, along the route, in space and time’

[9].

But the question is what is heritage and which parameters

defining the artifact or the information as a heritage? The

context and the interpretation of data is the answer.

Heritage is not mechanic things. It is related to the syntax,

context, meaning and behaviour. This is a misunderstood

concept of the Heritage. It is always to pass to the future

generations. There is a value to keep in the future generations

and it should not be as a issolated element.

Tha data is often in issolation. But the data needs to be with

the connections and relationships. It gives the meaning of the

information. If that heritage is not preserve in the future the

information can be lost.

Ther is an effective serendipituos use. In context of Big Data

is a problem. We have the metadata, how I can incorporate in

metdata context? The problem of Big Data because the more

data we have, we can get with or without Heritage. The most

data we can get, the most data could be lost. There are a large

Data Sets and they are the new knowledge in the future.

Can have value in the future? That is why the need of the

definition of Congnitive, Contextual and Physical



A. General frameworks for heritage

The development of the preservation framework is related

with the value of information. ’Value has always been the

reason underlying heritage conservation. It is selfevident that

no society makes an effort to conserve what it does not

value”[8]. The Value of the information is located in the

second level of importante after the concept of Heritage. If

we can define the result that we want, how we can manage

and measure the value of that information? The principal ways

are the perception, interpretation and contextualization.

III. INTERPRETATION

Modelling Theory

This chapter demonstrate general background of digital

preservation and data structure.

- MODEL DRIVEN APPROACH

- HYPOTHETIC TESTBED

- BUILD THE TOOL

- USE THE TOOL

- SIMULATION

It involves case studies and action studies. Primary Study

qualitative research Observation, Data Collections.

In terms of Quantitive evaluation there are following pro-

posals:

- Empirical Experiments

- Testing the ideas

- Case studies propose model

On the other side Qualitaive evaluation is based on:

- Running Experiments

The use os the Tools will be UML, Archimate, Bonita Soft.

IV. GENERAL RESEARCH METHODOLOGIES

The three known basic patterns in software development are

the waterfall, spiral, and prototyping. A software development

method is a method you used in software development. This

is known as software or software lifecycle process called.

Software Development Methodologies

Why are there so many software development methodolo-

gies? Are circulating even estimated that 50% of the software

goes wrong. A well-known, road pricing mistake. Therefore

one is looking for a method that works. For decades they try to

find predictable processes to improve productivity and qual-

ity. Some models try to systematize and formalize software

development. Others apply project management techniques to

writing software. Various Software Development Methods.

A. Top Down

The top-down methodology has been recently developed

to produce probably perform designs relative to what is

achieved in classical centralized control theory. The design

process consists of three steps: modeling, synthesis and

analysis/optimization.[10]

Traditionally, two alternative design methodologies, called

top-down and bottom-up, have been used in building complex

systems. Under these conditions the properties of a classical

centralized solution to the global specification are expected to

Fig. 4. Conceptual representation of the two design methodologies top multi
agent [9]

hold, up to some tolerable performance degradation, also in a

decentralized environment.

V. COST MODEL FOR DIGITAL PRESERVATION

We have applied the OAIS functional entities Ingest,

Archival Storage, Data Management, Administration, Preser-

vation Planning, Access, and Common Services. Furthermore

we have included the OAIS roles of Producer, Consumer, and

Management, as placeholders for external cost factors, which

influence the cost of preservation.

• Producer who performs the dance La Bomba

• Entities cost-critical activities

• The basic formula for an activity is the effective time

required to complete an activity (measured in pw) multi-

plied by the wage level, plus purchases (monetary value).

[11]

Bottom–Up The bottom-up design methodology is known for

producing autonomous, scalable and adaptable systems often

requiring minimal (or no) communication. The design process

consists of three steps: Synthesis, Modeling and Analysis, and

Optimization.

1) Cost equations:

Costperactivity = (T ime×Wage) + Purchase (1)

c(a) =
N1∑
i−0

ti ∗
N1∑
i−0

Wi + P (2)

Costing Preservation Planning and Digital Migrations while

the goal is to model the whole lifecycle of digital preservation.

The first version of the model only deals with the cost of

Preservation Planning and digital migrations.

• The amount of documentation (number of pages) is one

of the principal factors



• The complexity of the documentation (low, medium,

high)

• The quality of the documentation (low, medium, high),

FI means Formal Interpretation.

FI = #pages×timeperpage×complexity×quality. (3)

VI. CONCLUSION

• Detailed infomation related with La Bomba give us a

brief understanding of sociological issues around this

dance. The best methodology is how to represent the

entities and its interpretation.

• The context, relation and situation of the Serendipitous

Heritage are impressive relevant in the research because

it gives the sense of the future of the Knowledge in the

World. Through the Socio - Technical, Cultural fields,

the process of Preservation will do a contribution for the

Memories of the World.

• The Business Process Management give us a good ap-

proach to the development of Performance and Data

Preservation. Through process the increase of data can

be justified.

• According to this consideration it is important to mention

the type and structure of data. Through the time pre-

serving digital information has a process for designing

a practical system for managing massive amounts of

critical data. The way to improve the understanding of

the methodology, the information has to consider two

dimensions: access dimension and cognitive dimension.

Both of them have the level of importance in terms

of the results. As a methodology of treatment digital

preservation, it could be risky even when the strategy

could develop a clear idea of digital resources and digital

artefacts. The approaches related with other authors have

similarities and differences in opinion.
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Abstract—In this stage of Data Preservation the challenge is
how to keep the attributes of the data and how to preserve the
originality. It is like to keep the living part of the data. It is how
the concepts of Heritage have sense. Heritage is the concrete
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I. INTRODUCTION

There are two tendencies around the understanding of the

management of the ideas. The ontology and the Epistemology

of this study, centralized the future use and the Serendipity

tendency of the item. However in the perspective of the

nonphysical items there is a World of Physical and Logical

and how the Preservation need to look items and how will

be the manifestation. Digital Preservation has evolved into a

specialized, interdisciplinary research. Through the time the

challenge in to jointly develop solutions.. As the patterns

and alternative solutions there are Information Retrieval and,

Machine Learning or Software Engineering. The real fact of

Digital Preservation show us the reality of the understanding of

the World about the facility to have digital expressions rather

than just physical.

The Heritage of the collected information define the quality

of the Data. At this stage, the definition of Heritage in-

volved the presence not only the content. It is the express

by itself the real meaning of the data. The perception of

the importance and relevance of the information is measured

through the definitions and metamodel that is proposed. Digital

Data and Heritage Preservation as concepts are related to

data management, contextualization and storage. There are

many issues and concerns around it. This research explores

the precise definition, context and the need of patterns of

heritage. The relations, interpretation and context give us the

appropriate methods to keep information for a long term use.

The management of massive amounts of critical data involves

designing, modeling, processing and implementation of accu-

rate systems. The methods to understand data have to consider

Fig. 1. General Approaches

two dimensions that this research has to focus on: access

dimension and cognitive dimension. Both of these dimensions

have relevance to get results because at the same time, ensure

the correct data preservation. Our cultural heritage, documents

and artefacts increase regularly and place Data Management

as a crucial issue. The first stage involves exploration and

approaches based on review of recent advances.

The second stage involves adaptation of architectural frame-

work and development of software system architecture in

order to build the system prototype. Increasing regulatory

compliance mandates are forcing enterprises to seek new ap-

proaches to managing reference data. Sometimes the approach

of tracking reference data in spreadsheets and doing manual

reconciliation is both time consuming and prone to human

error. As organizations merge and businesses evolve, reference

data must be continually mapped and merged as applications

are linked and integrated, accuracy and consistency, realize im-

proved data quality, strategy lets organizations adapt reference

data as the business evolves.

A. Patterns for DHP

One of the primarily concerns about the explosive amount

of information and the complexity of the classification, is how

to keep the principal characteristics data. A need to move

away the traditional understanding of Heritage reflects the real
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meaning of the data. More artifacts and everyday life tendency

is to have less physical representation in the World of Logic.

The representation of the items refers to the tendency of more

things nonphysical and ow through the Heritage it passes the

attributes

What is heritage conservation? A brief overview Heritage

conservation doesn’t mean freezing a building in time, creating

a museum or tying the hands of property owners so they can’t

do anything with their properties. Instead, it seeks to maintain

and thereby increase the value of buildings by keeping their

original built form and architectural elements, favouring their

restoration rather than replacement and, when restoration is

impossible, recreating scale, period and character. Heritage

Conservation provides concrete benefits to property owners,

to businesses and to the community as a whole: Heritage

preservation and designation increases property values, both

of the restored building and surrounding properties. Heritage

preservation can be a draw to tourism and helps businesses

attract customers. Communities, such as Meaford fortunate

to have a significant stock of heritage buildings can build

their town or city’s image around those elements: Toronto’s

Distillery District, Niagara-on-the-Lake and Merrickville are

good examples. Retaining the historic integrity of a neighbour-

hood or downtown attracts people just for that ambiance alone

and that attracts business. A small town without a heritage

main street attracts no one. Restoration keeps money within

the community, by requiring fewer materials from outside

and more labour-intensive work by local trades. With the

right programs in place, businesses and building owners can

take advantage of government programs and incentives to

maintain and restore heritage buildings. Restoration reduces

construction and demolition waste and uses less than half

the energy of new construction. Heritage preservation is an

investment in our community that rewards us today and leaves

an invaluable resource for future generations.

Deep learning (deep machine learning, or deep structured

learning, or hierarchical learning, or sometimes DL) is a

branch of machine learning based on a set of algorithms that

attempt to model high-level abstractions in data by using mul-

tiple processing layers with complex structures, or otherwise

composed of multiple non-linear transformations. Deep learn-

ing is part of a broader family of machine learning methods

based on learning representations of data. An observation (e.g.,

an image) can be represented in many ways such as a vector of

intensity values per pixel, or in a more abstract way as a set of

edges, regions of particular shape, etc.. Some representations

make it easier to learn tasks (e.g., face recognition or facial

expression recognition [6]) from examples.

One of the promises of deep learning is replacing hand-

crafted features with efficient algorithms for unsupervised

or semi-supervised feature learning and hierarchical feature

extraction.[7] Research in this area attempts to make better

representations and create models to learn these represen-

tations from large-scale unlabeled data. Some of the repre-

sentations are inspired by advances in neuroscience and are

loosely based on interpretation of information processing and

communication patterns in a nervous system, such as neural

coding which attempts to define a relationship between various

stimuli and associated neuronal responses in the brain.[8] Var-

ious deep learning architectures such as deep neural networks,

convolutional deep neural networks, deep belief networks and

recurrent neural networks have been applied to fields like com-

puter vision, automatic speech recognition, natural language

processing, audio recognition and bioinformatics where they

have been shown to produce state-of-the-art results on various

tasks.

Values are the subject of much discussion in contemporary

society. In this postmodern, post-ideology, post-nation-state

age, the search for values and meaning has become a pressing

concern. In the field of cultural heritage conservation, values

are critical to deciding what to conserve — what material

goods will re p resent us and our past to fu ture genera t i o n

s — as well as to determining how to conserve. Discussions of

values, of how social contexts shape heritage and conservation,

and of the imperative of public participation are issues that

challenge conventional notions of conservation professionals’

responsibilities. Values is most often used in one of two senses:

first, as morals, principles, or other ideas that serve as guides

to action (individual and collective); and second, in reference

to the qualities and characteristics seen in things, in particular

the positive characteristics (actual and potential).

B. Ontology

The formatting of information provides the unique result

as a digital age of the information. Other objective is the

knowledge management and Ontology as techniques for ana-

lyzing information. Also could develop a system could give

a result and next steps with a specific process. One concern

of digitalization would be the format, standards and migration

of the data. It should be solved with the use of Architectural

Methodology and with the development of a fast prototype.

This requires the definition of the sequential process. First,

should be considering a Framework as a whole front end and
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for reception of the information in a basic way. Using the

Open Group Architectural Framework (TOGAF) it is found

to be more suitable as a result of dissemination of the data.

Meanwhile, it is associated with an Ontology and Knowledge

Management terms to be more specific and with a deep sense

of definition. Second the Methodology with an architectural

vision using concepts of Architectural Development Method

(ADM). It has been identified in terms of enterprise description

for validating information of several types of data. Third,

the conceptualization of patterns for a centralization of the

preservation knowledge providing a unique result: the digital

age of the data. The connection is also with the artefacts and

the correct use of them. The recovering of the information

is another issue has to considering between the techniques

used for this purpose like: migration and emulation. The

challenges and constraints shown by the type of data classified

as structured and unstructured information are reflected in the

requirements of each field. The evaluation is based on PRIST

model defining by Privacy, Rights, Integrity, Security and Trust

across PC considerations related with Physical and Cognitive

characteristic of data. The authenticity of the information

and the reliability of the same is the principal challenge of

the study. The concepts of e-infrastructure are useful for the

evaluation of requirements in specific cultural matters like

Libraries. According to the author the correct use of the

interface and the exact generation of metadata, are the key

considerations to follow around the process of optimal data

preservation.

TOGAF +ADM+PRIST

C. Architectural Framework

Introduce a consolidated, systematic approach to the re-

design of a business enterprise. The proposed framework

includes

• Identification

• Value

• Context

• Situation

• Serendipity

• Storage

Fig. 4. Context [1]

• Stakholders

D. Active Structures

4. Metamodel Explore Metdata Models for Dynamic Data

Representation Data Aging are the new relations and mech-

anism. For the experimentation there are three bases for the

advances in this term. 1. Matlab: with accordance with the

toolbox, and to have proficiency 2. SOM Self Organizing

Maps: Representation and maps 3. Heuristic LAB Through

this topic there are specific concepts related with e The

Heritage Preservation Digital Data and Historical Analytics.

The relation is the IoT manly cloud, because the Heritage

Preservation as Data Analytics Accessing Digital Cultural

Heritage • So we are getting content-access ... and there will

be trickle-down into digital libraries for cultural heritage •

Digital Cultural Heritage in 10 years ... • New technologies,

new media forms • New forms of Digital Cultural Heritage

• New interaction modalities ... tablets, augmented reality,

brain sensing from wearables • New ways to navigate where

we control • ... but these are “just technology” changes and

evolution • Biggest change will be in people, expectations,

demands because People want to be in control SOM

The future challenges of the conservation field will stem not

only from heritage objects and sites themselves but from the

contexts in which society embeds them. These contexts—the

values people draw from them, the functions heritage objects

serve for society, the uses to which heritage is put—are the

real source of the meaning of heritage, and the raison d’être

for conservation in all senses.

For the formulation of the Hypothesis the relation between

keywords and statements is important consideration for im-

porvement of the proposal model.

The relation between Software Architecture and
Serendipitous Heritage is going to improve Data
Preservation Heritage oriented metadata for im-
proving the real usage of the information.

The inclusion of Serendipitous Heritage improves perfor-

mance, scalability, dependability, manageability and data ac-
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Fig. 6. ’Rational economic model of decisionmaking ’ [3]

cess for Digital Data Preservation Mechanisms in Big Data

Architectural solutions. The important knowledge, exactly the

context situation relationship and concept. The best way uis

to demonstrate, validate and show the benefits. The mankind

do different activities, how well the Serendipitious Heritage

concept will help to grow the meaning of Data in every field.

The massive amount of data and the growth of Big Data

drive the society to preserve the information prinicipally

related with the lost of key information.The protagonism in the

role of metadata and the requeriment that data has to be keep

in a long term open the alternative to focus on information

management.

II. GENERAL DHO PROCESS BASED ON METAMODEL

Based on the exposed statements, the Metamodel has to

include the seven stages for the frameworkThe relationship be-

tween these terms is given for the behaviour and the treatment

of data. There are examples referenced by known authors. The

sustainability of the preservation of the information give us the

discussion about the appropriate resources infrastructure.

A. Metamodel

Nowadays Electronic publications, and a collection of mul-

timedia art are the principal issues that need to preserve

their data holdings, simulation models, or studies over time.

The other matters that we have to consider is the legal

constraints, to guarantee the accessibility and usability over

time. Moreover the Digital Preservation is considering as a

research discipline.

The two methods related in this study is: migration and

emulation. There are often hold very valuable data in complex

structures.

Migration is the method of repeated conversion of files or

objects. Emulation denotes the duplication of the functionality

of systems, be it software, hardware parts, or legacy computer

systems as a whole, needed to display, access, or edit a certain

document[2].

The integration of inhomogeneous criteria sets is used to

evaluate different strategies. For example web archive collec-

tions, collections of scientific publications, and electronic mul-

timedia art. The collaborative research programm is funding

research in different aspects of digital preservation, including

collection practices, risk analyses, legal and policy issues, and

technology. In Europe two new research projects. Scientific

information is born-digital or only available in digital form. At

the moment libraries, archive and scientific institutions are pri-

marily dealing with the challenge of long term preservation[2].

The main idea of this research is related the management

of heritage. It could be useful as a cultural case study related

directly in terms of preservation. It exposes the experimental

methodology and a valid analysis of the results. The reliability

and accuracy of data are very strategic points in this article

because the knowledge base is wide and complete.

On the other hand is important to differenciate the terms

“data”, “information”, “knowledge” and “knowledge manage-

ment” is almost as large as a number of authors contributing

to the field . ’Data is a set of discrete, objective facts’.

’Information is data that has been organized or given structure

that is, placed in context and thus endowed with meaning’.

’Knowledge is information combined with experience, context,

interpretation and reflection that is ready to apply to decisions

and actions’[3].

III. CONSIDERATIONS

• The strategies for commercialization have to define: the

niche of the market, the receptor, the affections to the

community and the results. The deadlines are also im-

portant, because the best solution is not only the best

investigation, also could be the solution that take place

in the appropriate time.

• Definition of the rights and property laws. We have to be

aware to know the implications of the Intellectual Prop-

erty. Furthermore, the alliances and if some enterprise

want to buy our idea, is good to have arguments.

• The long-term following. It means that the solutions

and the business point of view have to have sustainable

duration. The innovation never ends. In general, I also

believe that to focus in the new markets could be a

right way to learn. Sometimes, to mix the fields in the

knowledge could have better results than only focus



in one solution. For example, technology and health,

mechanics and biotechnology will give us an idea. Finally

I strongly believe that the relation between research and

commercial field are undisputed.

IV. CONCLUSION

• The proposed Meta-model allow to develop an alternative

for the understanding of Heritage Preservation

• The dimensions around the data is treated, related with

the basic considerations about the origins of the informa-

tion.

• The different dimensions of the Digital Heritage Preser-

vation develops a real significance of Heritage. The non-

physical world shows the opportunity to do Information

Management.

• The context, relation and situation of Heritage are impres-

sive relevant in the research because it gives the sense

of the future of the Knowledge in the World. Through

process of Preservation will constitute a contribution for

society advance.

• Information management through the uses of Technology

help us to develop a real proposal.

• The use of tools like Hadoop, Softwarch, Archimate and

Bonitasoft, the concepts of Software Architecture will

have a real approach and meaninful characteristics for

the relevance of the investigation.

• The Business Process Management give us a good ap-

proach to the development of Performance and Data

Preservation. Through process the increase of data can

be justified.

V. FUTURE PROJECTS

Data preservation: Digitalization of the Heritage, the result

of proposal is to have like a result of the experimental work,

a reliable Framework for measure the digital age of the infor-

mation and patterns that qualified usability and accessibility

of the data. The best pathway for commercialization could be

some of them.

• Commercial Business Structure like a Partnership assum-

ing the cost of the investment and the taxes that generate

the buying of the equipment for implementation of the

scanning in the digitalization.

• Initial Public Offering IPO, because the application of the

data preservation could be focus on Entities from Govern-

ment and Historical materials and artifacts that sometimes

have to be preserved with a public responsibility.

• This research could have through the market with POCs

proof of concepts, showing the advantages and challenges

of the new solution. In this case the relationship between

the process and the final patterns there is a model. The

final product is a open source software through that, I can

advance and model the real situation of the information

and the result will be the digital age of the data. The

services of consultancy will be the product and service

for the end user. About the Funding, the budget from

Universities and Entities from the Government could

cover the IP registration and we can manage a specific

amount for the legal issues. To share the capital and

the risks is optional, but in research the vision of the

future of the project is the main concern for knowing

how to sell the solution. For instance, the consultancy

services could be mixed with the implementation of the

concrete result in the systems development. Finally, the

awareness and the knowledge have to be register, and the

experimentation could be shared with public and private

investment for using in legal, financial and technological

issues.
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Abstract. At present the real challenge of Digital Data Preservation concerns methods of 
keeping all important attributes of the data and preserving their originality. The key is to 
keep the living part of the data. It is the essence of the Heritage concept. The Heritage is 
about the concrete data, the concept gives the interconnection to other aspects of the 
reality. Nowadays the physical value and the aspects of items complete the relevance of 
information. The question of what is the heritage and what parameters define the artifacts’ 
heritage? The context and the interpretation of data is the answer. The heritage term is 
defining as the crucial and central part of the presented research, and we can refer the 
heritage term as: '…those items and places that are valued by the community and is 
conserved and preserved for future use or reference by the future generations’. 

         Keywords: Metamodel, Preservation, Digital, Heritage, DHP, Ontology, Management,  

1. Introduction 

There are two tendencies around the understanding of the management of the ideas.  The 
ontology and the Epistemology of this study, centralized the future use and the Serendipity 
tendency of the item. However, in the perspective of the nonphysical items there is a World 
of Physical and Logical and how the Preservation need to look items and how will be the 
manifestation. Digital Preservation has evolved into a specialized, interdisciplinary 
research. Through the time the challenge in to jointly develop solutions. As the patterns 
and alternative solutions there are Information Retrieval and, Machine Learning or 
Software Engineering. The Digital Preservation [1] show us the reality of the 
understanding of the World about the facility to have digital expressions rather than just 
physical. The Heritage of the collected information define the quality of the Data. This is 
specifically important in medical field. At this stage, the definition of Heritage involved 
the presence not only the content. It is the express by itself the real meaning of the data. 
The perception of the importance and relevance of the information is measured through 
the definitions and the proposed metamodel. Digital Data and Heritage Preservation 
concepts are related to medical data management, contextualization and storage. There are 
many related issues. This research explores the definition, context and the need of patterns 
of heritage specifically in medicine. The relations, interpretation and context give us the 
appropriate methods to keep information for a long term use. The management of massive 
amounts of medical data involves designing, modeling and processing. 
 
2. Patterns, the Metamodel and the Ontology of DHP 

The Metadata Model explores dynamic data representations and specifically the new 
relations, their origin and the mechanism(s) that generate these relations. The formatting 
of information provides the unique result as a digital age of the information.  
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Figure 1. DHP Process 

Other objective is the knowledge management and ontology [2, 3] as techniques for 
analyzing information. One concern of digitalization would be the formatting, standards 
and migration of the data. It should be solved with the use of Architectural Methodology 
and with the development of a fast prototype. This requires the definition of the sequential 
process. First, we consider a Framework front-end and for reception of the information in 
a basic way. Using the Open Group Architectural Framework is found to be suitable for 
the dissemination of the data, as it is associated with an Ontology and Knowledge 
Management terms and to be more specific with a deeper sense of the definition.  
Secondly, the Methodology with an architectural vision using concepts of Architectural 
Development Method. It has been identified in terms of enterprise description for 
validating information of several types of data. Thirdly, the conceptualization of patterns 
for a centralization of the preservation knowledge providing a unique result: the digital 
age of the data. The connection is also with the artefacts and the correct use of them. The 
recovering of the information is another issue should consider between the techniques used 
for this purpose like: migration and emulation. The challenges and constraints shown by 
the type of data classified as structured and unstructured information are reflected in the 
requirements of each field. The evaluation is based on PRIST model defining by Privacy, 
Rights, Integrity, Security and Trust (TOGAF +ADM+PRIST) across PC considerations 
related with Physical and Cognitive characteristic of data [4]. The authenticity of the 
information and the reliability of the same is the principal challenge of the study. The 
concepts of e-infrastructure are useful for the evaluation of requirements in specific 
cultural matters like Libraries. The proposed metamodel aims to provide an alternative for 
the understanding of the Heritage Preservation concept that relates to important 
dimensions around the processed data and its origins. The different dimensions of the 
Digital Heritage Preservation capture the real significance of Data Heritage.  
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Abstract—The main goal of hiding data is to conceal the
very existence of the hidden information, therefore there is
a significant demand for steganographic approaches that
can ensure imperceptibility of such infromation. However,
there is a limited corresponding eval- uation parameters
available. Most of the studies use the Peak Signal to Noise
Ratio (PSNR) as a metric for imperceptibility evaluation,
although it could provide less accurate results than the Hu-
man Visual System (HVS) evaluation. This paper provides
a review of the existent evaluation metrics that are used to
assess the quality of steganography. The examination of the
correlation between the existing objective and subjective
metrics is also conducted. Pixel differences metrics have
a poor correlation with the subjective metrics, hence the
HSV based metrics have better correlation than pixel
metrics.

I. INTRODUCTION

Hiding data has become a key issue in the infor-
mation security field. Steganography is a science of
hiding information within another information and
basically work as embed secret file in appropriate
cover file without arising suspicion of attackers and
produce stegoed file which is the file that have
the hidden information. This resulted stegoed file
must be identical to the cover file. The success of
any steganographic system depends on the follow-
ing three main factors which are: undetectability,
imperceptibility and payload capacity.The hidden
information must not arise any suspicion of an
attacker as hiding a secret message in the host image

may introduce some noise to the carrier; however,
the introduced noise must remain invisible and can
not be detected by any statical means or human
visual system. Therefore, the imperceptibility of the
hidden information is an important aspect to develop
any stenographic approach [9].

Measuring the imperceptibility of the stegoed file is
essential for most approaches dealing with image or
video steganography. The most accurate and reliable
way to determine the visual quality of such stegoed
file would be by human visual evaluation (subjective
evaluation). However, this type of evaluation is, time
consuming, expensive, and can not be part of an
automatic system. For these reasons, in recent year,
many objective evaluation metrics were developed
that can work in a similar way as the basic process
of human perception.

The simplest and most extensively utilized quality
assessment parameter is the Mean Squared Error
(MSE), calculated by averaging the squared con-
centration alterations of cover and stegoed image
pixels, beside it’s relation to amount of Peak Signal-
to-Noise Ratio (PSNR). MSE and PSNR are attrac-
tive parameters since they are modest to compute,
have pure physical connotations, and are statistically
suitable in the perspective of optimization. How-
ever, PSNR measure the mathematical differences
between the cover image and the stego image and
does not take into account the characteristic of
human visual system (HVS). Therefore, they have
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poor correlation with the perceived quality by the
human visual system (HVS) Wang et al. [6, 7]. In
the last few decades, an excessive work has gone
into developing advance quality assessment methods
that take power of the features of (HVS).

This paper will review the existing image quality
metrics that can be used to evaluate the imper-
ceptibility of steganography in section 2 represents
the objective evaluation metrics in two main cat-
egories which are pixel differences measurement
based evaluation and human visual system based
evaluation. Section 3 reviews the subjective eval-
uation approach. Section 4 analyze the correlation
between subjective and objective evaluation. Section
5 provides the processing time for some objective
metrics.

II. OBJECTIVE EVALUATION

Image quality assessments can be classified as ob-
jective and subjective evaluation. Objective evalua-
tion evaluates the image quality based mathematical
algorithms. On the other hand, subjective evaluation
assess the image quality based on the human visual
capability and characteristic.

Objective evaluation metrics based on mathematical
process to measure the imperceptibility between
the original file and the stegoed file. It can be
classified as Pixel Differences Measurements and
Human Visual Based Measurements.

A. Pixel Difference Measurement

1) Mean Square Error (MSE): The distortion of an
image is calculated by averaging the squared inten-
sity of the cover image (carrier) and the resultant
stegoed image pixels as in 1.

MSE =
1

m× n

m∑
i−1

n∑
j−

(Cij − Sij)
2 (1)

Where (m, n) donates the amount of error differ-
ences between the original and the stego images. C
is the original image and S is the stegoed image.

2) Peak Signal-to-Noise Ratio (PSNR): PSNR com-
putes the ratio of peak to signal to noise for the
cover image with the stegoed image as given in 2
where MAX is the value of maximum number of
pixel of an image. . The cover and stego images
must be the same size and type. The higher PSNR
value indicate higher quality and match between the
two input images.

PSNR = 10 log10
(Imax)

2

MSE
(2)

3) Weighted Peak Signal to Noise Ratio (wPSNR)
: wPSNR is a quality metric developed by
Voloshynovskiy et al. which mainly based on the
value of Noise Visibility Function (NVF) as a
correction factor that classified the image property
based on textured and edge region as embedding
data in this region can hide more data effectively
with less distortion Voloshynovskiy et al. [4]. For
smooth region, NV F is almost1 while for edge
regions is close to 0 which indicates that for flat
region wPSNR is almost equal to PSNR but for
textured image, wPSNR is higher than PSNR.

wPSNR = 10 log10
MAX2

||(Cij − Sij)||2NV F

(3)

wPSNR = 10 log10
MAX2

||(Cij − Sij).NV F ||2

NV F (i, j) =
1

1 + θσ2
x(i, j)

(4)

Where σ2
x(i, j) represents the local alteration of

the image in a window sprinted on the pixel with
coordinates (i, j) and θ is a modification parame-
ter consistent to the specific image which can be
calculated as given in 5 and 6.

x(i, j) =
1

(2L+ 1)2

L∑
k=−L

L∑
l=−L

x(i+ k, j + L) (5)

σ2
x(i, j) =

1

(2L+ 1)2

L∑
k=−L

L∑
l=−L

(x(i+ k, j + L))2

(6)
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The image based on modification parameter is given
as θ = D

σ2
x(max)

Where σ2
x is the maximum local

variance for a particular image and D ∈ [50, 100] is
a range of determined value.

B. Human Visual Based Measurement

HVS is another important factor to measure the
imperceptibility between the cover image and the
stegoed image. It uses human perspective as a
reference of the evaluation. As humans are

The main idea is that humans are involved in various
characteristics of specific image other than taking it
as a whole that include orientation, contrast, bright-
ness, texture, . . . etc. Although HVS measurement
is very difficult to be assumed with psychophysical
means, it is the instrument for anthropoid creature
to recognize the contiguous world and the tool that
detects brain secrets.

Cover image and stegoed image must be trans-
formed into frequency domain using Discrete
Wavelet Transform (DWT) or Discrete Fourier
Transform (DFT). After that, Contrast Sensitivity
Function (CSF) is utilized to both cover and the
stegoed images. The CSF has a band-pass for dis-
tinguishing which associates with low human eye
measure an image in the frequency domain. CSF
can be calculated as given in 7.

H(w) =

{
0.05ew

0.554
w < 7

e−9[| log10 w−log10 9|]2.3 w � 7
(7)

Where w = (u2 + v2)1/2 and u and v are the
spatial frequencies. After CSF filter is utilized,
various techniques could be used to compute image
quality include the metrics that given in section II-A.
Moreover, various HVS based models have been
proposed to compute image quality. In fact, HVS
based quality metrics are the most close metrics to
the subjective measurements. Below are two of HVS
based metrics that have been used in measuring the
imperceptibility of steganographic techniques.

a = th

1) Universal Image Quality Index (UQI) : UQI
is a Universal image quality index for measure
the distortion between two input images Wang and
Bovik [5]. This approach based on configuring

three factors which is luminance distortion, contrast
distortion and structural comparisons. Despite this
index is mathematically defined without considering
the HVS, experimental results show that it reveals
amazing reliability with subjective quality mea-
surement. UQI performs better quality evaluation
comparing with MSO and PSNR. Based on the
above three comparasion, UQI can be described as
given in 8 and 9.

UQI(c, s) = L(c, s), C(c, s), S(c, s) (8)

UIQI =
4μcμsμcs

(μ2
c + μ2

s)(σ
2
c + σ2

s)
(9)

where

L(c, s) = 2μcμs

μ2
c+μ2

s
(Luminance Distortion)

C(c, s) = 2σcσs

σ2
c+σ2

s
(Constrat Distortion)

S(c, s) = 2σcs

σc+σs
(Structural Comparisons)

Where μc,μsindicates the mean values of cover
and stegoed images. And σcσsindicates the standard
deviation of cover and stegoed images, and σcs is
the covariance of both images.

UQI is a straightforward parameter that counts only
on first and second order statistic of the original and
stego images. UQI is considered unstable measure
and doesn’t correlate will with subjective assess-
ment that is why Wang et. al proposed structural
similarity index metric.

2) Structural Similarity Index (SSIM): In 2004,
Wang and his team developed SSIM as an improve-
ment of UQI Wang et al. [8]. SSIM measures the
image quality based on original initial image which
is free of compassion or distortion. SSIM index esti-
mates perceived errors which mean that is consider
image distortion as perceived alteration in structural
information. It is based on estimating when the
pixels have inter dependencies particularly when
theses pixels are spatially close. Inter dependencies
provides significant structure information of the
objects in visual scene. SSIM can be mathematically
calculated as given in 10

SSIM(c, s) =
(2μcμs + C1)(2σcs + C2)

(μ2
c + μ2

s + c1)(σ2
c + σ2

s + C2)
(10)
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where

μxthe average of c;

μy the average ofs;

σ2
x the variance of c;

σ2
y the variance of s;

σxy the covariance of c and s;

C1=(k1L)2,C2=(k2L)2 two non consistent varibles to
stable down the division with weak divisor;

L the dynamic domain of the pixel-values (usually
this is 2#bits per pixel−1);

k1=0.01and k2=0.03 by default.

SSIM is a decimal value and SSIM ∈ [1,−1] and
the value 1 refers to identical set of data.

On the other hands, some researchers claims that
SSIM does not provide a correlation with HVS
better that MSE valuesDosselmann and Yang [1].
Despite SSIM declares to generate quality mea-
surements based on human perception, its equations
does not consist any involved of HVS modeling and
its totally relay on non perceptual parameters.

3) PSNR-HVS : It is an adaptive quality metrics of
PSNR while taking into account HVS Egiazarian
et al. [2]. It is based on taking away the mean
shifting and contrast stretching utilizing a scanning
window as shown in figure 2.

The adaptive version of PSNR is given in equation
11 while MSEH is computing the mean square error
between the cover and stegoed image with respect
of HVS. PSNR-HVS also consider the high human
sensitivity in low frequency range.

PSNR−HV S = 10 log(
MAX2

MSEH

) (11)

MSEH = K

I−7∑

i=1

J−7∑

j=1

8∑

m=1

8∑

n=1

((X[m,n]ij −X[m,n]eij)Tc[m,n])2

(12)

where i, j show image size,

K = 1/[(I − 7)(J − 7)64]

Xijare DCT coefficient of 8*8 image block which
the coordinates of its left upper corner are equal to
i,j

Xe
ijare the DCT coefficient of the corresponding

block in the cover image

Tc is the matrix of correcting factors. In PSNR-HVS
the authors use quantization table shown in table I

Figure 2. PSNR-HVS Flowchart

1.6084 2.3396 2.5735 1.6284 1.0723 0.6434 0.5046 0.4219

2.1446 2.1446 1.8382 1.3545 0.9898 0.4437 0.4289 0.4679

1.8382 1.9796 1.6084 1.0723 0.6434 0.4515 0.3730 0.4596

1.8382 1.5138 1.1698 0.8874 0.5046 0.2958 0.3217 0.4151

1.4297 1.1698 0.6955 0.4596 0.3785 0.2361 0.2475 0.3342

1.0723 0.7353 0.4679 0.4021 0.3177 0.2277 0.2277 0.2797

0.5252 0.4021 0.3299 0.2958 0.2499 0.2145 0.2145 0.2548

0.3574 0.2797 0.2709 0.2626 0.2298 0.2574 0.2499 0.2600

Table I
TcMATRIX USED IN PSNR-HVS

4) PSNR-HVS-M : This metric designed to enhance
the performance of PSNR and MSE Ponomarenko
et al. [3]. It divided the input image into 8 � 8 non-
overlapping blocks follow by applying Discrete Co-
sine Transform DCT δ(i, j). Then, the differences of
δ(i, j) for the cover and stegoed image is weighted
for every 8 � 8 non-overlapping blocks by using
Contrast Sensitivity Function (CSF). Figure 3 shows
the basic flowchart for PSNR-HVS-M.

Figure 3. PSNR-HVS-M Flowchart

III. SUBJECTIVE EVALUATION

The subjective quality of the stego images has been
assessed by evaluating mean opinion score. A series
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Figure 1. Flowchart diagram of SSIM for steganography

of stego images has been presented to 20 subjects in
a Double Stimulus arrangement. The inspection en-
vironment has been organized as described in [11];
however, the image quality score has been assessed
on a scale of 1 to 5, which is then normalized to
1. The Difference Mean Opinion Score (DMOS) is
calculated and normalized to one for comparison
with the objective quality metrics. The difference
score is calculated as 13

dij = sijref − sij (13)

The observers are asked to clarify which one is the
cover and which one is the stegoed image and asked
them to rate based on MOS rating which can be
range from Excellent (5) to bad (1) as given in Table
II.

Table II
MOS RATING

MOS Quality Impairment

5 Excellent Unnoticeable

4 Good Noticeable but not irritating

3 Fair Slightly irritating

2 Poor Irritating

1 Bad Very irritating

The difference scores that are zero in the case
of reference image have been removed for further
processing. These difference scores are converted to
the Z-scores [18] by using the following equations

14, 15 and 16 when N donates the total number
of images seen by the observer. Then, the resulted
Z-scores are scaled from [0,1] in order to create a
suitable evaluation model.

μ =
1

N

N∑
j=1

dij (14)

σi =

√√√√ 1

N − 1

N∑
j=1

(dij − μi)2 (15)

zij =
dij − μi

σi

(16)

Then, the Difference Mean Opinion Score (DMOS)
can be computed as the average of all tested Z-
scores for specific image as given in equation 17
where M is number of observers (20 observers in
this study).

DMOS =
1

M

M∑
i=1

z′ij (17)

DMOS is the most popular subjective metric and
its provide a good quality evaluation based on the
perceptual imperceptibility.
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IV. OBJECTIVE VS. SUBJECTIVE CORRELATION

ANALYSIS

In order to analyze the correlation between sub-
jective evaluation and subjective evaluation mainly
“PSNR”, the experiment involves hiding the same
secret message into red, green and blue level of
Lenna and Pepper images correspondingly using
LSB method. The PSNR value of embedding the
same amount in red, green and blue stego image
was similar in both Lenna and Pepper images as
shown in Table III. However, the result of the three
stego images were judge by human eyes for Lenna
and Pepper by comparing the quality of the original
image and each steged image. Mindful inspections
were done to evaluate the degradation of each stego
image using 20 observers. In Figure 5 and 6, the
most close stego image to the original image is
the one with embedding the data in blue level.
However, the worse stego image were obtained
from embedding the data in the green level. This
evaluation allow us to decide that based on human
vision sensitivity, human eyes are more sensitive to
green color and less sensitive to blue color.

In addition, the objective and subjective image
quality scores have been normalized to present a
comparison. The plots in Figure 4 and 5 show the
image quality scores for the test images (Lenna and
Pepper) respectively. The difference mean opinion
score is shown as MOS in the plots. As the mean
squared error increases with distortion while the
other metrics have opposite behavior, the mean
squared error is adjusted to show similar behavior
for better comparison; the MSE* in the plots is
given as

MSE∗ = 1−MSEnormalized

In general, it is found that the objective quality
metrics that are driven from the HVS features
have better correlation with the subjective assess-
ment compared to standard MSE and PSNR. The
universal image quality index has shown highest
correlation with the subjective score due to its
ability to detect luminance distortion and loss in
the correlation of cover and stego images. The
UIQI score for the second test sample is closer to
the subjective evaluation. It is perhaps due to low
luminance in the cover image that has been severely
affected by the steganography.Therefore, the HVS

PSNR follows the MOS trajectory when the data
encoding is more than four bits.

Color PSNR (Lenna) PSNR (Pepper)

Red 45.3087 44.8547

Green 45.3057 44.8658

Blue 45.3158 44.8789
Table III

PSNR FOR EMBEDDING DATA IN DIFFERENT LEVEL

The left top image is the original image of Lenna, the right top image is
embedding data in Red level, the left down image is embedding data in Green
level and the right down image is embedding data in Blue level.

Figure 5. Secret message hidden in different color level of Lenna

The objective and subjective image quality scores
have been normalized to present a comparison. The
plots in Figure 4 and 5 show the image quality
scores for the test images (Lenna and Pepper)
respectively. The difference mean opinion score is
shown as MOS in the plots. As the mean squared
error increases with distortion while the other met-
rics have opposite behavior, the mean squared error
is adjusted to show similar behavior for better
comparison; the MSE* in the plots is given as
MSE∗ = 1−MSEnormalized

In general, it is found that the objective quality
metrics that are driven from the HVS features
have better correlation with the subjective assess-
ment compared to standard MSE and PSNR. The
universal image quality index has shown highest
correlation with the subjective score due to its
ability to detect luminance distortion and loss in
the correlation of cover and stego images. The
UIQI score for the second test sample is closer to
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Figure 4. Normalized image quality score

The left top image is the original image of Pepper, the right top image is
embedding data in Red level, the left down image is embedding data in Green
level and the right down image is embedding data in Blue level.

Figure 6. Secret message hidden in different color level of Pepper

the subjective evaluation. It is perhaps due to low
luminance in the cover image that has been severely
affected by the steganography.Therefore, the HVS
PSNR follows the MOS trajectory when the data
encoding is more than four bits.

A. Processing Time Evaluation

The assessment fastness is an important standard in
some cases. This section intends to provide speed
median of some evaluation metrics. The test were
execute on Intel Core i7 Q720 CPU streaming at
1.60 GHz with 8 GB RAM using Matlab R2014a.
As demonstrate in Table IV, PSNR, UQI and SSIM
are faster than PSNR-HVS and PSNR-HVS-M.

Quality Assessment Metric Processing Time (second)

PSNR 0.2548

PSNR-HVS 11.6482

PSNR-HVS-M 11.9854

SSIM 0.3845

UQI 0.2578
Table IV

PROCESSING TIME FOR DIFFERENT QUALITY METRIC

V. CONCLUSION

A comparative study of the existing image quality
metrics is performed for the steganographic images.
The image quality score for commonly used objec-
tive quality metrics in the field of steganography
has been compared with the subjective assessment
performed by 20 observers. It is found that the
selected objective metrics has a poor correlation
with the subjective assessment, and may fail to
accurately evaluate the performance of a steganog-
raphy algorithm. The HVS based metrics have better
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correlation compared to the standard pixel based
metrics such as MSE and PSNR; this shows the
effectiveness of using features of HVS in the quality
assessment metrics.
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Abstract— The software architecture of smart learning 
environment can be perceived as an environment that is 
equipped with various audio-visual objects to capture human 
motion, utterance and gesture; allowing the teacher to deliver 
lectures to both local and remote audience through the Internet. 
The interactive objects in such architectural environment are 
interfaced with simple navigation, depending on operation 
characteristics, voice, tactile and visual interaction with the aim 
to improve Human-Machine Interaction. This facilitates effective 
data acquisition and statistical analysis, in order to assist in 
decision making by the participants, as well as, apply them in the 
process of self-assessment. This paper discusses the design and 
implementation of integrating haptic technologies into the 
architecture of smart learning environment by designing 
components of service oriented software middleware that defines 
a common gesture framework, and thus allowing multiple haptic 
and gesture peripherals to share a within common protocol, as 
well as, enabling individual device to work  as stand-alone entity. 

Keywords— Software architecture, Smart learning environment, 
Haptic Middleware

I. INTRODUCTION

 Smart learning environment can maximize a student’s 

potential and their cognitive retention, and smart classrooms 
support various learning and teaching methods, such as 
student-centered learning method [1]. Therefore, the main 
objective of implementing haptic middleware technologies in 
classrooms to assist students and to enable teachers to 
facilitate better achievement of students; and therefore 
increase the interactivity. The smart classroom can entertain 
students through its visualization facility by providing highly 
engaging visuals and animations which will make the learning 
environment become more enjoyable for both teachers and 
students and also improve students’ ‟overall academic 

performance” [2]. 
 Smart learning comprises of smart pedagogies, smart 
content, learning methodology and smart equipment. This 
creates a complex system characterized by many connections 
and various sections. An interactive classroom design involves 
various complexities and the complete list of parts and 
connections may be may not be possible. Creating an 
innovative and active learning environment to achieve some 

goals requires concerted effort by the stakeholders, which can 
be achieved through proper planning [3]. 

There is a growing gap between technology and education. 
The research area relates to develop the future generation 
classroom through the development of smart classrooms 
system by designing smart system architecture.  
 This paper presents the analysis and development on a 
haptic middleware system the aim to replace traditional inputs 
on the system by integrating haptic body/hand motion control 
middleware to simplify the overall teaching process within a 
smart classroom context.  

II. SMART LEARNING ENVIRONMENT

The smart classroom relates to the optimization of the 
interaction between the teacher and the learner, development 
of teaching presentation, accessibility of learning and teaching 
resources at own convenience, detection and awareness of the 
context, classroom management and others. The overall vision 
of an intelligent classroom would include a collaboration of 
sensors, passive computational devices and lower power 
networks which provide infrastructure for context-aware smart 
classroom that sense and respond to the human activities.  

Fig. 1. Conceptual View of Smart Learning Environment 
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 The proposed solution (Fig. 1) requires the development 
and integration of various components in areas such as: 
distributed computing, networking, acquisition of sensor data, 
speech recognition system, signal processing and human 
identification [4]. 
 Based on the conceptual View, the new system can be 
accessed in real-time enabling interaction between the teacher 
and the learners through media tools. The interactive 
equipment is interfaced with simple, clear navigation, reliable 
operation characteristics, voice, touch and visual interaction 
which improve Human Machine Interaction (HMI). The 
hardware in the future generation classroom meets the 
requirements of the multi-terminal points. Multi-terminal 
means that a single active class can conduct multiple 
classrooms spanning geographically. The smart classroom can 
also record and store basic data in the computer, in order to 
assist decision making of the participants as well as use them 
for self-conducted activity [5][6]. Moreover, the new idea of 
the system architecture is a construction of a robust and 
scalable middleware system that supports the level of 
interactions required within the context of smart classroom. 
Software components of the smart classroom include: 

� Smart classroom applications - High level 
implementation of the smart classroom logic through 
utilizing the middleware framework within a cloud 
environment  

� Smart middleware framework - Bridge and collaborate 
a suite of peripherals via IOT framework, 
implementing a set of common library between these 
devices. It also will represent the underlying 
connectivity and data distribution bus which will 
interlink various hardware and software components 
and include critical services for arbitration and haptic 
ranging. This component involves different APIs for 
machine vision, actuator and sensor devices.

 This includes capturing of important information in a 
classroom to achieve high level interaction, dynamic learning 
environment and effective delivery to teaching contents. The 
information is sensed through systematically arranged 
microphones and tracking cameras. The sensing quality 
mainly depends on the performance of the audio and video 
devices, appropriate positioning of devices etc. [5, 6].
Attentive teaching can further be enhanced through context-
awareness sensing such as speech recognition system that 
interpret voice into command, tracking the speaker‟ signal 

strength, automatic zooming and focus from emphasis of vital 
images, sensor fusion which extract behavioral information in 
the classroom and gaze tracking to predict some actions. The 
sensed information is then rendered.  
 Haptic devices and sensors installed in convenient places 
in the classroom can detect automatically parameters such as 
noise, temperature, odor, light and others, as well as adjust 
lamps, air conditioning so as to maintain temperature, light, 
sound and fresh air which are suitable for mental and physical 
status in smart classroom [7, 8]. 

III. SYSTEM ANALYSIS AND DESIGN

A. Requirements 
New haptic middleware system is defined through 

gathering raw requirements from multiple phases of 
prototyping as well as via discussion with the stakeholder. 
These raw requirements (Table 1) are then refined by 
extracting individual requirements on the core functionality of 
the middleware. 

TABLE I. GENERAL REQUIREMENTS OF HAPTIC MIDDLEWARE

Requirement 
ID

Requirements Description Priority

REQ0001 Ability to handle a common library set 
of gestures

Mandatory

REQ0002 Ability to interface additional devices Mandatory
REQ0003 Ability to be used by a third party 

software
Mandatory

REQ0004 Allow user to interface with individual 
device using the same function calls

Mandatory

REQ0005 Ability to track distance if detected Mandatory
REQ0006 Ability to determine velocity if detected Mandatory
REQ0007 Ability to choose between devices when 

user is in range
Mandatory

REQ0008 Have the capability to add new common 
libraries

Mandatory

REQ0009 Providing an API that can be 
implemented and used

Mandatory

REQ0010 Allow any sensors to be added and 
implemented

Mandatory

REQ0011 Ability to send out gestures via network Mandatory
REQ0012 Ability to capture finger coordinates if 

possible
Mandatory

REQ0013 Ability  to capture hand coordinates if 
possible

Mandatory

REQ0014 Ability to capture live video feed of the 
device if possible

Mandatory

REQ0015 Ability to switch devices when in range Mandatory
REQ0016 Ability to guess the device a user is 

moving towards
Mandatory

B. Architectural Analysis 
Architectural patterns are analyzed and reviewed to meet 

the design of the middleware system to fit to the Smart 
Learning Environment context. A high level design will be 
developed using SysML which will then be decomposed into 
lower level design, which determines the functionalities of 
which component block. Service Oriented Architecture (SOA) 
made up from a collection of discrete software modules, 
known as services that collectively provide the complete 
functionality of a large software application. This allow users 
to combine and reuse them in the production of applications. 
Services may be implemented using traditional languages 
like Java, C, C++, C#, Visual Basic, COBOL, or PHP. The 
prototype in development for this paper is chosen to be C#. 

Services adhere to a communications agreement, as 
defined collectively by one or more service-description 
documents. This maintain a relationship that minimizes 
dependencies and only requires that they maintain an 
awareness of each other. Beyond descriptions in the service 
contract, services hide logic from the outside world. Benefits 
include ability to leverage existing infrastructure and 
Applications, reusable logic and better control on 
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encapsulation of logic. Limitations include lower security on 
services, reusability on service level rather than micro class 
level as well as time performance of service oriented 
applications is significantly lower than that of applications 
using more traditional means of communication. 

Service oriented architecture would be beneficial for the 
haptic control middleware as the middleware framework will 
need to provide communication between integrations between 
new system developments that are going to add the library to. 
On the other hand service-oriented communication has its toll 
on the time performance of the system as it is possible to have 
large chunks of data on different devices to be transmitted to 
the middleware and at the same time compute and interpret 
before output to another system. This may cause the 
performance to be significantly degraded.  

C. Architectural Design 

The Sensory Hardware service (Fig. 2) defines a common set 
of functions and data requirements for any device and defines 
a common set of gestures utilizing a common gestures library. 
This service is handled by the Core Middleware service and its 
logic interfaced to select exclusive data from the haptic 
controllers LEAP motion manager manages all connections to 
the LEAP motion device and implements a defined set of 
methods that can return consistent data to the sensory 
hardware service. It implements a common gesture library. 
Microsoft Kinect manager manages all connections to the 
Microsoft Kinect device and implements a defined set of 
methods that can return consistent data to the sensory 
hardware service. It implements a common gesture library. 
Thalmic Labs MYO manager manages all connections to the 
Thalmic Labs MYO arm band and implements a defined set of 
methods that can return consistent data to the sensory 
hardware service. It implements a common gesture library. 
The common gesture library contains a common set of 
gestures that can be implemented by different haptic devices. 
This library is implemented within the sensory hardware 
service. The Distance Resource service (Fig. 3) handles the 
resource selection logic based on the output from the sensory 
hardware service. This is achieved by assessing the distance of 
the user, the velocity as well as the confidence ratio of the 
device. The Core Middleware service (Fig. 3) is the main 
service which is used to implement the haptic control 
middleware. 

Fig. 2. High level Design (Sensory Hardware Service) 

Fig. 3. High level Design (Core Middleware Service) 

Fig. 4. Implementation Architecture (Lower Configuration Layer) 

Fig. 5. Implementation Architecture  

This is the service point which is used for other third party 
systems to interface and interact. The device configuration 
service is an XML configuration of all devices that are 
defined. This will contain the name of the device, the 
connectivity method as well as some basic capabilities of the 
item. This is a network service which outputs gestures data out 
to the network space. This is aim at interacting systems across 
the internet using haptic controllers on the workstation. 
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D. Implementation Architecture 
The middleware framework is implemented and displayed 

utilizing a Layered Service oriented architecture would be 
beneficial for the haptic control middleware as the middleware 
framework will need to provide communication between 
integrations between new system developments that are going 
to add the library to. The middleware is defined into two main 
service layers- Lower Configuration Layer and Core 
Middleware Service Layer. 

The Lower Configuration Layer (Fig. 4) implements the 
XML configuration of all devices that are defined. This will 
contain the name of the device, the connectivity method as 
well as some basic capabilities of the item. This is achieved by 
utilizing an XML Engine to create and parse XML files. The 
Core Middleware Service (Fig. 5) implements the haptic 
controller framework. The service composed of four main 
services: 

� Middleware Service – This is the outbound service 
which implements the middleware API for third party 
systems. 

� Haptics Network Service – This is a network service 
which outputs gesture data across the internet via 
TCP/IP or HTTP endpoints. This utilizes Windows 
Communication Foundation framework. 

� Resource Distance Service – The resource distance 
service controls the logic in switching hardware 
devices based on availability and other parameters 
such as distance and velocity. 

� Hardware Integration Service – Hardware Integration 
service handles all the devices connected to the 
middleware system. These devices are implemented 
using their corresponding libraries and uses a 
common interface for ease of interaction. 

E. Low Level Design 
Core low level design shown will include the haptic 

middleware API, common hardware interface, common 
gestures library, individual hardware classes. Haptics 
Middleware API (Fig. 6) implements the following classes and 
methods: 

� Haptics Device - This is a device enumerator 
representing the devices implemented within the 
project. There are three devices in total: Microsoft 
Kinect camera, Thalmic Labs MYO arm band and 
LEAP motion haptic controller 

� IHaptics - This is an interface which hooks onto the 
main hardware interface to obtain data from all 
devices.  

� Haptics - This implements the IHaptics interface. 
This class handles the resource distance service on 
selecting devices depending on distance as well as 
containing the main methods for the middleware API: 
o deviceSelected() – Returns information on which 

device is currently selected to read its output data. 
o eulerAngle() – Returns additional information of 

the MYO reading on the gyroscope. The data 

returned will contain the roll, yaw and pitch of the 
Thalmic Labs MYO arm band. 

o getCoordinate() – For camera devices, provides 
the live coordinates of the hand in x, y and z axis. 

o getDistance() – Returns the distance of the user’s 

hand from the camera devices. The data return is 
in centimeters. 

o getGesture() – Returns the gesture detected from 
the selected listening device. The gesture is 
defined within the common gestures library 

o Initialise() – Initializes all connected devices; 
o Shutdown() – Shutdown all connected devices; 

Common Hardware Interface (Fig. 7) implements the 
following classes and methods: 

� Listening Mode - This is a part of the common 
hardware library which defines all haptic controllers 
and sensors. This enumerator contains all supported 
connection methods for devices implemented within 
this project. The supported connection methods are 
Bluetooth connectivity, connectivity via HTTP 
endpoints, connectivity via TCP/IP endpoints and 
connectivity via USB. 

� IHardware - Defines the common hardware interface 
for this project, this implements the hardware service to 
handle all devices and sensors for the middleware: 
o getCoordinate() – If the device is defined as a 

camera device, then it will obtain the coordinates of 
the user’s hand within the project.

o getGesture() – Obtains the gesture of the device. 
The gesture is defined within the common gesture 
library. 

o Initialise() – Initializes the haptic controller 
o SetParameters() – Obtains the configuration data 

from the XML configuration files and setup the 
device for connectivity and communication. 

o Shutdown() – Shutdown the device 

Common Gestures class (Fig. 8) defines the gesture 
library for the middleware framework. Within the project, the 
following five common gestures were created for the devices:  

� Circular Anti-clockwise gesture – hand moving anti-
clockwise 

� Circular clockwise gesture – hand moving clockwise 
� Okay gesture – hand showing OK or an upper O 

shape in the air with both hands 
� Swipe Left gesture – Hand swiping left 
� Swipe Right gesture – Hand swiping right 
� Unknown – An unknown gesture as a safety fall back 

if the device is unable to recognize the user’s gesture   
The class implementation of the LEAP motion [9] device 

(Fig. 9) connects to the main hardware and gesture library to 
maintain consistency between communicating devices  

� ILeapMotion – Interface created to hook onto the 
common hardware library 

� LeapMotion – Implements the common hardware 
interface with the methods defined below. 
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Fig. 6. Low Level Design (Haptics Middleware API) 

Fig. 7. Low Level Design (Common Hardware Interface) 

Fig. 8. Low Level Design (Common Gestures) 

Fig. 9. Low Level Design (Leap Motion) 

The Microsoft Kinect (Fig. 10) device connects to the main 
common hardware and gesture library to maintain consistency
between device communications using:  

� IMicrosoftKinect – Interface created to hook onto the 
common hardware library. 

� MicrosoftKinect – Implements the common hardware 
interface by utilising Microsoft Kinect SDK and 
Kinect Gesture library. 

Implementation of the Thalmic Labs MYO armband device 
(Fig. 11) connects to the main common hardware and gesture 
library to maintain consistency between device 
communications.  

� IThalmicLabsMYO – Interface created to hook onto 
the common hardware library. 

� ThalmicLabsMYO – Implements the common 
hardware interface by utilizing Thalmic Labs class 
library and MYOSharp wrapper interops. 

Fig. 10. Low Level Design (Microsoft Kinect) 

Fig. 11. Low Level Design (Thalmic Labs MYO) 
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IV. APPLICATION DEVELOPMENT

A. Development Technologies and Tools 
 For the development and testing of the haptic middleware 
design, the following hardware devices were integrated and 
implemented to the middleware: 

� LEAP Motion (Fig. 12) 
� Microsoft Kinect 360 (Xbox edition) (Fig. 13) 
� Thalmic Labs MYO gesture armband (Fig. 14) 

For developing the software application, the following 
software tools and libraries were used: 

� Visual Studio 2013. This is the main program for 
developing the middleware system in C# and C++. It 
also allowed doe integrations to all the software SDK 
in the middleware system. 

� Microsoft .Net 4.5 framework - As part of 
implementation towards C# and utilizing Microsoft 
visual studio development environment, a high 
majority of prototypes were created using this 
framework. The communication between the server 
and the client through HTTP & TCP/IP also utilizes 
the .NET framework via the Windows 
communication foundation (WCF) framework. 

� Microsoft (MS) Kinect Software Development 
Library – This software library is used to initialize 
connectivity and communicate with MS Kinect. The 
components used within this library would include 
basic video streaming and skeleton tracking.  

� Kinect Gesture Pak Software Development Library –
This software library provides customizable gestures 
and store the tracking data into XML files and   
interpreted within the project. The aim is to assist in 
the integration of MS Kinect into the middleware 
system. 

� LEAP Motion  [9] Software Development Library –

A C# library that handles the connectivity with the 
LEAP motion device. It allows the developers to 
define the listening space within the camera (i.e. from 
a circular cone viewpoint to a restricted box area) as 
well as provide hand and finger tracking on the 
device [8]. 

� Thalmic Lab MYO Software Development Library –
This is a beta library in C++ which provides 
connection to the MYO armband. The library 
contains some basic data from the gyroscope, the 
accelerometer as well as a few general hand gestures. 
It has a built in Bluetooth connection functionality 
which simplifies the connectivity process when 
integrating Bluetooth connection with the 
middleware. 

� MYOSharp C# Wrapper API - This is a C# library 
which wraps the MYO beta development library via 
interop with the C++ class library. This software is 
open-sourced and is available for personal and 
business use.  

Fig. 12. LEAP Motion Haptics Controller 

Fig. 13. Microsoft Kinect Camera (Xbox Edition) 

Fig. 14. Thalmic Lab MYO Gesture Armband 

Fig. 15. Haptic Middleware vision 
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Fig. 16. Haptic controllers complementing their strengths over other 
controller’s weaknesses

Fig. 17. Final prototype for Haptic Middleware system 

B. Prototype Development 

The prototype of the haptic middleware system (Fig. 15) 
gives developers to utilize different haptic devices to interact 
with the system using each of the haptic controller’s strength 

to cover for other haptic device’s weaknesses (Fig. 16). The 
framework would provide useful data of such as gesture 
interactions, user or hand distances, and velocity of human 
motion as well as general skeleton statistics. In consideration 
of the above, the developed functional prototype   
demonstrates: 

� Ability to integrate multiple peripheral and sensors 
into the framework. 

� Ability for the sensors to interact based on a common 
gesture library. 

� Ability for the middleware to sense user distance and 
velocity and calculate as a factor to determine the 
next listening haptic controller 

V. FINAL SYSTEM

A working prototype (Fig. 17) for the Haptic Middleware 
Framework designed and developed. Below are the functions 
tested for the API with all three hardware components 
implemented into the haptic middleware service: 

� deviceSelected() – Returns information on which 
device is currently selected to read its output data. 

� eulerAngle() – Returns additional information of the 
MYO reading on the gyroscope. The data returned 
will contain the roll, yaw and pitch of the Thalmic 
Labs MYO arm band. 

� getCoordinate() – For camera devices, provides the 
live coordinates of the hand in x, y and z axis. 

� getDistance() – Returns the distance of the user’s 

hand from the camera devices. The data return is in 
centimeters. 

� getGesture() – Returns the gesture detected from the 
selected listening device. The gesture is defined 
within the common gestures library 

VI. CONCLUSION

Effective integration of haptic technologies into the 
architecture of smart learning environment by designing 
components of service oriented middleware is achievable 
through well executed architectural development and design. 
The core of this research have been focused towards designing 
and creating the flexible architectural framework for the haptic 
middleware, providing the ability to allow each haptic 
controller’s strength to be able to mitigate weaknesses of the 
other haptic devices. 
Through a functional prototype, it is demonstrated that it is 
possible to replace traditional keyboard and mouse input with 
gesturing devices within the Smart Learning Environment 
context. The presented middleware enables advanced services 
for multiple gesture device handling to control components of 
the software system. Further development of the middleware 
will focus on improving usability of its services. 
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Abstract— Augmented Reality technology approach has been 
being adopted within the education sector. The advanced 
technology tools in many classes have the potential changed of 
users’ attitudes toward the pedagogical and psychological 
objectives and goals.  Moreover, augmented reality has not 
elicited so much attention within the corridors of education 
sector as it is now. In order to improve the interactive 
effectiveness in the smart classroom environment, there is a 
demand to tailor the innovation technology and align it with 
every changing requirements and capabilities of various users. 
Consequently,   the educators are increasingly finding augmented 
reality suitable for deployment in education. In this paper, a 
project shows how Augmented Reality utilised with overlay 
Smart-Grid can support the learning process in attractive 
methods for monitoring events of captured scenes in remote-lab 
such as video stream, Web-link from smart devices’ camera. 

Keywords—augmented reality; smart grid; remote-lab. 

I. INTRODUCTION  
Augmented Reality (AR) allows for the establishment of 

collaborative environments through teacher’s and students’ 
interaction within virtual objects leading to the creation of 
various interactive scenarios in the classroom. Virtual reality 
refers to the combination of various display and devices’ 
interface which results from immersive overlay interactive 
computer-generated environment. In addition, the Mixed of 
reality refers to the merger of virtual overlay objects with on 
the real scene [1]. Although in terms of acceptance technology, 
a recent model has been appeared and showed that because of 
some smart technologies features, users are capable to function 
those devices easily [2]. Hence, AR as a smart innovation 
system is being incorporated in the learning and teaching 
processes to achieve the pedagogical objectives and goals 
demand. The AR system in classes allows the students to locate 
the students to discover and explore the virtual materials as 
they are in real through the use of overlaid scenes[3]. 

In this paper, an experiment has applied for utilising 
augmented reality (AR) elements within UTS Remote-Labe. 
The aims of the study are: firstly is to monitor captured 
(selected) of a scene for studying purposes, such as a video 
stream from an iPad camera, within the novel idea ‘a smart grid 
layout’. The process of the experiment has toolkits to leverage 

functionalities. Secondly, the significant objective is also to 
investigate the capabilities AR frameworks and Software 
Development Kits (SDK) for determining and selecting 
particular cell(s). Furthermore, the main focus of toolkits is to 
provide a simple way to overlay an image or animation over a 
video stream. Hence, a number of prototypes have been utilised 
in different AR toolkits, and ultimately the project has 
optimised an open source image-processing framework 
‘OpenCV’. The case study has experimented with the use of 
the Metaio AR SDK, Wikitude SDK and Total Immersion’s 
D’Fusion SDK. Moreover, due to image-processing tools, an 
OpenCV is required because of its characteristics. As a result, 
the function of monitoring and selecting of this project have 
succeeded and meet the study’s gaols. The first section, the 
paper will show the use of AR into education process and its 
advantages. The second section introduces the case study that 
reveals the mixture of AR and the novel smart-grid feature. 
The final section includes conclusion and recommendation. 

II. AR IN THE CLASSROOM 
Augmented reality (AR) shifts the meaning of converting 

the virtual materials into genuine classroom environment by 
using spectacular technological techniques.  In other words, it 
is the technology that schemes digital pedagogical materials 
onto real objects. The use of AR and its associated 
technologies in education permits both instructors and students 
to experience the virtual interaction in real time [4]. Real time 
learning, sharing of information and pedagogical interactions is 
a new concept that is in line with the level of civilisation in the 
world today. It is flexible system application that can be used 
and deployed already in available technological platforms and 
devices such as personal computers, laptops, tablets and smart 
phones. These devices are commonly used by students and 
educators alike. Moreover, they are easy to use and therefore 
suitable for suitable for students from various age groups and 
education level. Billinghurst (2002) pointed out that a smooth 
transmission between reality and virtuality will enhance and 
create a new experience. However, the integration into any 
system needs to be through an intermediate interface to allow 
for collaboration. Hence, many of AR and other tangible user 
interface system have been deployed and introduced in classes 
equipped specially for visualisation purpose. In contrast, in 



ordinarily equipped classrooms with no special instruments. 
Instructors are responsible for conducting lectures and 
activities by placing course books in digital form and using 
computers facilities. Learners follow instructor’s guidelines 
while receiving prompts through slides shows, handouts or 
whiteboard. However, the equipped AR classrooms are 
relatively expensive making it difficult for their integration into 
the high collaborative environment that they must to be. Pre-
existing teaching using both virtual and real time materials or 
re-planned activities in class is still fairly structured and limited 
for use with AR [5]. In the education sector, many educators 
attempt to teach and help their students to acquire the 
curriculum in an enthusiasm style. By using advanced 
interactive technology in education, the classrooms are likely 
to be the favourite place for teaching and learning process. 
Nowadays, Augmented reality has shaped a new interaction 
method for many sectors other than education. Consequently, a 
new interaction level has been rapidly increased by introducing 
AR. The new advanced technologies within the classroom 
facilities play a vital role in elevating the motivation levels 
amongst student while they are taught which is vital when it 
comes to attaining learning outcomes and other pedagogical 
outcomes objectives.  

A. Advantages of AR to Education 
With its three dimensions and real time interactivity 

capabilities, AR has key advantages over the traditional 
classroom which has seen it revolutionise the learning process. 
It uses some of the commonest technologies in today’s world: 
computing and mobile telephony technologies. Most of the 
devices suing these technologies are very portable and 
therefore permits learning anywhere. That is, AR permits 
learning on the go. Such convenience enables students to learn 
with relative ease without the need to be confined within the 
walls of a traditional classroom setting. It allows for educators 
to disseminate content to the students from the remote location. 
It is an important cog in the wheel of e-learning whose 
popularity has increased with the advent computing technology 
and the internet, such as Remote-Lab. The educators and 
students have a platform where they can interact with the 
Remote-Lab in real time; doing the experiments. 

 
Shelton and Hedley (2002) in their study of the impact of 

AR in the education sector found that there was a positive 
impact among undergraduate student using AR in geography 
lesson. The study targeted over thirty students and found that 
there was a significant improvement in student understanding 
when AR was used during the learning process. They also 
established that there was a reduction in student 
misunderstanding of the various lesson concepts [3]. This is 
because not only does AR improves the motivational levels 
amongst learners it also improves the creativity and 
innovativeness amongst learners. Moreover, AR superimposes 
and enhances information on the real world elements. Such 
contextual information which combines visual and sensory 
information results in improved cognitive skills and enhances 
associative learning [5]. AR provides learners with a friendly 
interactive interface which is rich in knowledge leading to high 

motivation. It is modern and most learners and educators in 
today’s world can easily identify with it leading to high 
learning performance [5].   

B. AR Based Visualisation and Interaction 
Visualisation system opens new dimensions of human 

computer interaction by providing accessibility and user 
interface to all areas. AR provides interaction between the 
devices and users that leads to a decrease tangible interaction. 
On the other hand, in ordinary classroom, classrooms have 
limitations and allow less functionality in the workplace to be 
accomplished. However, technologies that provide and 
advanced technique, such as gesture and speech interaction, 
help our daily activities to interact with real world objects in 
more natural way [6].  Thus, the functionalities of reality-
based-interface provide the next generation interface to interact 
simultaneously with real and augmented environment [6].  To 
address all obstacles in traditional classes or equipped classes, 
the augmented reality technique plays a crucial role in 
enriching and boosting learners to achieve their goals 
efficiently.  

 
Visualising things and creation of a big loophole in 

understanding are caused by teaching situation and demands 
for many concept, such as physics, chemistry and biology [6]. 
AR tries to solve these issues by combining real and overlaying 
information and visualising scenes in a proper way to 
understand with the interaction function.  Nevertheless, there is 
still need to improve the interaction method in a way that will 
provide the reality of interaction meaning with objects [7]. 
Supporting the AR technique needs to be proved by 
applications and tangible novel devices, such as smart overlay 
grid. Most of the applications do not support gesture-base 
direct manipulating of the augmented scene that is responsible 
for user interaction with objects for more real interaction 
efficiency [7]. Therefore, our study has come up with solutions 
that enable AR interaction which includes new methodology, 
deploying user’s smart selection tool in both virtually and the 
possibility of physical interaction with objects that will be 
shown to the end-user. 

 
According to Dunleavy (2009), a simulation study showed 

that technology-mediation within AR technique helps with 
interaction and collaboration within the highly engaging 
environment in which teachers and students operate. Although 
the AR simulation system provided prospective added value to 
the learning and teaching process, it showed some technical, 
manageability and cognitive challenges [8].  It is expected that 
AR technology will continue to progress to deliver high quality 
multimedia-interaction towards more powerful for mix-reality.  

III. AR – SMARTGRID FOR EDUCATIONAL REMOTE-LAB 
MONITORING (CASE STUDY) 

The case study utilises augmented reality (AR) elements to 
select and monitor captured of scenes for studying purposes, 
such as a video stream from an iPad camera, within the novel 
idea a smart grid layout. The process of the experiment that has 
taken is to develop application and investigate existing AR 



toolkits to leverage functionalities. Moreover, the significant 
objective is to investigate the capabilities AR frameworks and 
Software Development Kits (SDK). The main focus of toolkits 
is to provide a simple way to overlay an image or animation 
over a video stream. So, after a number of prototypes utilising 
different AR toolkits; ultimately the project has optimised an 
open source image-processing framework ‘OpenCV’. The case 
study has been experimented with the use of the Metaio AR 
SDK, Wikitude SDK and Total Immersion’s D’Fusion SDK. 
As a result, the monitoring functionality of this application 
required image-processing tools and because of that OpenCV 
seems to be sufficient due to its characteristics. 

 

A. The Study’s Rationale   
In an educational context, there are many situations where 

AR can be applied. In studies by Montero et al. [10] AR 
technology was leveraged as a means to overcome the current 
limitations of Classroom Communication Systems (CCS), and 
thus allowing teachers to obtain a personal  feedback from 
students in the class [10]. The communication system was 
utilised to allow participating students to signal whether they 
understand the material being presented to them by the lecturer 
in a non-intrusive manner. The flow of the lecture was not 
hindered and this method also overcame the issue where 
students are too shy to speak up or interrupt in the classroom 
[10].  Typically, a classroom communication system like this 
also allows the lecturer to gauge which students are not paying 
attention if they are not providing regular feedback. Another 
approach to determine attentiveness is to monitor the classroom 
for facial expressions and body language. This is a possible 
extension to the monitoring application, which would require 
advanced image processing and machine learning 
functionalities. 

A monitoring application can also be applied to analysing 
data such as graphs and gauges. For example, a researcher is 
required to observe an experiment with graph and meter 
outputs from sensor data. He needs to record events where 
there are spikes in the output. The application can be employed 
to automate this process and all that is required of the 
researcher is some initial configuration.  
 

B. Architecture and Design of the AR SmartGrid  
In case-study, it has been chosen iPad running iOS 7.1.1 for 

testing environment for the iOS application. In addition, Xcode 
5.1 which is the Integrated Development Environment (IDE) 
required developing on the iOS platform. The IDE is provided 
free from the App Store by Apple and comes with all the 
essential framework and libraries required to start developing 
applications. Having one central IDE makes it easy for third 
party frameworks, such as AR Software Development Kits 
(SDK), to import to iOS projects. Moreover, Objective-C, 
Objective-C++ and C++ have also been selected for 
programming languages that used to develop AR SmartGrid 
because Objective-C is the default language in the iOS 
framework. Objective-C++ combines C++ elements with 
Objective-C to extend the language allowing the use of C++  

features. C++ has been utilised for the complex image 
processing functionality because of the better performance and 
also allows easy interfacing with the OpenCV SDK, which is 
written in C++[11].  
 

OpenCV is an open source library for computational image 
processing written in optimized C/C++[12]. The library has a 
very active support community and extensive documentation. 
The source code is freely available on GitHub and supports 
Windows, Linux/Mac, Android and iOS. 
 

 Architectural Model of AR SmartGrid System 
 

The solution that has been developed is a prototype application 
that utilises monitoring grid overlay functions. The AR 
application, called SmartGrid, has been built on the iOS 
platform for iPad devices and interfaces with a corresponding 
also from Pebble Smart Watch application. Figure 1 presents 
the high level architecture of the AR SmartGrid application. 
The Input Handler takes either a video stream feed or a website 
as the scene to be displayed. So, the Smart Grid provides an 
overlay of the smart Cells of the grid. If a Cell is selected, the 
Motion Detector monitors the Cell. The Motion Detector 
utilises the image processing functionalities of the OpenCV 
SDK. If motion is detected, the Cell generates an Event, which 
is displayed on the screen. Setting and event logs are persisted 
by the local application database. 

 

 

Fig. 1.  High level architecture of AR Smart Grid application 



C. Implementation of AR SmartGrid System 

The functionality of the AR SmartGrid app is that it 
monitors selected cells for movements or deviations that are 
selected by students or instructor while they are in the session 
remotely. The monitored scene can either be configured for a 
video stream from the iPad device’s camera or a web view of 
any website (i.e. UTS Remote Labs facility [13]). The grid for 
monitoring activities or events can be formed as free (Fig. 2) or 
fixed (Fig. 3 and Fig. 4). In a free grid placement mode, 
monitored cells are organised by dragging and dropping cells 
freely onto the canvas and in the fixed grid mode cells are laid 
out evenly according to a configurable number of rows and 
columns. 

When an event or status change is detected in a selected 
cell by touching screen or through Pebble Smart Watch for 
selecting, an alert popover will overlay the screen. A log of the 
event, including a screenshot and timestamp, is registered. 

 

 
Fig. 2.  SmartGrid’s free grid mode by dragging and dropping cells 

running the UTS Remote Lab’s Hydro experiment [13]. 
 

 
Fig. 3.    SmartGrid’s fixed grid mode with user positioned cells for 
threshold running the UTS Remote Lab’s Hydro experiment [13].  

 
Fig. 4.  SmartGrid’s event detection alert in smart grid monitoring while 

using the UTS Remote Lab’s Hydro experiment [13].   
 

CONCLUSION 
Augmented Reality as an assistance tool has been 

increasingly integrated within the learning environment to 
support learning process and create the meaningful of 
interactive learning platform. The integration helps to improve 
knowledge acquisition and retention among learners. Through 
the advantages, AR can play a key role in raising motivation 
levels in the education environment by showing pedagogical 
materials in interactive and enthusiastic style. 

For the enhancement of particular study room such as 
remote-lab, a case study has been taken place to adapt AR 
within overlay SmartGrid into remote-lab for monitoring and 
selecting scene of events. The development of this prototype 
application associated with the advantages of using AR-
SmartGrid in remote-labs has demonstrated the possible to 
leverage existing technology for the purpose of monitoring and 
controlling. There is also opportunity to extend the monitoring 
capabilities of the application to include face detection, for 
example, and other features that could be possible to enhance 
the learning process for future demand. The use of AR 
technology in the context of education is still being explored, 
but has yielded promising results so far. 
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