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Abstract

This thesis aims to improve our understanding of the structure of quantum entangle-
ment and the limits of information processing with quantum systems. It presents new
results relevant to three threads of quantum information: the theory of quantum en-
tanglement, the communication capabilities of quantum channels, and the quantum
zero-error information theory.

In the first part, we investigate the fundamental features of quantum entangle-
ment and develop quantitative approaches to better exploit the power of entangle-
ment. First, we introduce a computable and additive entanglement measure to quan-
tify the amount of entanglement, which also plays an important role as the improved
semidefinite programming (SDP) upper bound of distillable entanglement. Second,
we show that the Rains bound is neither additive nor equal to the asymptotic relative
entropy of entanglement. Third, we establish SDP lower bounds for the entangle-
ment cost and demonstrate the irreversibility of asymptotic entanglement manipu-
lation under positive-partial-transpose-preserving quantum operations, resolving a
major open problem in quantum information theory.

In the second part, we develop a framework of semidefinite programs to eval-
uate the classical and quantum communication capabilities of quantum channels in
both the non-asymptotic and asymptotic regimes. In particular, we establish the first
general SDP strong converse bound on the classical capacity of an arbitrary quantum
channel and give in particular the best known upper bound on the classical capac-
ity of the amplitude damping channel. We further establish a finite resource anal-
ysis of classical communication over quantum erasure channels, including the first
second-order expansion of classical capacity beyond entanglement-breaking chan-
nels. For quantum communication, we establish the best SDP-computable strong
converse bound and refine it as the so-called max-Rains information.

In the third part, we investigate the quantum zero-error information theory. In
contrast to the conventional Shannon theory, there is a very different-looking in-
formation theory when errors are required to be precisely zero, where the commu-
nication problem reduces to the analysis of the so-called confusability graph (non-
commutative graph) of a classical channel (quantum channel). We develop an acti-
vated communication model and explore its novel properties. Notably, we separate
the quantum Lovdasz number and the entanglement-assisted zero-error capacity, re-
solving an intriguing open problem in the area of zero-error information.
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Chapter 1

Introduction

Information theory, the theory of information processing and transmission, is one of
the cornerstones of the last century. In a single paper [Sha48], Shannon initiated the
study of information theory as an abstract discipline and led a revolution in com-
munication theory by proving two fundamental theorems, the noiseless and noisy
coding theorems. Without information theory, one could not imagine today’s highly
information-based society, where information and communication have become cen-
tral to our modern world.

Quantum information theory, a generalization of Shannon information theory, is
the theory of the ultimate performance of information processing and transmission
with quantum systems. On one hand, the information processing and transmission re-
alized by physical systems are ultimately governed by the laws of quantum physics,
another great theme of the 20th century. On the other hand, the miraculous features
of quantum mechanics led to the revolution of the classical information technologies
and further enabled various applications which are currently not feasible on conven-
tional platforms. Quantum entanglement, one of the most fundamental concepts of
quantum physics [HHHHO09], plays a key role in the advantages gained by consider-
ing applications of quantum mechanics. For instance, quantum entanglement can be
applied to boost the communication rate as well as to secure the tasks of computation
and communication via quantum cryptography [GRTZ02, SBPC*09].

The era of quantum computing also relies on faithful quantum information pro-
cessors and stable quantum networks. With the aim to construct next generation of
networks and computers, the study of quantum information focuses on the capabili-
ties and limitations of computation and information processing in a quantum world.

Its main goal is to resolve the following;:

e How can quantum information be compressed and manipulated?

1



2 1. Introduction

e How much classical/quantum/private information can be transmitted faith-
fully using quantum channels?

e How to detect, quantify, understand, distribute and use entanglement?

There are two ways to explore the above major topics. One is to consider these
information processing tasks under the asymptotic regime with the simplifying as-
sumption that available resources are unbounded, which reveals the ultimate nature
of information processing. Another one is the non-asymptotic regime, which is also
known as the finite resource information theory. This regime is motivated by the real-
istic thought that the resource is finite. Although the industry and academia have
invested a lot to realize the small-sized quantum processors, we still have to meet the
experimental and theoretical challenges that there are certain limitations to control
the large-size quantum systems coherently and accurately. Hence, it is of great prac-
tical relevance and theoretical value to study quantum information processing in a
scenario involving only a small and medium number of bits or qubits.

In order to investigate quantum information processing under both the asymp-
totic and non-asymptotic regime, we require new efficient technical tool-kits. Semidef-
inite optimization (also known as semidefinite programming) [VB96, Tod01, BV04], a
relatively new field of optimization with both theoretical and practical interests, has
become an ideal and powerful tool-kit for the theory of quantum information. It is
concerned with choosing a symmetric matrix to optimize a linear function subject to
linear constraints and a further crucial constraint that the matrix has to be positive
semidefinite. Its elegant duality theory and its connections to various information
measures lead us to a better exploration of quantum information with both analytical
and numerical solutions.

This thesis aims to contribute to the development of quantum Shannon theory,
entanglement theory, and zero-error information theory, with focuses on the structure
of quantum entanglement and the limits of elementary information processing tasks
in a quantum world. In the following, I will overview my research in the depicted

areas.

1.1 Overview

The research during my PhD study explores the fundamental properties of quan-
tum entanglement and establishes efficiently computable approximations for elemen-
tary tasks in quantum information theory by using semidefinite optimization [VB96,
Tod01, BV04], matrix analysis [H]12, Bha09], and information measures [OP04, Tom16].
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Figure 1.1: Structure of this thesis

After the introduction and preliminaries in the first two chapters, this thesis is di-
vided into three halves: Chapters 3-4 discuss quantum entanglement, Chapters 5 and
6 focus on quantum Shannon theory, and Chapter 7 studies the quantum zero-error
information. Here, we give a brief overview of the contents of the individual chapters
and briefly discuss our contributions. (We refer to the corresponding chapters for a
more extensive introduction and literature on the corresponding topic).

Chapter 2 - Preliminaries

This chapter introduces the mathematical basics necessary for dealing with quantum
information: state vectors, density operators, superoperators, distance measures, and
so on. We then give an overview of quantum entanglement and introduce the frame-
work of local and nonlocal bipartite quantum operations. After that, we introduce the
basics of semidefinite optimization as well as some other useful toolkits for quantum
information such as smoothed entropies.

Chapter 3 - Entanglement distillation and quantification

Quantum entanglement plays a crucial role in quantum physics and is a key ingre-
dient in many quantum information processing tasks. The concept of entanglement
as a resource motivates us to develop a quantitative theory to explore the structure
and the power of entanglement. This chapter focuses on the quantification and dis-
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tillation of quantum entanglement. First, we introduce a computable and additive
entanglement measure to quantify the amount of entanglement in quantum states.
This entanglement measure also plays an important role as an improved SDP upper
bound of the distillable entanglement—the rate at which Bell states can be distilled
from the given states through local operations and classical communication (LOCC).
Second, we study deterministic entanglement distillation and provide characteriza-
tions and estimates of the distillation rates in both the one-shot and asymptotic set-
tings. Third, we show that the Rains bound (the best known upper bound on distill-
able entanglement) is neither additive nor equal to the asymptotic relative entropy of
entanglement.

Chapter 4 - Irreversibility of asymptotic entanglement manipulation

The irreversibility is crucial to every resource theory and various approaches have
been considered to enlarge the class of free operations to ensure the reversible in-
terconversion of quantum entanglement. A natural candidate is the class of quan-
tum operations that completely preserve positivity of partial transpose (PPT). In this
chapter, we demonstrate that PPT operations do not lead to a reversible entangle-
ment theory, resolving a longstanding open problem in quantum information theory
[APE03, HOHO02, Ple05b]. This means that even if we relax the free operations from
LOCC operations to PPT operations, the asymptotic transformation between quan-
tum states is still irreversible. Our key contribution is an efficiently computable lower
bound for the entanglement cost, which quantifies the amount of Bell states required
to reconstruct a specific state in the asymptotic regime.

Chapter 5 - Classical communication with quantum systems

This chapter studies the fundamental limits of classical communication over quan-
tum channels in both the asymptotic and non-asymptotic regime. First, we con-
tribute a framework of semidefinite programs (SDPs) to estimate the coding rate
and success probability for classical communication over quantum channels, with
or without entanglement assistance. Second, we establish the first general SDP upper
bound on the classical capacity of a quantum channel and give the best known upper
bound for the classical capacity of the amplitude damping channel. Third, we in-
troduce the constant-bounded subchannels and use them to derive a meta-converse
on the amount of information that can be transmitted over a single use of a quan-
tum channel. In particular, we establish a finite resource analysis of quantum era-
sure channels, including the first second-order expansion of classical capacity beyond
entanglement-breaking channels.



1. Introduction 5

Chapter 6 - Quantum communication with quantum systems

This chapter investigates the capabilities of a noisy quantum channel to transmit
quantum information in both the non-asymptotic and asymptotic regime. First, we
provide improved SDP converse bounds in the context of quantum communication
with finite resources. Second, we establish an SDP strong converse bound on the
quantum capacity, which means the fidelity of any sequence of codes with a rate
exceeding this bound will vanish exponentially fast as the number of channel uses
increases. Third, we refine our SDP strong converse bound as the so-called max-Rains
information and show that it improves the partial transposition bound given by Holevo
and Werner [HWO01]. We further compare it with other well-known bounds on quan-

tum capacity.

Chapter 7 - Quantum zero-error information theory

This chapter studies the zero-error communication via quantum channels from the
perspective of non-commutative graphs. The celebrated Lovdsz number [Lov79]
and its quantum generalization [DSW13] were proved to be upper bounds on the
zero-error capacity even assisted by entanglement. However, it remained unknown
whether the quantum Lovasz number is always achievable via the assistance of quan-
tum entanglement [LMM ™12, DSW13, CLMW11]. The first main result of this chapter
resolves this intriguing open problem by separating the quantum Lovdsz number and
the entanglement-assisted zero-error capacity via an explicit construction of the non-
commutative graph. After that, we further introduce an activated communication
model and discuss its properties.

During the time of my PhD study at UTS, I had the pleasure to collaborate with
many excellent researchers. Parts of this thesis are based on material contained in the
following papers.

e X. Wang and R. Duan, Improved semidefinite programming upper bound on distillable entan-
glement, Physical Review A 94, 050301 (Rapid communication), 2016, [WD16b].
(Chapter 3)

e X. Wang and R. Duan, Nonadditivity of Rains bound for distillable entanglement, Physical
Review A 95, 062322, 2017, [WD17b].
(Chapter 3)

e X. Wang and R. Duan, Irreversibility of Asymptotic Entanglement Manipulation Under
Quantum Operations Completely Preserving Positivity of Partial Transpose, Physical Review
Letters 119, 180506, 2017, [WD17a].

(Chapter 4)
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X. Wang, W. Xie, and R. Duan, Semidefinite programming strong converse bounds for classi-
cal capacity, IEEE Transactions on Information Theory 64(1), 640-653, 2018, [WXD18].
(Chapter 5)

¢ X. Wang, K. Fang, and M. Tomamichel, On converse bounds for classical communication
over quantum channels, submitted, available at arXiv:1709.05258, 2017, [WFT17].
(Chapter 5)

o X. Wang, K. Fang, and R. Duan, Semidefinite programming converse bounds for quantum
communication, submitted, available at arXiv:1709.00200, 2017, [WFD17].
(Chapter 6)

e X. Wang and R. Duan, A semidefinite programming upper bound of quantum capacity, In
Proceedings of IEEE International Symposium on Information Theory (ISIT 2016), pages
1690-1694, 2016, [WD16a].

(Chapter 6)

e X. Wang and R. Duan, Separation between quantum Lovisz number and entanglement-
assisted zero-error classical capacity, IEEE Transactions on Information Theory 64(3), 1454-
1460, 2016, [WD18].

(Chapter 7)

e R. Duan and X. Wang, Activated zero-error classical capacity of quantum channels in the
presence of quantum no-signalling correlations, arXiv:1510.05437, 2015, [DW15].
(Chapter 7)

Other publications or preprints on which this manuscript does not focus:

¢ X. Wang and Runyao Duan, On the quantum no-signalling assisted zero-error simulation
cost of non-commutative bipartite graphs, In Proceedings of the IEEE International Sym-
posium on Information Theory, pages 2244-2248, 2016, [WD16c].

e K. Fang, X. Wang, M. Tomamichel, and R. Duan, Non-asymptotic entanglement distilla-
tion, arXiv:1706.06221, 2017, [FWTD17].

e K. Fang, X. Wang, L. Lami, B. Regula, and G. Adesso, Probabilistic coherence distillation,
Physical Review Letters (in press), 2018, [FWL*18].

e Y. Li, Y. Qiao, X. Wang, and R. Duan, Tripartite-to-bipartite Entanglement Transformation
by Stochastic Local Operations and Classical Communication and the Classification of Matrix
Spaces, Communications in Mathematical Physics 358(2), 791-814, 2018, [LQWD18].

e Y. Li, X. Wang, and R. Duan, Indistinguishability of bipartite states by positive-partial-
transpose operations in the many-copy scenario, Physical Review A 95, 052346, 2017, [LWD17].

e B. Regula, K. Fang, X. Wang, and G. Adesso, One-shot coherence distillation, Physical
Review Letters 121, 010401, 2018, [RFWA18].
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W. Xie, K. Fang, X. Wang, and R. Duan, Approximate broadcasting of quantum correlations,
Physical Review A 96, 022302, 2017, [XFWD17].

e L. Lami, B. Regula, X. Wang, R. Nichols, A. Winter, and G. Adesso, Gaussian quantum
resource theories, arXiv:1801.05450, 2018, [LRW+18].

e K. Fang, X. Wang, M. Tomamichel, and M. Berta, Quantum Channel Simulation and the
Channel’s Max-Information, In Proceedings of the IEEE International Symposium on In-
formation Theory, 2018, [FWTB18].

e W. Xie, X. Wang, and R. Duan, Converse bounds for classical communication over quantum
networks, arXiv:1712.05637, 2017, [XWD17].

e S.Liu, X. Wang, L. Zhou, J. Guan, Y. Li, Y. He, R. Duan, and M. Ying, Q|SI): a quantum
programming environment, arXiv:1710.09500, 2017, [LWZ*17].

e M. G. Diaz, K. Fang, X. Wang, M. Rosati, M. Skotiniotis, J. Calsamiglia, and A. Winter,
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Chapter 2

Preliminaries

2.1 Basics of linear algebra

A Hilbert space H is a complex vector space equipped with an inner product (-, -) :
H x H — C. We use symbols such as H 4 (or H 4/) and Hp (or Hp') to denote Hilbert
spaces associated with Alice and Bob, respectively. In this thesis we restrict ourselves
to finite-dimensional Hilbert spaces. We denote L (A) as the set of linear operators
acting on Hilbert space H 4. We denote P (A) as the subset of positive semidefinite
operators acting on H 4 and write X > 0if X € P (A).

Given two quantum systems A and B, we consider them jointly by defining the
composite quantum system AB. Its Hilbert space is the tensor product of the Hilbert
spaces of its parts, i.e., Hap = Ha ® Hp. Note that for a linear operator M, we define
M| = VMM, and the trace norm of M is given by ||M|; = Tr |M|, where M is
the conjugate transpose of M. The operator norm || M||« is defined as the maximum
eigenvalue of |M|. Trace norm and operator norm are dual to each other, in the sense
that || M||e = max ¢, <3 Tr MC.

An overview of the basic notations in this thesis can be found in Table 2.1. The
expert reader may directly proceed to Chapter 3.

2.2 The formalism of quantum information

Here we present the essential formalism of quantum information. We start by briefly
recalling the necessary concepts from linear algebra and then introduce the basic ele-

ments of quantum information.



2. Preliminaries 9

General

C, R, IN complex, real, and natural numbers

log logarithm with base 2

1,9 bra and ket

da dimension of the Hilbert space A

14,id4 identity operator and identity map on A

Tr, Trs trace and partial trace

S| cardinality of the set S

Operators

L(A) set of bounded linear operators acting on # 4

P (A) set of positive semidefinite operators acting on H 4
S (A) set of density operators acting on H 4

S(A®B) setof density operators acting on H 4 ® Hp

S< (A) set of subnormalized density operators acting on H 4

supp (X)  support of the operator X
rank (X)  rank of the operator X
XY support of X is contained in the support of Y

XT transpose of the operator X
Xt conjugate transpose of the operator X
XZBB Partial transpose on system B of X 4p

XAa®Yp tensor product of operators A and B
XA ®Xp  direct sum of operators A and B
Amax (X)  largest eigenvalue of a Hermitian operator X

Norms

| X]|1 trace norm of X € Herm (A)

1| X || oo spectral norm of X € Herm (A)
€14 diamond norm of £ : £ (A) — L (B)

Table 2.1: Overview of notational conventions

2.2.1 Quantum states

A quantum state on H 4 is an operator p4 € P (A) withTrp4 = 1. The set of quantum
states on H 4 is denoted by S (A). The set of subnormalized states on H 4 is denoted
by S< (A) := {pa € P(A) : Trpa < 1}. A state is called pure if it is a projector, i.e.
p = )| for a vector |¢). If a state p is not pure, we call it mixed.

2.2.2 Quantum channels and measurements

In this subsection, we briefly introduce the unitary evolution, quantum channels, and
quantum measurements.
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Unitary evolution

The evolution of any closed quantum system is described by a unitary evolution U
that maps

o — UpU", (2.1)

where UTU = 1.

Quantum channels

The dynamical evolution of an open quantum system with Hilbert space H is given
by a quantum channel N, which is defined to be a linear completely positive (CP)
and trace-preserving (TP) map from L (A’) to £ (B). We also call N' quantum chan-
nel. The class of physical mappings should at least always map positive operators to
positive operators. The complete positivity of a map ensures that this remains true if

the quantum system is regarded as a part of a larger system.

There are several equivalent representations of a quantum channel:

1. Choi-Kraus representation [Kra71, Cho75]: A linear map N from L (A’) to
L (B) is CP if and only if there exists a set of linear operators {E;} from H 4 to
‘Hp such that

N (p) = Y _EwEf, Vo € S (4), (2.2)
k

where Ej is also referred to as a Kraus operator. Furthermore, N is TP if and

only if

Y EfE =1. (2.3)
k

2. Stinespring Representation [Sti55]: A linear map N from L (A’) to £ (B) is
CPTP if and only if there exists a Hilbert space H and an isometry V such that

N(PA’) = Trg VpA/V+, V.OA’ es (A/) . (2-4)

Such V is called a Stinespring dilation of N.

3. Choi-Jamiotkowski representation [Cho75, Jam72]: For a linear map N from
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L (A’) to L (B), its Choi-Jamiotkowski matrix is given by

In =2 liaXjal @ N (lia)jal) s (2.5)

ij

where {|is)} and {|ia/)} are orthonormal bases for isomorphic Hilbert spaces
H 4 and H 4/, respectively. The map N is CP if and only if

Jn 20, (2.6)
and N is TP if and only if
TI‘B ]/\[ = ]lA. (27)

This Choi representation allows us to represent a quantum channel by a positive

semidefinite operator obeying certain linear constraints.

Inverse Choi-Jamiotkowski transformation

For a given quantum channel NV4_,p and input state p 4, we have

Nasp(pa) =Traln (PE ® ﬂB) (2.8)
=Tra A/ (04 ® 1), (2.9)

where T4 means the partial transpose on system A, i.e., (|iajs)(kals|)™ = |kajs)ials|,
and {|ia)}, {|jB)} are orthonormal bases for Hilbert spaces H 4 and # g, respectively.

Measurements

To realize the advantages quantum technology promises, we actually have to under-
stand how to extract classical information from quantum states. Such a process is
called quantum measurement.

A quantum measurement is a CPTP map from a quantum system to a classical reg-
ister containing the measurement outcome and a system with the state after mea-
surement. It can be described by a collection of Choi-Kraus operators {E]'}]V-‘Zl, where
the indices j € {1,..,n} indicate the outcomes of the states. If the system is ini-
tially prepared in the state p € S (A), outcome j will be observed with probability
pj=Tr E;Ejp and the resulting state is p; = plejpE;r. The concise CPTP map of the
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measurement here is given by

n
M(p) = Z% piliNil © pj. (2.10)
j=

A generalized quantum measurement is defined in terms of a positive operator-valued
measure (POVM). A POVM is a family of positive semidefinite matrices { M j}]’le such
that ) ' ; M; = 1. The probability of getting outcome j is Tr M;p. A POVM fully char-
acterizes the probability distribution the measurement induces on the classical regis-

ter. The POVM is very useful when we are only interested in the classical outcomes.

2.2.3 Bipartite quantum states
Entangled states

The set of quantum states on H 4 ® Hp is denoted by S (A ® B). We call a bipartite
quantum state separable if it can be written as convex combination of tensor product
states. The set of separable states on system A ® B is denoted as SEP (A : B). If
p & SEP (A : B), p is called entangled.

The most important entangled state is arguably the Bell state
1
@) = 5 (/00) +[11)), (2.11)

which is deemed to be the currency of quantum information processing. As its gen-

eralization, we denote

15
@ (d) == ) liais)(jajsl (2.12)
i,j=0
as the maximally entangled state on Hilbert space H 4 ® Hp, where d is the dimension
of Ha and Hp, {|i)a} and {|i)g} are the standard, orthonormal bases for H 4 and
‘Hp respectively. Moreover, the identity operator on Hilbert space H 4 is denoted as

A=Y 0 ia)(ial-

Positive partial transpose (PPT)

A positive semidefinite operator E4p € P (A ® B) is said to be PPT if El;% > 0, where
Tp means the partial transpose on system B. The set of all PPT states on system A ® B
is denoted as

PPT (A : B) := {pES(A@B)  oTs zo}. (2.13)
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One of the most useful methods for detecting entanglement is the positive partial
transpose, or Peres-Horodecki, criterion [HHH96, Per96]:

SEP (A : B) C PPT(A: B). (2.14)
In addition, the Rains set [ADVWO02], a superset of PPT (A : B), is defined as

PPT'(A:B)i= {MEP(A®B): HMTB

< 1}. (2.15)

2.3 Bipartite quantum operations

In this section, we introduce the hierarchy of local and non-local quantum bipartite
operations. The charaterizations of different classes of quantum bipartite operations
are also summarized.

2.3.1 Local operations and classical communication
Local operations (Unassisted code)

For two distant quantum systems held by Alice and Bob, a bipartite operation is
called a local operation (LO) if it corresponds to the product of separate operations
implemented by Alice and Bob, i.e., IT = Dp_,p ® £4, 4. We also call such bipartite

operation the unassisted code (UA).

Local operations and classical communication (LOCC)

When a quantum system is distributed to spatially separated parties, it is natural to
consider how the system evolves when the parties perform local quantum operations
with classical communication.

If one-way classical communication is allowed from Alice to Bob (or Bob to Alice),
the corresponding bipartite operation is called I-LOCC. A 1-LOCC operation (A — B)
A can be mathematically described by

A(pa) =) (Eai®Fgij) pas (Ea;i ® FB,i,j)Jr , (2.16)
i,j

where }; E;,iEA,i =1 and Zj F;gr,i,jFB,i,j =1 for all i.
Or, equivalently,

A= ZSAHA’ ® ]:){3%3” (2'17)
]
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where {554 _,a}j is a set of CP maps such that }; 5{;‘ _, 4 is trace preserving, and
{F} g} is aset of CPTP maps.

Classical communication

) | ®

L.O. L. O.
0

V5%

S

Figure 2.1: Local operations and classical communication

If both parties are allowed to communicate with each other with unlimited rounds,
the corresponding bipartite operation is called LOCC. A LOCC operation can be de-
composed into sequences of 1-LOCC operations and the round of communication can
be finite or infinite. The mathematical structure of the LOCC operation is complicated
and more details can be found in [CLM"14].

Separable operations

Considering that the structure of LOCC operations is exceedingly complex, leaving
many important physical problems unsolved, the sets of separable and PPT oper-
ations were introduced to explore the fundamental limits of the resource theory of
entanglement. A bipartite quantum operation IT4p_, o/ is said to be a SEP operation
if its Choi-Jamiotkowski matrix

Ji="Y_ liajs)(maks| @ T1(|iajp)(maks|) (2.18)

ij,mk

is separable under the partition of AA’ : BB’, where {|i4)} and {|jp)} are orthonor-
mal bases for Hilbert spaces A and B, respectively. Separable operations were first
studied in [Rai97, VP98] and the distillation of entanglement using separable opera-
tions was studied in [Rai97].

PPT operations

A bipartite quantum operation Il14p_, 4/p is said to be a PPT operation if its Choi-
Jamiotkowski matrix Ji7 is positive under partial transpose under the partition of
AA’ : BB'. The entanglement theory under PPT operations was first studied in
[Rai99, Rai01]. A well-known fact is that the classes of PPT, separable (SEP) and
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LOCC operations obey the following strict inclusions [HHHHO09]:
1-LOCC € LOCC C SEP C PPT. (2.19)

The most intriguing is the non-equivalence LOCC # SEP which follows from the
non-locality without entanglement [BDF99].

Quantum supermap (or superchannel)

A bipartite quantum channel I1,p_, 4/p is called a superchannel (or supermap) if it
maps all quantum channels to quantum channels. Quantum superchannels describe
all possible transformations between elementary quantum objects. Interesting, the
mathematical structure of quantum superchannels is closely related to semi-causal
quantum operations [CDPO08]: a CPTP map I14p_, 4p is a superchannel if and only if
IT is no-signalling from B to A (see Section 2.3.3 for more details).

PPT codes

If a PPT operation I14p_, 4/p is also a superchannel, such I14p_, 4/p is called PPT
code since it can seem as a general code to simulate a new physical channel from
N _g. A PPT operation 145, 45 is a PPT code if and only if it is also B to A no-
signalling (cf. Eq. (2.20)). We note the PPT codes [LM15] could be applied to study
the communication capability of a quantum channel (see e.g., Part. II).

2.3.2 Non-local operations
Local operation with shared entanglement (Entanglement-assisted code)

A local operation with shared entanglement corresponds to a bipartite operation of the
form Il = Dyp  p€47 . 4'Y 75 Where ¥ 75 can be any entangled state shared be-
tween Alice and Bob. We also call a local operation with shared entanglement an

entanglement-assisted code. See Figure 2.2 for details.

No-signalling operations (codes)

Generally speaking, a bipartite quantum operation is no-signalling (NS) if it cannot
be used by spatially separated parties to violate relativistic causality. In more spe-
cific language, a bipartite operation IT4p_, op' is non-signalling from Bob to Alice if
the marginal state of Alice’s output is given by some fixed operation applied to the
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Figure 2.2: A bipartite operation IT4p_, 45 is an entanglement-assisted code (or local
operation with shared entanglement) if can be implemented by a shared entangled

state ¥ ;5 and local operations £ , 7 . , and Dgj5_, ;.

marginal state of Alice’s input. Its equivalent condition is

1
Trp Jr1 = Trpp Jn ® d7§’ (2.20)
where [t is the Choi-Jamiotkowski matrix of Ji7. Smilarily, IT4p_, opr is non-signalling

from Alice to Bob if

1
Tra Ji = Traa Jn ® ﬁ, (2.21)
Furthermore, I14p_, 4/p’ is a no-signalling operation if it is no-signalling from Alice to
Bob and vice versa. We also call a bipartite no-signalling operation a non-signalling
code. It is worth noting that the set of NS-assisted codes includes all the operations

that can be implemented via local operations and shared entanglement.

Al 18

S

Figure 2.3: A bipartite operation IT(A;B; — A,B,) is a no-signalling operations (or
NS-assisted) code if Alice and Bob cannot use I'T to communicate (or equivalently, the
Choi-Jamiotkowski matrix of IT satisfies the above Egs. (2.20), (2.21)).
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Relationship between different classes of bipartite operations

In the following Figure 2.3.2, we briefly summarize the relationship between the dif-
ferent classes of bipartite operations we introduced in this section.

Figure 2.4: Hierarchy of quantum bipartite operations

NSNPPT operations (codes)

From the Figure 2.3.2, one can see that the set of local operations is a subset of the
set of bipartite operations that are NS and PPT. We can use these NSNPPT operations
to simplify the behavior of local operations since both NS and PPT operations have
mathematically tractable structures.

In the following two tables, we summarize the mathematical characterizations of
the three main kinds of codes we will study in Part II of this thesis.

Constraint ‘ Mathematical charaterization

cp Jn >0

TP Tra,p, Jt1 = 14,8

A4 B Tra, Jn =14,/da, @ Tra 4, Jn
BAA Trg, i1 = 1p,/dp, @ Trp,p, Jin
PPT Joit > 0

Table 2.2: Mathematical charaterizations of the constraints of bipartite operations

2.3.3 Channel composition

Definition 2.1. A CPTP map IT: £ (A; ® B;) — L (A, ® B,) is called a superchannel
if it sends all CPTP map N : L (A,) — L (B;) to another CPTP map M : L (A;) —
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Codes | Corresponding constraints
NS operations (codes) CP, TP, A A B,BA A
NSNPPT operations (codes) | CP, TP, A /4 B, B /4 A, PPT
PPT operations CP, TP, PPT

PPT codes CP, TP, PPT,B A~ A

Table 2.3: Different kinds of bipartite operations and codes

Aj A, N B; B, c

H Ao Bi

Figure 2.5: Simulation of a channel M (A; — B,) from a channel N (A, — B;) and a
deterministic super-operator (general code) IT (A;B; — A,B,).

L (B,). We also call such IT a general code throughout this thesis.

The following proposition guarantees that if IT is B to A no-signalling, then the
composition of a bipartite quantum operation IT : £ (A; ® B;) — L (A, ® B,) and
any quantum channel N : £ (A,) — L (B;) is physical.

Lemma 2.2 ([CDPO08]). A bipartite quantum operation I1: L (A; ® B;) — L (A, ® By) is
a deterministic supermap if and only if I1is B to A no-signalling. (See an alternative proof
and more related discussions in [DW16].)

Now, let M (A; — B,) denote the resulting composition channel of the determin-
istic bipartite quantum operation I14,p 4,8, and the quantum channel Na,— ;- We
write M = ITo N for simplicity. An interesting fact is that we can characterize the
effective channel M via the Choi-Jamiotkowski matrices of N and I1, in the similar
spirit of the above inverse Choi-Jamiotkowski transformation.

As ITis a deterministic super-operator, there exist quantum channels €4, 4,c, and
Dg,c—B, and F¢,_,c, such that [CDP08]

M a8, = Dp,c,—+B, © Fc,—c, ©Na, =B, © Ea,—A,Ci- (2.22)

And the bipartite operation is given by

I14,8,—4,8, = DB,c,—B, © FCi—C, © E4;—A,Ci- (2.23)
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Based on this, we can apply the inverse Choi-Jamiotkowski transformation to get
the following lemma.

Lemma 2.3. [LM15] Given a deterministic super-operator Il a.p,_, o,p, and a quantum chan-
nel Na,_p,, the effective channel M 4,_.p, composed via ITo N is characterized by

Jnt = Teas, (JF @ 1am, ) Jin (224)

We give a proof sketch here. One could first use inverse Choi-Jamiotkowski trans-
formation and Eq. (2.23) to show

T, Tc.
Jn = Trc, (]DC“ ® ]lAiAoCi) (];C' ® ]lAiAaBiBo) (Je ® 1p3,c,) - (2.25)

Furthermore, one could use similar steps to get

M (pa,) = Dg,c,~B, © Fc,—c, ©Na,—8, © Ea—a.c (04;) (2.26)
= Try, (TI'AUB,- (]K[ ® IlA,-Ba) ]1‘1) (P,Ei ® 1&) , (2.27)

which means that the Choi-Jamiotkowski matrix of M is given by

Jm = Tra,s, (]K/ ® ]lA,-BD) Ji. (2.28)

24 Semidefinite optimization

2.4.1 Basics of semidefinite programming

Semidefinite programming is a relatively new subfield of convex optimization con-
cerned with the optimization of a linear objective function over the intersection of the
cone of positive semidefinite matrices with an affine space (see, e.g., [WSV00, Tod01,
LV16, BV04] for more details). Though the related research on semidefinite program-
ming has been studied as far back as the 1940s [Boh48], the interest has grown vastly
during the last twenty years. In the last decades, semidefinite programs (SDPs) have
become an important tool for engineering, combinatorial optimization, complexity
theory, and information theory (see e.g., [Lov79, GLS93, GW95]).

In the study of quantum information, the convexity and the semidefinite prop-
erties arise naturally. As a result, many useful tools from convex optimization can
be used to deepen our understanding of quantum information. In the following, we
briefly introduce the basics of semidefinite programming. This subsection is based
on John Watrous” book [Wat18] and we restrict the definitions to positive operators.
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Definition 2.4. A semidefinite program (SDP) is defined by a triplet {¥,C, D}, where
C>0and D > 0and Y is a CP map.

Primal problem Dual problem
maximize: TrCX minimize: TrDY
subjectto: ¥ (X) <D, subjectto: ¥ (Y) > C,

X >0. Y > 0.

where ¥* is the dual map to ¥ (Tr Y¥ (X) = Tr X¥* (Y)).

Either problem is called feasible if there exists a valid variable satisfying the cor-
responding constraint. If there exists a X > 0 such that D — ¥ (X) is positive definite,
then the primal problem is said to be strictly feasible. And the dual is strictly feasible
if there is a Y > 0 such that ¥* (Y) — C is positive definite.

For these two problems, we define their optimal attained values

a =sup{Tr (CX):¥(X) <D,X >0},

(2.29)
B = inf{Tr (DY) : ¥* (Y) > C,Y >0},

where ¢ = —oo if the primal problem is not feasible and g = +oo if the dual problem
is not feasible.

2.4.2 Duality of semidefinite programming

The duality between primal and dual problems is one of the most important proper-
ties of semidefinite programming.

Weak duality

For any semidefinite program, it holds that « < B. This convenient relation allows us
to immediately bound the optimal attained values of the primal problem by picking
a valid variable of the dual problem, and vice versa.

Strong duality
For any semidefinite program that satisfies the following Slater’s conditions, we have

x=p. (2.30)

This strong duality is remarkable as it allows us to determine the optimal attained
values of many SDPs by picking valid variables of the prime and dual problems.
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Theorem 2.5 (Slater’s conditions). For a semidefinite program {¥,C,D} and a, B defined
as in Eq. (2.29), the following holds:

o if the primal problem is feasible and the dual is strictly feasible, then strong duality
holds and there exists a valid choice X for the dual problem with « = Tr CX;

o if the dual problem is feasible and the primal is strictly feasible, then strong duality
holds and there exists a valid choice Y for the dual problem with p = Tr DY;

o if both problems are strictly feasible, then strong duality holds and there exist valid
choices of X,Y such that x = p = TrCX = Tr DY.

Finally, there are many optimization problems that are not immediately repre-
sented by SDP but can be refined in that form. Examples include the fidelity between
two states, the trace distance, the infinity norm, as well as most of the smooth en-
tropies. We take the spectral norm as an example here. Letus take ¥ (-) = Tr (-),C =
p,D =1, then

lolle = max{TrpX : TrX <1,X >0}
= min{y : p <yl}.

Minimax theorem

A minimax theorem is a theorem providing conditions that guarantee that the ex-
change between the minimization and maximization of a minimax problem will not
change the optimal value. The first theorem in this sense is von Neumann’s minimax
theorem [vIN28], which is considered the starting point of game theory.

The following Sion’s minimax theorem [Sio58] is a generalization of John von

Neumann’s minimax theorem.

Lemma 2.6 (Sion’s minimax theorem [Sio58]). Let X', Y be convex compact sets and f :
X x' Y — R be a continuous function that satisfies the following properties: f (-, y) : X —
IR is convex for fixed y, and f (x,-) : Y — R is concave for fixed x. Then it holds that [Sio58]

min ryneaJ}f (x,y) = max min f (x,y) . (2.31)

2.4.3 Applications of semidefinite programming in quantum information

In the following, we briefly review the applications of semidefinite programming in

quantum information and computation.

e Hierarchies for nonlocal correlations (see e.g., [NPA07, NPAOS]).
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e Quantum query complexity (see e.g., [Reill, HLS07, LMR11]).
¢ Quantum communication complexity (see e.g., [GKRAW09]).

¢ Quantum computational complexity (see e.g., [KW00, JJUW11])
e Quantum steering (see e.g., [CS17, KSC'15, PW15]).

e Quantum coin-flipping (see e.g., [ABDR03, NST15]).

¢ Quantum state discrimination (see e.g., [E1d03, YDY14]).

¢ Quantum program language (see e.g., [LY17, YYW17]).

We note that semidefinite programming also has applications in quantum error cor-
rection (e.g., [KSL08, FSW07]), nonlocal games (e.g., [CSUU08, Weh06, KRT10]) and
many other topics in the area of quantum information.

2.5 Symmetries

In this subsection, we first briefly introduce the basics about complex representa-
tions of finite and compact groups, and then introduce the useful Schur’s lemma.
A group homomorphism from group G to group H is a map ¢ : G — H such
that ¢ (g¢’) = ¢(g)¢(¢g) for all g,¢’ € G. A representation of the group G is
a group homomorphism ¢ : G — GL(V), where V = C". Two representations
1 : G — GL(Vq) and ¢ : G — GL (V) are said to be equivalent if there ex-
ists an isomorphism M : V; — V;, such that ¢ (§) M = Me¢, (g) for all g € G.
Such M is called an intertwiner (or intertwining operator). It turns out that for finite
groups every representation is equivalent to a unitary representation. A representa-
tion ¢ : G — GL (V) is called reducible, if there exists a decomposition V = V; @ V,
such that ¢ (§) = ¢1(g) ® ¢2(g) for all g € G, and otherwise it is irreducible. A
useful fact is that every representation of a finite group can be expressed as a direct
sum of irreducible representations. A detailed introduction of representation theory
can be found in [FHO04, Ste12].

Schur’s lemma

Schur’s lemma [Sch05] is an elementary but useful statement in the representation
theory, which has many applications in quantum information theory (see e.g., [Hay17b]).
It shows that homomorphisms between irreducible representations of a group G have

a very simple structure.
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Lemma 2.7 (Schur’s Lemma). Let Vi and V; be two irreducible representations of a group
G. If M : Vi — Va is an intertwiner operator, then the following hold.

i) Either M = 0 or M is an isomorphism.
ii) If V.= W (as representations), then M = A1 for some A € C.
The introduction of other powerful tools such as Schur-Weyl duality from repre-
sentation theory can be found in [Chr06, Har05, Hay17a].
Covariant channel

Definition 2.8. Let G be a finite group, and for every ¢ € G, let g — Uy (g) and
g — Vg (g) be unitary representations acting on the input and output spaces of the
channel, respectively. Then a quantum channel N4, is G-covariant if

Naoss (Ua (8) pal} () = Vi (8) Nacss (0a) V3 (9)

forallpg € S (A). We also introduce the average state p, = \lﬁl Yo Ua () pa ul (g).

2.6 Distance measures

On one hand, a fundamental question in quantum information theory is to distin-
guish different quantum states (or operations). A natural intuition is that if two states
p and ¢ are too close, it will be difficult to distinguish them. Thus, we need distance
measures to quantify the distinguishability. On the other hand, we are interested in
optimizing the quantum information-processing protocols to simulate an ideal one.
One way to quantify the efficiency is to show that the output state p of the actual
protocol is very close to the output state ¢ of the ideal protocol. Therefore, we need
distance measures to quantify how well the actual quantum protocol works.

2.6.1 Distance between states

In this subsection, we introduce two basic distance measures to quantify the closeness

between two quantum states.

Trace distance

Given two states p, 0 € S (A), the trace distance between p and ¢ is given by

lo—clli =max{TrX (p—0): -1 < X <1}. (2.32)
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where || - ||1 is the trace norm. This distance measure is operational in the sense that it
quantifies the probability of distinguishing two states with an optimal measurement.

1
plle—clly = max TrM(p—0). (2.33)
To see this, suppose that the spectral decomposition of p — ¢ is as follows:

o~ =Y Adli)i, (234

where {|i)} is an orthonormal basis of eigenvectors and {A;} is a set of real eigenval-
ues. Let us further choose P = Y.~ A;|i){i| and P— = }). o A;|i){i|. From Eq. (2.32),
one can see that ||p — |1 = Tr (P+ — P_) = 2Tr P,.. Furthermore,

1
5Hp—a”l =TrP, —Og}\?é]lTrM(P_U)- (2.35)

A useful fact is that a measurement with one outcome that is likely causes a little
disturbance (measured by trace distance) to the quantum state that we measure. Win-
ter [Win99] originally proved the following “gentle measurement” lemma and later
Ogawa and Nagaoka [ON07] subsequently improved this bound to 2+/e.

Lemma 2.9 (Gentle measurement). For a quantum state p and an operator 0 < X < 1
satisfying that 1 — Tr pX < e < 1, it holds that

lo = VXpvX|1 < 2Ve. (2.36)

Fidelity

Another useful distance measure is the fidelity [Bur69, Uhl76]. For two states p and
o, the fidelity between them is defined as

F(p,0) = |ly/Aval. 237)

A useful fact is that the fidelity between p and ¢ can be computed via semidefinite

programming [Wat13]:

F(po,0) = sup {;Tr (X + X*) : ;é f > 0} (2.38)
1 Ty -1
_ mf{zTr (Y +0Z) : [ I 0}. (2.39)
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Purified distance and the ¢e-ball of a quantum state

The purified distance [TCR10] between two subnormalized states is defined as
P(po)=C(p®[1-Trp|,c®[1-Tro]), (2.40)

where C (p,0) := /1 — F(p,0) [Ras06, GLN05, Ras02, Ras03]. The purified distance
have nice properties and is very useful when it is applied to define the smooth min-

and max-entropies.

Definition 2.10. The e-ball of a state p defined as
B (p) = {0 € S<(A): P(p,p) <&} (241)

Relations between Trace Distance and Fidelity

It is naturally to think that the trace distance should be small if the fidelity is high
because the trace distance vanishes when the fidelity is one and vice versa. The next
lemma explains the above intuition by establishing important relationships between
the trace distance and fidelity.

Lemma 2.11. ([FvdG99]) Given two quantum states p and o, it holds that

1-\E(0,0) < Sllo— 0l < \/1-E(p,0). (2.42)

Lemma 2.12 (Uhlmann’s Theorem [Uhl76]). Let pa,04 € S (A). Let pap € S (A ® B)
be a purification of po and cac € S (A ® C) be a purification of . There exists an isometry
V : C — B such that,

F(|t)t|aB, lp)plaB) = F (0a,04),

where ’T)AB = (]lA & V) “7>AC'

2.6.2 Distance between channels

For quantum channels, we use the completely bounded (cb) norm (or the diamond

norm) to measure the bias in distinguishing two such mappings [Kit97, Pau02].

Definition 2.13. For a linear map £ : £L(A) — L (B), the diamond norm of ¢ is
defined as

€]l = sup [|€ @ id]l1, (2.43)
keN

where id; denotes the identity map on states of a k-dimensional quantum system, and
N1 = sup, |V (¢) |1 with o € S< (A).
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The supremum in Definition 2.13 is reached for k = d 4 [Kit97, Pau(02]. We call two
quantum channels e-close if they are e-close in the metric induced by the diamond
norm.

The diamond norm is known to be efficiently computable by SDP in [Wat13]. To
be specific, for a linear map £ : £ (A) — L (B), it holds that

— 1 1 +
€1l = max 2 Tr (Je X) + 5 Tr (JeX*)

1 X
s.t. p°®+3 >0
X ‘01®]13

1 1
= min §|| Trg Yo/ + QH Trg Y1l

Y —
s.t. 0 ]5 Z 0, YO, Y] 2 0.
—Je "

(2.44)

As a special case, for two given quantum channels Nj,N; @ L (A) — L(B), the
diamond norm of their difference is given by

[N = Nallo =max{Tr (Ja; —Jay) X: pa €S(A), 0< X <pa®1p}

(2.45)
=min{t: TrgY < tl4, Y > Jn; —Jns, Y > 0}

2.7 Entropies

2.7.1 Entropy of a single system

A fundamental concept in classical and quantum information theory is entropy. The
Shannon entropy [Sha48] has played an important role in information theory in the
independent and identically distributed (i.i.d.) limit: the asymptotic limit in which an
average of the resource is counted over many independent repetitions. The Shannon
entropy of a probability distribution p (x) of a classical system X is defined as

H(X)=—log) p(x)logp (x). (2.46)

For the quantum information theory in the i.i.d. limit, the von Neumann entropy is
the most important measure. It is defined as the Shannon entropy of the spectrum of

a quantum state, or equivalently,

S(p) = —Trplogp. (2.47)

It is worth noting that the von Neumann entropy has the property of continuity,
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which is guaranteed by the following Fannes inequality [Fan73].

Lemma 2.14 (Fannes inequality [Fan73]). Given two quantum states p1,p2 € D (Ha),
such that dy = d and ||p1 — p2||1 = € < e}, it holds that

1S (p1) — S (p2) | < elog (d) —eloge. (2.48)
A sharp version of this Fannes inequality was introduced in [Aud07]:
€ €
_ < = _ b
[S(p1) =S (p2) | < Slog (d —1) + Ho (2) (2.49)

where Hy (x) = —xlogx — (1 — x)log (1 — x) is the binary entropy.

2.7.2 Relative entropies

In order to describe the relative amount of uncertainty a state contains with respect

to another state, the relative entropy was introduced.

Definition 2.15. For p € S (A) and o € P (A) the relative entropy between p and o is
defined as

D (pl|o) := Tr p (logp — log o) ifp<Lo (2.50)
P . 400 otherwise. ’

And the quantum information variance is defined by
V (pllo) :=Trp (log p —log)* — D (p||o)*. (2.51)

The quantum relative entropy has a flavor of distance measure, as it is nonneg-
ative and D (p||o) = 0 if and only if p = o. It has the monotonicity under quan-
tum channels [Lin75]: for quantum states p, ¢ € S (A) and any quantum channel
E:L(A) — L (B),itholds that

D (€ (p) | € (¢)) < D (pllo). 252)

This is also known as the data processing inequality of the relative entropy, which states
that processing of information cannot increase the relative entropy. It is worthing
noting that the quantum relative entropy is not a metric on the set of quantum states
since it is not symmetric under the exchange of its arguments. But the quantum
relative entropy can be related to the trace distance in the following way:
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Lemma 2.16 (Pinsker’s inequality [OP04]). . For quantum states p and o, it holds that

1
>_" |lp—
D(pllo) =2 535 lle = clh (2.53)

Min- and max-relative entropies

Moreover, Rényi introduced a family of entropies as a generalization of the Shannon
entropy [Rén60] and there are various generalizations of the Rényi entropies. In the
Rényi entropy framework (see e.g., [Tom16]), two very useful information measures
are the min-relative entropy and the max-relative entropy [Dat09]:

Din (p[lo) = —log || /ov/elly (254)
Dinax (p]|0) = min{A : p < 2*c}. (2.55)

These two relative entropies both have interesting operational significances and obey

the data processing inequality under quantum channels:

Dma
D mi

x

)
S
o™
s
IA

Dmax (P H U) (256)
Drin (pllo) - (2.57)

=}

‘™
S
™
S
IA

In particular, for bipartite states pp, 045 € S (A ® B), it holds that

max (pAB HUAB)

min (04B||TAB) -

Sandwiched Rényi relative entropy

A more general type of relative entropy with important applications in quantum in-
formation theory is the sandwiched Rényi relative entropy.

Definition 2.17. For any p € S(A), 0 € P(A) and « € (0,1) U (1,00), the sand-
wiched Rényi relative entropy is defined as [MLDS'13, WWY14],

B (pllor) = - L ogTr (0’50 )", (2.58)

if supp (p) C supp () and it is equal to +oco otherwise.

Conditional entropies

In classical information theory, the conditional entropy H (Y|X) quantifies the amount
of information needed to describe the outcome of a random variable Y given that the
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value of another random variable X is known. The conditional quantum entropy is a

generalization of the classical conditional entropy:

Definition 2.18. The conditional entropy of a state p4p is defined by
H (A[B), := S (pas) — S (pB) = =D (pasl1a @ ps), (2.59)
where pp is the reduced state pp = Tra pap.

Note that H (A|B) p can be negative for some bipartite state pap [CA97]. In the
operational task of state merging, the conditional entropy quantifies the optimal en-
tanglement cost when there is free classical communication [HOWO05].

Definition 2.19. The coherent information [SN96] of a bipartite state p 45 is defined by
I(A>B)p = —H (A‘B)p :S(pB) _S<PAB> (260)

In entanglement theory, the widely used quantum Rényi entropies are the condi-

tional min- and max-entropies.

Definition 2.20. The conditional min-entropy [KRS09, Tom12] of a bipartite state
pag € S (A ® B) is defined by

Hpin (A‘B)p = — Inf Dpmax (PABH]lA@UB)- (261)
OB ED(B)
The conditional max-entropy is defined as the dual of the conditional min-entropy

in the sense that
Himax (A|B)p = —Hnin (A|C)p ’ (2.62)

where p 4pc is a purification of p 4p.

2.7.3 Smoothed entropies

The smooth entropy framework [Ren05, Tom12] has many applications in quantum
information theory [Will7, Hay17c, Wat18] and quantum resource theories [CG18].
For example, in the single instance regime, the smoothed max-relative entropy char-
acterizes the resource costs of many information-theoretic tasks (see, e.g., [BD11b,
ZLY*18, FWTB18]) while the smoothed min-relative entropy characterizes the amount
of resource that can be generated in many information-theoretic tasks (see, e.g., [Hay17d,
WR12, TBR16, BD11a, FWTD17, RFWA18]).
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To be specific, the smoothed the min-relative entropy and the max-relative en-
tropy are introduced as follows:

Diyin (pllo) = %LaF))(Dmin (Pllo), (2.63)
Drax (pllo) = rﬁgjf’}Dmax @lle), (2.64)

where p ~; p is equivalent to p € B, (p).
Another important smoothed quantity is the hypothesis testing relative entropy
[WR12, BD10]:

Dii (pollpr) == —log Be (pollo1) (2.65)
—logmin{TrQp; : 1 —TrQpy <0< Q <1}, (2.66)

where B; (pol|p1) is the minimum type-II error for the test while the type-I error is no
greater than €. The dual SDP of D3, (po||p1) is given by

—logmax{—TrX+ (1 —¢)t: X+ p; —tpp > 0,X,t > 0}. (2.67)

Note that . is a fundamental quantity in quantum theory [Hel76, HP91, NOOO]. It
is worth noting that D, (-||-) interpolates between smoothed min- and max-relative
entropies [DKFT12].

The three smoothed relative entropy measures presented above all satisfy the data
processing inequality. Furthermore, they also obey the asymptotic equipartition prop-
erty (AEP) in the i.i.d. limit:

lim lim DE (p“™"|e®™) =D (p|lo), (2.68)

e—=s0n—oon

lim lim ! —Diax (0¥"]|0%™) = D (pl|0) . (2.69)

e—>0n—oo N

Moreover, there are second-order expansion of quantum hypothesis testing rela-
tive entropy and max-relative entropy [TH13, Lil4]:

D5; (0%™[|e®™) = nD (p[|o) + \/nV (p[|c) @ (¢) + O (logn), (2.70)
Diax (0" [[0®") = nD (plle) — /nV (plle)@~" (¢2) +O (logn), (2.71)

where @ (x f -
mal random Var1able
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Chapter 3

Entanglement distillation and
quantification

3.1 Introduction

3.1.1 Background

In 1935, Einstein, Podolsky and Rosen (EPR) and Schrodinger first recognized a spooky
feature of quantum mechanics [EPR35, Sch35]: the existence of global states of a
composite system which cannot be written as a product of the states of individual
subsystems. This phenomenon, known as entanglement, was originally called “Ver-
schrankung” by Schrodinger [Sch35]. The EPR paradox argued that quantum me-
chanics as a physical theory is incomplete. In 1964, Bell dealt directly with the EPR
thought experiment and showed that entanglement is incompatible with a certain
local classical inequality which can be verified experimentally [Bel64].

With the development of quantum information science, quantum entanglement
has been recognized as an essential resource for quantum computation and commu-
nication. The study of quantum entanglement is one of the most active and impor-
tant areas in quantum information theory. A series of remarkable efforts have been
devoted to this area (for reviews see, e.g., Refs. [PV07, HHHH09]).

Entanglement distillation

The maximally entangled state plays a role as the currency in quantum information
since it has become a key ingredient in many quantum information processing tasks
(e.g., teleportation [BBC 93], superdense coding [BW92], and quantum cryptography
[BB84, Eke91]). Then a natural question arises: how many maximally entangled states can
we obtain from a source of less entangled states using physically-motivated operations?

32



3. Entanglement distillation and quantification 33

1
Distillation |¢(i)>:$(|00>g\“>)

Figure 3.1: Entanglement distillation and formation

Imagine that Alice and Bob share a large supply of identically prepared states,
and they want to convert these states to high fidelity Bell pairs. One ideal strategy is
to use local operations and classical communication. We further define the distillable
entanglement Ep of p to be the optimal rate r of converting p®" to rn Bell pairs with
an arbitrarily high fidelity in the limit of large n by LOCC. The concise definition of
entanglement of distillation by LOCC is given in as follows [PV07]:

Ep (pag) =sup{r: lim[ inf A (p43) —®(2") 1] =0}, (3.1)

where A ranges over LOCC operations and @ (d) = 1/d ijzl |lii)(jj| represents the
standard d ® d maximally entangled state. This can also be generalized to define
the ()-assisted distillable entanglement Ep by replacing LOCC with () operations

(Q € {1-LOCC, SEP, PPT}):
Eno (pan) = sup{r : lim [ inf [|A (p35) — ® (2 |1] =0}, (32)

Entanglement distillation is also essential for quantum cryptography and quan-
tum error correction. For given bipartite pure state 145 [BBPS96], it is known that

Ep (Yap) = S(Traas) . (3.3)

But for general quantum states, how to evaluate this fundamental quantity remains

a formidable question.

Entanglement formation

The reverse task of entanglement distillation is called entanglement dilution. At this
time, Alice and Bob share a large supply of Bell pairs and they are to convert rn
Bell pairs to n high fidelity copies of the desired state p®" using suitable operations.
The entanglement cost Ec o of a given bipartite state p quantifies the optimal rate r of
converting rn Bell pairs to p®" with an arbitrarily high fidelity in the limit of large n.
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The concise definition of entanglement cost using () operations is given as follows:

m _

Eca (pap) = inf{r: lim inf [loZp — A (@ (2™)) 1 = 0}, (3.4)
where ) € {1-LOCC,LOCC,SEP,PPT} and we write Ecrocc = Ec for simplifi-
cation. For entanglement cost under LOCC operations, Hayden, Horodecki and
Terhal [HHTO01] proved that Ec equals to the regularized entanglement of forma-
tion [BDSW96]:

E ®k
Ec (0aB) = Hm F<:AB), (3.5)
where
F (pap) :=inf {sz (Tra [9i)X¥il) - pag = ZPi|lPi><lPi|} : (3.6)

In particular, for any bipartite pure state ¢ 4p [BBPS96], it is known that

Ec ($aB) = Ep ($aB) = S (Trapas), (3.7)

from which we can see the reversibility between the asymptotic transformation be-
tween any pure states. However, little is known about the entanglement cost of gen-
eral quantum states. More details and properties of the entanglement cost as well as
the irreversibility of general quantum states will be discussed in the Chapter 4.

Entanglement monotone

As entanglement is a key resource, it is well motivated to develop quantifiers to mea-
sure it. In the past two decades, many entanglement measures have been proposed
and studied [PV07, HHHHO09]. To be a function to quantify entanglement, entangle-
ment monotone is one of the most essential features. Motivated by the fact that it is
not possible to create entanglement via LOCC, therefore the first property for an en-
tanglement measure E is that E should be monotonically decreasing under LOCC
operations.

There are different kinds of monotonicity considered in the literature. The sim-
plest one states that E should be monotonic under LOCC operations; i.e.,

E(pap) = E (A (pap))

should hold for every state p and every deterministic LOCC operation A. This is
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arguably the most important requirement for an entanglement measure. A direct
consequence of this inequality is the invariance of E under local unitaries.

There is another form of monotonicity which is known as full monotonicity. Any
(non-negative) function E (-) over bipartite states is said to be a full entanglement mono-

tone if it does not increase on average under general LOCC operations [Ple05a], i.e.,
E(p) = Y piE (pi), (38)
i
where the state p; is obtained with probability p; in the LOCC protocol applied to p.

3.1.2 Outline

In this chapter, we focus on the study of different aspects of quantum entanglement
and develop quantitative approaches to better exploit the power of entanglement.
In section 3.2, we review and discuss the model of entanglement distillation under
PPT operations introduced in [Rai01]. In section 3.3, we introduce a new computable
and additive entanglement measure to quantify the amount of entanglement in the
quantum states. Meanwhile, this entanglement measure also plays an important
role as an improved semidefinite programming (SDP) upper bound of the distillable
entanglement—the rate at which gold standard ebit states can be produced from the
given states through local operations and classical communication. In section 3.4, we
study deterministic entanglement distillation and provide characterizations and esti-
mates of the distillation rates. In section 3.5, we show that the Rains bound (the best
known upper bound on distillable entanglement) is neither additive nor equal to the
asymptotic relative entropy of entanglement.

3.2 Distillation under PPT operations

Rains first studied entanglement distillation assisted with PPT operations and ob-
tained an upper bound on the distillable entanglement [Rai99, Rai99, Rai01]. Consid-
ering entanglement manipulation under PPT operations provides us with a mathe-
matically tractable framework to deepen our understanding of it.

Fidelity of PPT distillation

Definition 3.1. In deriving this bound, Rains introduced the “fidelity of k-state PPT
distillation” by

Fopr (paB, k) := max{Tr ® (k) I1 (pap) : I1 € PPT} (3.9)
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which is the optimal entanglement fidelity of k ® k maximally entangled states one
can obtain from p 4 by PPT operations (cf. Section 2.3.1).

In [Rai01], Rains simplified Fppr (0B, k) to

Fppr (0aB, k) = max TrpapQas,

s.t.0< Qup <1, (3.10)

1 o1
—1<Qi< L

One-shot e-infidelity PPT distillable entanglement

Definition 3.2. For any bipartite quantum state p4p, the one-shot e-infidelity PPT
distillable entanglement is defined as

El(Dl,)PPT (pap,€) := logmax {k : Fppr (0ap, k) > 1—¢}. (3.11)

Using this SDP of fidelity of distillation in Eq. (3.10), it is easy to obtain

Eg,)PPT (0ap,€) = —logmin{y: 0 < Q<1,TrpapQ >1—¢||Q"|lx < 7}. (3.12)

As mentioned in Section 2.7.2, the hypothesis testing relative entropy can be used
to characterize the amount of standard entanglement that can be distilled from the
quantum state: for any bipartite state p 45 and infidelity tolerance ¢ € (0,1),

ESbpr (0an€) = min DY (pa5]|C). (3.13)
' e ] <1
Note that C need not be positive semidefinite.

Via the norm duality between the trace norm and the operator norm, it holds that

EQpr (0a5,€) = —logmin{[|Q"[|e : 0 < Q < 1, TrpapQ > 1—¢}

= —logmin max {TrQTBC 0<Q<1,TroapQ>1—¢}
Q |Iclh<1

= —log min max {TrQCTB 0<Q<1,TroapQ>1—¢}

Q |Icliz1
= —log max min{Tr QCTr:0<Q< 1,TrpapQ > 1—¢} (3.14)
[Clh<1 Q
= —log max min{TrQC:0< Q<1,Trp pQ >1—¢}
ICTBll <1 Q

= min Dy (0g[/C)

T8 [1<1
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In the fourth line, we apply the Sion minimax theorem [Sio58]. In the fifth line, we
substitute C with C5.

We refer to [FWTD17] for more details about the non-asymptotic study of entan-
glement distillation. Moreover, the refinement of E (Dl,)PPT (paB, €) also can be used to
easily recover the Rains bound [Rai01] via the quantum Stein’s lemma [HP91, ON99].

PPT distillable entanglement

Definition 3.3. For any bipartite quantum state p 45, the asymptotic PPT distillable

entanglement can be equivalently defined as

n 2717

ED,PPT (PAB) = sup{r . r}l—I}go FPPT (‘O%B, ) = 1} (315)

The logarithmic negativity of a state psp mentioned above is defined as [VWO02,
Ple05a]
En (pas) = log [lo 1. (3.16)

As shown in Refs. [Rai01, VW02], the significance of Ey is highlighted in the follow-
ing

Ep (paB) < Epprr (paB) < En(paB)-

3.3 Improved SDP upper bound on distillable entanglement

We are now ready to introduce an SDP upper bound Ew on Ep ppr and thus also on
Ep, as follows:

Ew (paB) :=logW (pas),

where W (p4p) is given by the following SDP:

W (pap) = max Trp %R ap,

T (3.17)
st.—1 < Ryp < H’RABB > 0.

Noticing that the constraint —1 < Rsp < 1 can be rewritten as ||[Rap[/c < 1, we can

use Lagrange multiplier approach to obtain the dual SDP as follows:

W (pAB) = min Tr (UAB + VAB) ,
s.t. uAB/ VAB 2 0, (318)

(Uag — Vag)™ > pas.
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It is worth noting that the optimal values of the primal and the dual SDPs above coin-
cide. This is a consequence of strong duality. By Slater’s Theorem, one simply needs

to show that there exists positive definite Usp and V4p such that (Uap — VAB)TB >
pap, which holds for Usp = 3V4p = 31. Introducing a new variable operator
Xap = (Uap — VAB)TB, we can further simplify the dual SDP to
W = min || X2 ||;,
(paB) 1 X 451 (3.19)

s.t. Xap > pas.

The function Ey (-) has the following remarkable properties which will be dis-
cussed in greater detail shortly:

i) Additivity (cf. Proposition 3.4):
EW (PAB ®0’A/B/) = EW (PAB) —f—Ew (O'A/B/). (320)
ii) Upper bound on PPT distillable entanglement (cf. Theorem 3.5):

Epprr (0aB) < Ew (paB), Vpas- (3.21)

iii) Detecting genuine PPT distillable entanglement: Ew (04p) > 0 if and only if
pap is PPT distillable (cf. Proposition 3.6).

iv) Full entanglement monotone under general LOCC (or PPT) operations (cf. The-
orem 3.12):

Ew (paB) = }_ piEw (0i)- (3.22)
v) Improved bound over logarithmic negativity (cf. Proposition 3.6):

Ew (paB) < En(paB), Yoas, (3.23)

and the inequality can be strict.

vi) An interpretation as the max-Rains relative entropy (cf. Proposition 3.10):

Ew (p) = R Dimax (plo) - (3.24)

Additivity of Ey

Property i) is equivalent to the multiplicativity of the function W (-) under tensor
products and can be proven directly by using the primal and dual SDPs of W (-).
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Proposition 3.4. For any two bipartite states p sp and o 4p, we have
W(pAB®0'A/B/) = W(pAB)W((TA/B/) (325)

Proof. To see the super-multiplicativity, suppose that the optimal solutions to the pri-
mal SDP (3.17) of W (pap) and W (ca/p') are Rap and S 4/p/, respectively.

We need to show that R p ® S 4/ is a feasible solution to the primal SDP (3.17) of
W (04 ® 0arp). That will imply

W (PAB X O'A/B/) > Tr <p£BB X O'X%?/) (RAB X SA’B’) =W (PAB) 4% (OA’B’) . (326)

The proof is quite straightforward. Indeed from ||[Rap|l < 1and [|Sap|e < 1, the
inequality

[Rap ® Sapllo <1 (3.27)

follows immediately. Also the positivity of RZBB ® SZ{?'B, is obvious. Hence we are

done.

The sub-multiplicativity of W (-) can be proven similarly by employing dual SDP
(319) OfW(pAB). g

Upper bound on distillable entanglement

Property ii) requires some effort and is presented in the following
Theorem 3.5. For any state p s,
Ep,ppr (04B) < Ew (04B) - (3.28)
Proof. Suppose Ep ppr (paB) = t. Then
fim Fovr (95, 2") = 1.

For a given k, suppose that the optimal solution to the SDP (3.10) of Fppr (045, k)
is Qap. Let Ry = kQ/TfB. Then from the constraints of SDP (3.10), we have that
—1 < Ryp = ngBB < 1. Itis also clear that RZ;BB > 0. So R 4p is a feasible solution to
the primal SDP (3.17) of W (pap). Therefore,

W (pap) > TrpisRap = kTrpapQap = kFppr (048, k) -
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Hence,
lim W (p(35) /2" = lim Fppr (033, 2") = 1.

Noticing that W (p) is multiplicative, we have

lim W (%) /2" = lim (W (pap))" /2" > 1.

n—oo

Therefore, W (pap) > 2", and we are done. O

Detect entanglement

Property iii) suggests an interesting equivalent relation between E and Er in the
sense that Eyy can be used to detect whether a state is genuinely distillable under PPT
operations.

Proposition 3.6. For a state pap, Ew (pap) > 0 if and only if Ep ppr (paB) > 0.

Proof. We only need to show that W (p4p) > 11is equivalent to p4p is an non-positive
partial transpose (NPPT) state. The rest proof then can be completed by combining
this fact with an interesting result from [EVWWO01]: any NPPT state is PPT distillable.

Firstly, if pp is PPT, then W (pap) < ||P£BB |1 = 1. Assume now p,p is NPPT, we
will show that W (pap) > 1. Let P_ be the projection on the subspace spanned by the
eigenvectors with negative eigenvalues of pl,, and let A = ||P'?||. Introduce

1
Rpp =14 — ———===P-.
AB AB max{A,0.5}
It is clear that REBB > 0 by construction. Furthermore, we can easily verify that

1 <1-2P_ <Ryp<T1. (3.29)

So Rp is a feasible solution to the primal SDP (3.17) of W (p4p). Noticing that
pap is NPPT, we have that

T,
Tr P*pABB >1

T
Wilpa) 2 Trp pRas =1 0 057 > b

where we have used the property that Tr P_ pZ\BB <0. O
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Comparison with logarithmic negativity:

Now we discuss property iv). Before that, let us recall that [|o}%]|; can be reformu-
lated as

||p£BB||1 = max TrszBRAB

(3.30)
s.t. HRABHOO S 1.

Proposition 3.7. For any state pap, Ew (pag) < EN(pap), and the inequality can be

strict. Moreover, Ew (pap) = En (paB) if and only if SDP (3.30) has an optimal solution
with positive partial transpose.

Proof. The definition of Ey is given in Eq. (3.16). Noting that p 4 is a feasible solution
to the dual SDP (3.19) of W (pap), we have Ew (pap) < log HpEBBHl = En (paB)-

To see the above inequality can be strict, we focus on a class of two-qubit states
O’X; = rloo)(vo| + (1 —7) [v1)(v1] (0 < r < 1), where |vg) = 1/+/2(]10) —|11)) and
[01) = 1/+/3(]00) + |10) + |11)). The fact that Eyy (a(’)> can be strictly smaller than

En (U(V)) is shown in Figure 3.2.

To prove the second part of the theorem, let us assume that the optimal solution to
SDP (3.30) of prﬁz |1 is Rap. If REBB > 0, then it is also a feasible solution to the primal
SDP (3.17) of W (pag). That immediately implies E (pap) = En (pap). Conversely,
assume that Ew (pap) = En (pap), then the optimal solution R4p to SDP (3.17) of
W (pag) is also the optimal solution to the SDP (3.30) for || pZBBHl and it holds that
R", > 0. Therefore, Ew (048) = En (04g) if and only if SDP (3.30) for [|0}%]|; has a
PPT optimal solution. a
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Figure 3.2: Comparsion between Ey and Ey for the class of states o(").
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We further compare Ey to Ep ppr and Ey using a class of 3 ® 3 states defined by

2
P = Y [9u)tnl/3 (0 <2 <05)

m=0

with [¢o) = +/&|01) + 1 = a[10), [1) = v/]02) + /1 — «|20) and [¢2) = V/a[12) +
V1 —aj21).

Proposition 3.8. For the class of states p'*), we have that
Ep,ppr (p(”‘)) < Ew (p(“)) < Ex (p(vc)) .
In particular,

Enprr (p%) = Ew (p09) = log > < log 2 = Ey (p°%)

Proof. The first step is to show that

Exn (pm)) = log || (pw))TB |1 = log (1 +4/3y/a(1— uc)) . (3.31)

Secondly, we can choose X 43 = o) + /a (1 — &) /3 (J00Y00]| + [11)(11] + |22)(22|)
as a feasible solution to the dual SDP (3.19). By a routine calculation, we have

Ew (o) =logW (p)) < log | X}l (3.32)
— log <1 /e (1— zx)> < Ey (p(“)) . (3.33)

For a = 0.5, choose kg = 3/2 and Q = Y2—o (| )(¥m| + 1/3|$m ) ¢m|) with

o) = = (101) - 10)), (339
~ 1
) = 5 (102) - j20)), (3.3
~ 1
o) = 5 (12) - [21). 336)

Noticing that ||Q™* |« = 2/3, we have —1/kol < Q'8 < 1/ko1. Thus Q is a feasible
solution to the SDP (3.10) of Fppr (p(O'S),ko>, which has an optimal value 1 due to

1 > Fppr (p(0'5),k0> >Tr p(0'5)Q = 1. Applying the definition of Ep ppr, we have

Ep,ppr (p(o's) ) > logko = log3/2. (3.37)
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Finally, combining Egs. (3.31), (3.32), and (3.37), we obtain the desired chain of
inequalities. 0

Remark 3.9. It is worth noting that p(*%) is in the subspace span{|01) + |10), |02) +
20), |12) 4 |21) }, which is not locally unitarily equivalent to the anti-symmetric sub-
space span{|01) — |10), |02) — |20), |12) — |21) }. For the corresponding 3 ® 3 antisym-
metric state ¢ = 3 (|¢o)(Yo| + [P1)(¢1] + [$2)(¢2]), it holds that Er (¢) = Ew (o) =
En (o) =1og(5/3).

3.3.1 max-Rains relative entropy

Proposition 3.10 (max-Rains relative entropy). For any bipartite state p € S (A ® B), it
holds that

Ew (p) = min Dumax (pllo). (3.38)

Consequently, we also call Ey the max-Rains relative entropy.

Proof. The following equality chain holds

Ew (p) = logmin{HXTBH1 S X}
XTBHl < 7"}
= log min {y ip <o, HyUTBHl < y} (3.39)

— logmin{y co < uo, HUTBHl < 1}

= logmin{y p <X,

= o Drmax (pl|0) -
The first line follows from Eq. (3.19). In the second line, we introduce a new variable
p. In the third line, we substitute X with pc. The last line follows from the definition
of Dmax. O

Remark 3.11. This implies that Ey can be considered as the max-Rains relative en-

tropy, which also indicates that Eyy is always larger than the Rains bound, i.e.,

Ew(p) > R(p). (3.40)

We note that the advantage of Eyy is that it can be represented as in both SDP prob-
lem and max-relative entropy form, which can lead to both theoretical and numer-
ical insights for entanglement distillation as well as quantum communication (e.g.,
[WFD17, DBW17, BW18]). We will introduce the channel version of Eyy to study the
quantum capacity of a general quantum channel in Chapter 6.
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Ew is an entanglement monotone

We are going to prove that Ey is entanglement monotone in the sense of Eq. (3.8)
both under general LOCC operations as well as the more general PPT operations.

Theorem 3.12. The function Ey () is an entanglement monotone both under general LOCC
and PPT operations.

Proof. Noting that PPT operations include LOCC as a subset, we only need to prove
the case of PPT operations. Let us consider a general PPT operation N' = }; ; that
maps bipartite state p to N; (p) / Tr (N; (p)) with probability Tr N; (p), where N is
CP and PPT operation.

Refer to the dual SDP (3.19) of W (pap), we suppose that X 45 is the optimal so-
lution. It is easy to see that N; (Xap) > N (p), then N; (X4p) is feasible to the dual
SDP (3.19) of W (N; (p)). Therefore,

W (NG (o)) < | (N (Xas)™ Il = Tr A (XT) |,

where MTB (o) = (W (JTB))TB. By the fact that /\/'Z-TB is CP [Rai%99, Rai01], we have
W(N(p) <Tr ]./\fiTB (Xg%) | < Tr./\/'iTB (!XZXBB > Furthermore,

;PiEw (pi) < longpiW (pi) = longW (Vi (0))
< log YT ™ (1X0531)
= log L TG (|3 1)1
= 1og Tr V" (|X[531™) = Ew ().

Thus, we obtain the monotonicity of Ey under general PPT operations in the
sense of Eq. (3.8). Similar to the logarithmic negativity, Ew is also a full entangle-
ment monotone that is not convex. g

3.4 Deterministic Distillable Entanglement

The deterministic entanglement distillation concerns about how to distill maximally
entangled states exactly. The bipartite pure state case is completely solved in Refs.
[MWO08, DFJY05]. We will show that PPT deterministic distillable entanglement of
a state p depends only on the support supp (p), which is defined to be the space
spanned by the eigenvectors with positive eigenvalues of p. We will study the de-
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terministic distillable entanglement in both one-shot and asymptotic settings in this

section.

3.4.1 One-copy deterministic distillable entanglement

The one-copy ()-assisted deterministic distillable entanglement of p o is defined by
Efi$ (pap) = max {logk : Fo (oan, k) = 1,k > 0}, (341)

where Q) € {LOCC, SEP, PPT}. Clearly E(()rlf)2 (p) > Osince Fq (p, 1) = 1 trivially holds.

For LOCC operations, one-copy (2 deterministic distillable entanglement is still

intractable. But for PPT operations, we could use the fidelity of PPT distillation to

give a concrete characterization of the one-copy deterministic distillable entangle-

ment. Replacing k and Q 4p in SDP (3.10) by Tr pagRap and Rap/ Tr papRap, respec-
tivel f implify E") :
y, we can further simplify E; , ppr (045) as follows:

E(()}E)),PPT (0ap) = max log Tr p apRap,
s.t.0 < Ry < (TrpABRAB) 145, (3.42)

IRTE| < 143

Proposition 3.13. For bipartite state p s, it holds that E((),ll)),PPT (pag) = —logWo (pag),
where

. T,
Wo (pag) = min ||R % |[co,
s.t. Pap < Rap < 143,

(3.43)

and Pap is the projection onto supp (pap).

Proof. The first constraint in SDP (3.42) implies that TrpapRap > ||Rag|le. So any
feasible R op should be of the form xPsp 4+ Sap, where x > 0, Py4p is the projection
onto supp (pap), and 0 < Spp < x (1 —P) 45. Replacing Sap/x + Pap by Rap and

noticing Egg (pag) = log Wy (paB), we have

1
E(") ppr (0a8) = max —log |RYE [,

s.t. Pap < Rap < lgp.

(3.44)

O

In particular, E((),ll)),PPT (pap) > —log ||P£BB lo when Ryp = Pyp. For bipartite pure
entangled states this lower bound gives the exact value of the PPT deterministic distil-



46 3. Entanglement distillation and quantification

lable entanglement [MWO08, DFJY05]. However, this is not the case for general mixed
bipartite states.

3.4.2 Asymptotic deterministic distillable entanglement

The asymptotic deterministic distillable entanglement quantifies the rate of determin-
istic distillation in the asymptotic limit of large number of i.i.d. prepared states. Thus,

it is in the form of regularization.
Definition 3.14. Given bipartite state p g, its asymptotic deterministic distillable en-
tanglement under () operations is defined by

Eon (p) := sup Eél) (0®™")/n = lim Eé/l()) (") /n, (3.45)

%

n>1 nzl

where Q) € {LOCC, SEP, PPT}.

This deterministic distillable entanglement is computationally intractable due to
regularization. However, using the technique of SDP, we will introduce an efficiently
computable upper bound to evaluate this quantity.

For a bipartite quantum state p, we introduce

Eym(p) = —log M (p) = —logmax Tr P4pVap,

. (3.46)
st. Tr|V,8| =1,Vap >0,

where Py4p is the projection onto the support of p. And M (p) is also given by the
following SDP:

M (p) = maxTr PAgZp,
s.t. Tr (XAB + YAB) =1,

. (3.47)
Zap < (Xap—Yan) ?,
XaB, YaB, Zag > 0,
And its dual SDP is given by
M (P) - min{HREBBHoo :Rap > PAB}- (3.48)

The optimal values of the primal and the dual SDPs above coincide by strong duality.
For any two bipartite states p 4 and ¢ 4/p/, by utilizing semidefinite programming
duality, it is not difficult to prove that

Em (04 @ carp) = Em (0aB) + Em (Carp) .
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Furthermore, for any state bipartite p, Eyp (p) = 0 if and only if supp (p) contains
the support of a PPT state o, i.e. supp () C supp (p). Too see this, if there exists PPT
state o such that supp (¢) C supp (p), then Ey; (p) = 0. On the other hand, if any
state o satisfies supp (0) C supp (p) is NPPT. Let the optimal solution to SDP (3.46)
be V, where V > 0 and Tr |V8| = 1. It is clear that Tr V < 1. Thus, we have Tr V = 1
when Ey; (p) = 0. Hence, V is a PPT state and supp (V) C supp (p). This leads to a
contradiction.

We show that E) is the best upper bound on the deterministic distillable entan-
glement of bipartite states. The bipartite pure state case is completely solved in Refs.
[MWO08, DFJY05]. For a general bipartite state, the PPT-assisted deterministic distil-
lation rates depend only on the support of this state.

Theorem 3.15. For any bipartite state p € S (A ® B),

Eo,p,ppr (0) < Em () < Ew (p).

Proof. To prove Eop ppr (p) < —log M (p), let us first suppose that the optimal solu-
tion to SDP (3.43) of Wy (p) is Ro. It is clear that R is also a feasible solution to SDP
(3.48) of M (p). Thus, it holds that

Wo (0) = [IRo™ [l > M (p), (3:49)

Applying the additivity of M (p), we have

Wo (p") = M (p*") = M (p)". (3.50)
Hence, we have
] 1 Xmn
Eo,p,ppr (0) = lim - log Wo (0®") (3.51)
. 1 n_
< lim —— log M (p)" = Em (p)- (3.52)

Finally, to prove Eps (p) < Ew (p), suppose that the optimal solution to SDP (3.48)
is R, then we have R > P > 0. Let R; = R/||R"#||« and it is easy to see the posi-
tivity of R and the fact that |R{?| < 1, which means that R; is a feasible solution to
SDP (3.17). Therefore, Ey (0) > logTrpR; > log Tr pP/||R™|lec = —log ||R™? || =
Em (p)- O
Remark 3.16. For any bipartite state p € S (A ® B), if the support of p contains a

PPT state o, then Ey (p) = 0 and we have that Egp ppr (0) = 0. Thus p is bound
entanglement for exact distillation under both LOCC or PPT operations.
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We further show the estimation of Theorem 3.15 in the following figure by a class
of 3 ® 3 states in [WD16b] defined by

0@ — io (X* ® X)m |%0) (ol (X ® X+)m’

QW=

where |i9) = /a|00) + /1 —a|11) (0 <« < 0.5) and X = 2]2:0 | ® 1)(j|. An inter-
esting fact is that Ey (p("‘)> is tight for Eg p ppr (p(”‘)) when 0 < a < 1/5, which is

proved in the following Proposition.
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Figure 3.3: This plot presents the estimation of Ep ppr (p(”‘)) and Eop ppr (p(“)> . The
dot line depicts Ew (p(“)), the dash line depicts E((),l])D,PPT (p("‘)) and the solid line
depicts Ep (p("‘)>.

Proposition 3.17. For any bipartite state p € S (A ® B) with support projection P, suppose
that the eigenvector |p) of P8 with the eigenvalue | PT8 ||« is a product state, then

Eo,p,ppr (p) = Em (p) = —log||P""||ee < Ep,ppr (p)- (3.53)

Proof. From Eq. (3.44), it is easy to show that Eqp ppr (0) > —log ||PT8||e. If | )9
is PPT, then we can choose V = |¢)(| and it is easy to see V is a feasible solution to
SDP (3.46) of M (p). Thus,

Em(p) < —logTr PT[y)(¢p| = — log || P"?|c. (3.54)
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O

For any pure state |¢)(¢|, suppose that |¢) has the Schmidt decomposition |¢) =
Y Adlid) with A2 > . > A2 and Y7, A2 = 1. Then |p)¢|™ = Y, A2Jii)ii| +
Yizj AiMjlji) (ij|. Thus, |PT¢||lc = A% and the corresponding eigenvector is |11)(11].
Hence, by Proposition 3.17, Eo,p,ppr (I¢)(@]) = Em (I9)(¢]) = —log [|[¢)(@["? [|e. This
rate can be achieved by LOCC [DFJY05].

Example 3.18. For the p("‘), when 0 < « < 1/5, we have that
Eo,p,ppT (P(“)) =Eum (p(“)) =—log(l—a). (3.55)

Let us choose U = X' ® X with X = 2]2-:0 |j @ 1)(j|. The projection onto supp (p(”‘))
is

2 m
Po= Y U™ oo (u*) . (3.56)
m=0
Therefore,
P® =2y/a (1 —a)|v1)(o1] — \/a (1 — &) (|o2){02] + [03)(v3])
£y U= @) [11)(11] + ]00)(00)] ()",
m=0
where
1
|o1) = 7 (01) + [10) + |22)), (3.57)
1 1 2
[o2) = =101 +—=110) - ﬁ\zz) (3.58)
o3 = 7= (101) = 10)). (359)

When 0 < & < 1/5, we always have 1 — & > 2,/a (1 — a). Therefore, || Pyl =1 —a
and the corresponding eigenvector is |11)(11|. Applying Proposition 3.17, the proof

is done.

3.5 Nonadditivity of Rains bound

Rains bound is arguably the best known upper bound on the distillable entanglement
and was conjectured to be additive and coincide with the asymptotic relative entropy
of entanglement [ADVWO02, PV07]. In this section, we disprove both conjectures by
explicitly constructing a special class of mixed two-qubit states.
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3.5.1 Rains bound on distillable entanglement

To evaluate Ep efficiently, one possible way is to find computable upper bounds.
A well-known upper bound of the distillable entanglement is the relative entropy of
entanglement [VPRK97, VPJK97], i.e., for a given bipartite state p,

E = i D ) .
r(P) pedmin (ollo) (3.60)

The asymptotic relative entropy of entanglement is given by

00 : 1 n
ER (p) = Inf " Er (0™"). (3.61)

Similarly, for a given bipartite state p, the PPT relative entropy of entanglement is
defined by

E = i D 3.62
R,PPT (0) S (plle) (3.62)
= min{D (p||o) : o, o8 >0,Tro = 1}, (3.63)

the optimal solution 43 is called the closest PPT state of p. The asymptotic PPT

relative entropy of entanglement is given by
00 o1
Exper (p) = Inf — Er ppr (0%"). (3.64)

An improved bound is the Rains bound [Rai01], which is arguably the best known
upper bound of distillable entanglement and refined in [ADVWO02] as a convex opti-

mization problem as

R L= i D 3.65
(paB) en (048l TaB) (3.65)
= min{D (04p||Tap) : Tap >0, Tr|Ts5| < 1}. (3.66)

In the following Table. 3.1, we introduce the entanglement measures that we will
use in this thesis.

As Rains bound is proved to be equal to the asymptotic PPT relative entropy of en-
tanglement for Werner states [AEJ*01] and orthogonally invariant states [ADVWO02],
one open problem is to determine whether these two quantities always coincide
[PV07]. It is also significant to determine whether Rains bound is additive or not.
In [ADVWO02], it was conjectured that Rains bound might be additive for arbitrary

quantum states.
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Measures | Acronym | Definition
1t R i @n m —
Distillable entanglement Ep sup{r: lim _inf A (™), @ (2™) ||; = 0}
PPT distillable entanglement Epppr sup{r: lim Airﬁ% . A (™), @ (2™) ||, = 0}
n—oo Ae
; ARE ; ®@n _ rm _
Entanglement cost Ec inf{r : lim AelLrgcc llo A (P (2™) ||, = 0}
: - i 3 Qn _ m —
PPT entanglement cost Ecppr inf{r : Jlim Ag}% . o A(D(2™) ||, =0}
Entanglement of formation Er inf Y piS (Tra [P)Xyl)
=X pilpX¢li
REE ER UESII?I’I&:B) b (p”‘T)
<) i 1 ®n
AREE ER gfl LER (0®™)
PPT REE ERr ppT min D (p|lo)
! c€PPT(A:B)
[eS) sf 1 ®n
PPT AREE ER,PPT ;Izlg nER,PPT (p )
Rains bound R min D (p|o)
c€PPT' (A:B)
Regularized Rains bound R* inf LR (p®m)
Max-Rains bound Ew (Rmax) min  Dmax (o|lo)
oc€PPT' (A:B)
Logarithmic negativity En log || ||;
Squashed entanglement Esg inf{31(A; B\E)p 2048 = TrE pABE}

Table 3.1: Partial zoo of entanglement measures

For a general bipartite state p, itholds that Eg ppr () > R (p). However, Eg ppr (p)
equals to R (p) for every two-qubit state p [MIO8] or the bipartite state with one qubit
subsystem [GGF14]. In particular, a two-qubit full-rank state o 45 is the closest sepa-
rable state of any state p in the following form [MI08, FG11]:

pas = 0ag — XG (0aB), (3.67)

and
G (0) = }_Gijlvi)(vi|ap (pX Pl ap)™ [0;)0;] a8, (3.68)
L]

with span (|¢) ap) is the kernel (or null space) of ¢, and Gij = A;when A; = A; and
Gij = (Ai—Aj) / (InA; —InAj) when A; # Aj, where A; and |v;) 4p are the eigenval-
ues and eigenvectors of 043, respectively.

The numerical estimation of the PPT relative entropy of entanglement with re-
spect to the PPT states was introduced in Refs. [ZFG10, GZFG15], i.e., can be es-
timated by a Matlab program. Suppose that the estimation of Eg ppr (p) in Refs.
[ZFG10, GZFG15] is Ef; (p), and the inequality Ef (p) = D (p||o) > Eg ppr (p) holds
since the algorithm indeed provides a feasible PPT state ¢ which is almost opti-
mal. This algorithm is implemented by CVX [GBO08] (a Matlab software for disci-
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plined convex programming) and QETLAB [Nat16]. In low dimensions, this algo-
rithm provides an estimation E}; (p) with an absolute error smaller than 1073, i.e.

Erppr (0) +1073 > Ef (0) > Erppr (0)

3.5.2 Nonadditivity of Rains bound

We first introduce a class of two-qubit states p, whose closest separable states can be
derived by the result in [MIO8]. Thus, the Rains bound of p;, is exactly given. Then
we apply the algorithm in Refs. [ZFG10, GZFG15] to demonstrate the gap between
IR (p°2) and R (p).

Theorem 3.19. There exists a two-qubit state p such that
R (p®%) < 2R (p). (3.69)

Meanwhile,
ERppr (0) < R(p). (3.70)

Proof. Firstly, we construct two-qubit states p, and o, satisfying Eq. (3.67). Then we
have R (p,) = D (p;||o+). Suppose that

o = 31|oo><00| + %|11><11| +#[01)(01]
5 . 3.71)
+ (8 — 1’) ‘10><10‘ + m (|01><10’ + ’10><01‘) .

The positivity of o, requires that % <r< %. Assume that7 > 5/8 — r and
we can further choose 0.3125 < r < 0.57 for simplicity.

Meanwhile, let us choose

1 7-8
pr =5100)(00] + x|01)(01| + “— 110)(10]
3.72)
32r2 — (6 +32x)r +10x + 1 (
+ 01)(10| + |10)(01
o (lo1)10] + 10)(01])
with
32r2 —10r + 1 (16r —5)y 1
_ 7
YT 56 —160r +33 | 32In(5/8—y) —32In(5/8+y) 7O
y = (42 —5r/2+33/64)"%. (3.74)

It is clear that Tr o, = 1 and we set 0.3125 < r < 0.5480 to ensure the positivity of p,.
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One can readily verify that p, = 0, — 3G (07) /2. Therefore, 0, is the closest sepa-
rable state (CSS) for p, and we have that

R (ps) = Egppr (0r) = D (0rll07) - (3.75)

0.86
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0.84

0.83

Ebits

0791

0.78 |

0.77

0.46 0.48 0.5 0.52 0.54
r from 0.45 to 0.548

Figure 3.4: This plot demonstrates the difference between 2R (p,) and Ef (05?) for
045 < r < 0.548. The dashed line depicts Ef (pf?) while the solid line depicts

2R (pr)-
In particular, let us first choose ry = 0.547, the Rains bound of p;, is given by

R (pi’o) = ER,PPT (pi’o) =D (pi’o Hafo) ~ (0.3891999. (376)

Furthermore, applying the algorithm in Refs. [ZFG10, GZFG15], we can find a PPT
state 0p such that

Ex (0522) = D (p52%||o0) ~ 0.7683307. 3.77)

The numerical value of relative entropy here is calculated based on the Matlab func-
tion “logm” [Mat13, AMHR13] and the function “Entropy” in QETLAB [Nat16]. In
this case, the accuracy is guaranteed by the fact ||61°gm(‘7’0) — 0 ll1 < 1071 and
[elogm(@) — gy ||y < 107! Noting that the difference between 2R (py,) and E}; (052
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is already 1.00691 x 1072, we have that
R (0*) < Erper (p5,7) < Ef (07,2) < 2R (pry) - (3.78)

It is also easy to observe that

oo 1
ER ppr (Pry) < EER,PPT (0522) < R (pr,y) - (3.79)

When 0.45 < r < 0.548, we demonstrate the gap between 2R (p,) and E}; (05?) in
Figure 3.4. ad

Since Rains bound is not additive, the asymptotic Rains bound [Hay17c] can pro-
vide better upper bound on the distillable entanglement, i.e.,

Ep,ppr (p) < R¥ (p) = inf IR (0®") <R (p), (3.80)

and the last inequality can be strict.

Corollary 3.20. There exists bipartite quantum state p such that
R® (p) <R(p). (3.81)

As a consequence, the asymptotic Rains bound can provide a strictly better upper bound on
Ep than the Rains bound.

3.6 Discussion

3.6.1 Summary

In this chapter, we have introduced an SDP-computable entanglement measure to
evaluate the distillable entanglement and explored the deterministic entanglement
distillation. This quantity enjoys additional good properties such as additivity and
monotonicity under both general LOCC (or PPT) operations. We have also demon-
strated the Rains bound is neither additive nor equal to the asymptotic relative en-
tropy of entanglement by explicitly constructing a special class of mixed two-qubit
states.

The main results in this chapter are summarized in the following box.
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Summary of Chapter 3

(i) An additive SDP-computable entanglement measure:

ED,PPT (P) < Ew (P) = Rmax (P) = grerIBiPnT’ Drmax (pH0> = r}?g)llog HXTBHl‘

(ii) Rains bound is not additive: Jp, R (p®?) < 2R (p).
(iii) Rains bound and its regularization can be strictly smaller than the asymptotic

PPT relative entropy of entanglement:
3 p, such that R* (o) < R(p) < Exppr (0) - (3.82)
(iv) Deterministic distillable entanglement:

Eopper (0) < Em (p) = minlog X8| oo, (3.83)

where P is the projection onto supp (p).

3.6.2 Outlook

In spite of a series of remarkable recent progress in the theory of entanglement (for
reviews see, e.g., [PV07, Chr06, HHHHO09, BZ17]), many fundamental questions still
remain open. It is of interest to determine whether the PPT distillable entanglement
is given by R®. Moreover, how to develop a resource theory of entanglement under
one-way LOCC operations remains a challenging problem.

It is of great interest to explore the connections between non-local games [RV13,
PV16] and fundamental entanglement measures [PV07] (e.g., distillable entangle-
ment and entanglement cost). For example, a device-independent certification proto-
col of one-shot distillable entanglement was recently introduced in [AFB17].

A further direction is the distillation of secret key from quantum states [DWO03].
It is important to develop both analytic and numerical methods to evaluate the rate
of secret-key distillation [HHHOO05, SBPC*09] as well as the quantum key repeater
rate [BCHW15] to extract private bits. Note that one-shot upper bounds for secret
key were given in [WTB17]. However, due to the optimization over separable states,
it is not clear whether the quantities are efficiently computable.

More generally, one may apply semidefinite optimization and the techniques in
this chapter to investigate resource distillation and quantification in other quantum
resource theories (e.g., [CG18, Reg18, SAP17, VHGE14, RBL18, GA15, GMN*15]).



Chapter 4

Irreversibility of Asymptotic
Entanglement Manipulation

4.1 Introduction

4.1.1 Background

In quantum information science, the resource theory of entanglement studies the
transformation properties of entanglement under restricted classes of allowed op-
erations. The irreversibility is crucial to this resource theory and it was sometimes ar-
gued to be the difference between entanglement and thermodynamics, as the Carnot
cycle is reversible. When local operations and classical communication (LOCC) is
available, the manipulation of entanglement is irreversible in the finite-copy regime.
More precisely, the amount of pure entanglement that can be distilled from a finite
number of copies of a state p is usually strictly smaller than the amount of pure entan-
glement needed to prepare the same number of copies of p [BDSW96]. Surprisingly,
in the asymptotic limit of an arbitrarily large number of copies of the bipartite pure
states, this process is known to be reversible [BBPS96]. But for mixed states, this
asymptotic reversibility does not hold any more [VC01b, VC01a, VDC02, VWW04,
CdOF11]. In particular, one requires a positive rate of pure state entanglement to gen-
erate the bound entanglement by LOCC [VCO01b, YHHSRO05], while it is well known
that no pure state can be distilled from it [HHH98].

Various approaches have been considered to enlarge the class of operations to
ensure reversible interconversion of entanglement in the asymptotic regime. A natu-
ral candidate is the class of quantum operations that completely preserve positivity
of partial transpose (PPT) [Rai01], which include all quantum operations that can
be implemented by LOCC. A remarkable result is that any state with a nonpositive

56
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Figure 4.1: Illustration of entanglement irreversibility

partial transpose (NPT) is distillable under this class of operations [EVWWO01]. This
suggests the possibility of reversibility under PPT operations, and there are examples
of mixed states which can be reversibly converted into pure states in the asymptotic
setting, e.g., the class of antisymmetric states of arbitrary dimension [APE03]. How-
ever, the reversibility under PPT operations remained unsolved for over more than
ten years [APE03, PV07, VWWO04, BP10] and it was considered one of the major open
problems in quantum information theory [Ple05b].

4.1.2 Outline

One approach to study the reversibility problem is to consider the transformations be-
tween the given state and Bell state, which naturally raise two fundamental entangle-
ment measures: distillable entanglement and entanglement cost [BBPS96, BDSW96]
(cf. 3.1.1). To be specific, the problem of reversibility under PPT operations is to de-
termine whether distillable entanglement always coincides with entanglement cost
under PPT operations, i.e.,

Ecrrr (0) < Epppr(p),Vp € S(A®B). (4.1)

If Ec ppr = Ep,pp1, then the transformation between any states under PPT operations
is reversible. But this problem is still very difficult since for the general mixed states
it is highly nontrivial to evaluate these two measures, both of which are given by a
limiting procedure.

In this chapter, we resolve the open problem mentioned above by proving the
irreversibility via the approach of semidefinite optimization.

Section 4.2 establishes an SDP lower bound for the entanglement cost under PPT
operations. Using this new established lower bound, Section 4.3 further demonstrates
the irreversibility of entanglement distillation under PPT operations via the standard
rank-two state supported on the anti-symmetric subspace. As a byproduct, we also
show that for this class of states, both the Rains bound and its regularization are
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strictly less than the asymptotic relative entropy of entanglement. So, in general,
there is no unique entanglement measure for the manipulation of entanglement by

PPT operations.

4.2 Lower bounds for entanglement cost

We note that the following entanglement measures we are going to use are summa-
rized in Table 3.1 of entanglement measures.

4.2.1 Entanglement cost

Let us first recall the definition of entanglement cost using () operations:

E = inf{r: lim inf ||p5} — A (P (2" = 4.2
co (pap) = inf{r: lim inf [lof5 — A (P (2™)) [ = 0}, (4.2)
where ) € {1-LOCC, LOCC, SEP, PPT}. The entanglement cost quantifies the amount
of Bell states required to reconstruct the desired state using suitable operations. There
are two known important lower bounds for entanglement cost, the squashed entan-
glement [CW04] and the asymptotic relative entropy of entanglement [AEJ701].

Squashed entanglement

Definition 4.1. Given a bipartite state p4p, Christandl and Winter [CW04] defined
the squashed entanglement of p4p as

1.
Esq(A;B), =: 5 inf{I(A: B|E), : pap = Tre pape}, (4.3)
PABE
where I (A : B|E) := S(pag) + S (pe) — S (pe) — S (pape) is the conditional quan-
tum mutual information of the extended state p4pp. Alternatively, it can be repre-

sented as ,
Esq (A;B)p =3 inf I(A : B|E’) , (4.4)

Mg
where the infimum is taken over all squashing channels Mr_,p taking the E system
of the purification ¢/, ;- to a system E’ of arbitrary dimension.

The squashed entanglement in Eq. (4.4) can be interpreted as the environment E
holding some purifying system of p 45, and then squashing the correlations between
A and B as much as possible by applying a channel Mg_,g/ that minimizes the con-
ditional mutual information I (A; B|E’). It has various nice properties such as mono-

tonicity under LOCC operations, additivity under tensor product, continuity, and
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normalization for the private state [CW04] (see also [Wil16] for approximate normal-
ization of Ey; for private states). Importantly, the squashed entanglement lies be-
tween the distillable entanglement and entanglement cost [CWO04]: for any bipartite
state p € S (A ® B), it holds that

Ep (p) < Kp (p) < Esq (p) < Ec (p), (4.5)

where Kp (p) is the optimal number of private bits that can be generated from p via
LOCC operations in the i.i.d. limit.

Asymptotic PPT relative entropy of entanglement

Let us recall the definition of the asymptotic PPT relative entropy of entanglement
(PPT AREE): given a biparitite state p, its PPT AREE is given by

ERprr (0) = gfl Egppr (0%") /1. (4.6)

A useful fact is that ER ppr lies between the PPT distillable entanglement and the
PPT entanglement cost [Hay17c]: for any bipartite state p € S (A ® B), it holds that

Ep,prr (p) < ERppr () < Ecprr (0) - (4.7)

4.2.2 Lower bounds for entanglement cost

The main difficulty of the problems above is that the regularized quantities are usu-
ally extremely difficult to determine or estimate. To figure out whether Rains bound
always coincides with E¥, one necessarily has to evaluate EY (p) of an explicit state
p. The problem of irreversibility under PPT operations is more intractable: one not
only has to evaluate the PPT distillable entanglement, but also needs to determine
the PPT entanglement cost.

Since computing the entanglement cost of a bipartite state is very difficult, we
introduce an efficiently computable lower bound for evaluating entanglement cost.

Our key tool is an efficiently computable additive lower bound for the asymptotic
REE. In the one-copy case, we need to do some relaxations of the minimization of
D (p||o) with respect to PPT states. By applying properties of the quantum relative
entropy, we can relax the problem to minimizing — log Tr P over all PPT state o,
where P is the projection onto supp (p). Noting that this is SDP-computable, we can
use SDP techniques to obtain the following bound

E, (o) = max{—log 1Y 8| : =Y < PTB < Y. (4.8)
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Interestingly, E;, (-) is additive under tensor product, i.e.,

Ey (01 ® p2) = Ey (1) + Ey (02),

so we can overcome the difficulty of estimating the regularized relative entropy of
entanglement. The additivity of E, (-) can be proved by utilizing the duality theory of
semidefinite programming. A complete proof of the additivity of E, (-) is presented
in the following Lemma. 4.3.

Proposition 4.2. For any bipartite state p,
ERppr (0) = Ey (0) - (4.9)

Proof. Firstly, let us introduce a CPTP map by N (t) = PtP+ (1 —P)t (1 —P).
Then we have that

D (plle) = D (N (o) IV ()
= D (p||PoP/Tr PoP) —log Tr Po (4.10)
> —log Tr Po,

where the first inequality is from the monotonicity of quantum relative entropy [Lin75,
Uhl77] and the second inequality is due to the non-negativity of quantum relative en-
tropy. (After we finished the proof, we found that this step already appeared in the
Lemma 10 of [Dat09].)

Then, we can transform the original optimization problem to an SDP problem:

i D > i —log Tr Po. 411
veimin, o Dollo) = min —logTr Po (411)

Secondly, utilizing the weak duality of SDP, we can see that

max TrPo < min {f: YTe <1, PTE < Y} (4.12)
oE€PPT(A:B)
<min {t: —t1 <Y <t1,-Y < PTs <Y} (4.13)
= min {||[Y||o: —Y < PTE <Y}, (4.14)
Thus,
Erppr (p) > —log max TrPo > E,(p). (4.15)

cE€PPT(A:B)
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Finally, noting that E, (o) is additive, we have that

ER,ppToo (p) = inf ER (p®n) /TZ

n>1

> infEy (p™") /n = Ey (p)-

n>1

The additivity of E;

To see the additivity of E; (p), we reformulate it as E; (0) = —log# (p), where

7 (p) = min ¢
st. — Yap < PiB < Yag, (4.16)

—H <Y} < H,

where Py is the projection onto supp (p).
The dual SDP of 7 (p) is given by

1 (p) = maxTr Pag (Vap — Fap) ™,
s.t. Vap + Fap < (Wap — Xap)'™®,
Tr (Wap + Xap) <1,
Vap, Fap, Wap, Xap 2 0.

(4.17)

The optimal values of the primal and the dual SDPs above coincide by strong duality.

Lemma 4.3. For any two bipartite states p1 and p,, we have that

Ey (p1® p2) = Ey (01) + Ey (p2) -

Proof. On one hand, suppose that the optimal solution to SDP (4.16) of 1 (p;) and
1 (p2) are {t1, Y1} and {t2, Y2}, respectively. It is easy to see that

Y19Y, + PP P = %[(Yl +PP) @ (L+P")+(n-pP) e (-p")] >0
Yi®Y, — P @ PlY = %[(Yl +P1TB) ® (Yz . PZ,TB’) + (Y1 —P1TB> ® <Y2 +P2TB’>] > 0.

Then, we have that —Y; ® Y, < PlT B ® PZT B <Y; ® Y. Moreover,

T T
YT @Y, oo < [1Y7 [leo]l Yo ¥ floo < tita,
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which means that
—htl <Y @Y," < kil (4.18)

Therefore, {t1t2, Y1 ® Y2} is a feasible solution to the SDP (4.16) of # (p1 ® p2), which
means that

1 (p1@p2) < titr =17 (p1) 77 (p2) - (4.19)

On the other hand, suppose that the optimal solutions to SDP (4.17) of 1 (p1) and
1 (p2) are { V3, F;, W1, X1} and { V3, F», Wy, X }, respectively. Assume that

V=VioW+F&kRK, (4.20)
F=Vi*ebhE+F®V, (4.21)
W=W;®W + X; ®Xp, (4.22)
X=W X+ X;®W,. (4.23)
It is easy to see that
V+F=WVi+F)®(L+E) (4.24)
< (W = X))@ (W — Xo) = (W Xx)"ow (4.25)

and Tr W+ X) = Tr(W1 + X3) ® (Wa + X2) < 1. Thus, {V,F, W, X} is a feasible
solution to the SDP (4.17) of 17 (p1 ® p2). This means that

7 (p1®p2) > Tr (PL@ Py) (V — F)ov (4.26)
=T (PP (Vi B)" @ (Va— F)™) (4.27)
=1(p1) 7 (p2) - (4.28)

Hence, combining Eq. (4.19) and Eq. (4.26), we have that

11 (p1@p2) =1 (1)1 (02), (4.29)

which directly leads to E; (01 ® p2) = E; (01) + E; (02)- 0
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Lower bound for the regularized Rains bound

Let us recall the upper bound Ej; (see Eq. (3.46)) on the deterministic distillable en-
tanglement: for a bipartite quantum state p,

Eyv (p) = —logM (p) = —logmax Tr P4V,

T (4.30)
st. Tr |VA%| =1,Vug >0,
Proposition 4.4. For any bipartite statep € S (A ® B),
Em (0) < R¥(p) < Ecper (0) -

Proof. Via similar techniques in Proposition 4.2, one can show that

Em(p) < R(p). (4.31)
Noting that Ej (+) is additive, we have that

Evi(p) < inf LR (o) = R (o).
T n>1ln
Finally, it is clear that
Em (0) < R (o) < Exppr (0) < Ecppr (0),

where the last inequality is from [Hay17c]. O

Remark 4.5. As an application of this lower bound, one can also give an SDP lower
bound for the entanglement cost of quantum channels [BBCW13], i.e. the rate of entan-
glement (ebits) needed to asymptotically simulate a quantum channel A with free
classical communication.

4.3 Irreversibility of PPT entanglement manipulation

In this section, we focus on the following standard rank-two states supported on the
three by three anti-symmetric subspace:

0o = 5 ([v1)(o1] + [02)(v2]) , (4.32)

N[ +—
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where

l01) = 1/v/2(]01) — |10)), (4.33)
[v2) = 1/v/2(]02) — |20)). (4.34)

The projection onto supp (py) is Py = |v1)(v1] + |v2)(v2|. The authors of [CD09]
showed that this state can be transformed into some 2 ® 2 pure entangled state by a
suitable separable operation while no finite-round LOCC protocol can do that.

Our main result of this section is as follows.

Theorem 4.6. For the state p,, we have
Ep,ppr (02) = R™ (p0) < ERppr (Po) = Ec,ppr (00) - (4.35)

To see this, we first prove EZ ppr (00) = Ecppr (00) = 1 in Proposition 4.7 and
then show Ep ppr (0v) = R* (py) = log (1 + 1/\/5) in Proposition 4.8.

This result indicates that the asymptotic entanglement manipulation of p, un-
der PPT operations is irreversible, thus resolving a long-standing open problem in
quantum information theory [APE03, HOHO2, Ple05b]. Furthermore, it also answers
another open problem in [PV07] by showing a nonzero gap between the regularized
Rains bound and the PPT AREE of p,.

4.3.1 PPT entanglement cost of p,

Applying the lower bound E, (o), we are now ready to show that the PPT entangle-
ment cost of p, is still one ebit.

Proposition 4.7.
Ec,ppr (00) = ERppr (00) = 1. (4.36)

Proof. Firstly, let us choose a projector
Q = |01)(01] 4 |10)(10]| + [02){02| + [20)(20]. (4.37)
Then we can easily prove that

Ey (po) < ERppr (00) <1 (4.38)

by choosing a PPT state T = Q/4 such that S (p,||7) = 1.
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Secondly, we are going to prove E; (0,) > 1. To see this, suppose that

Y == (Q+ [00)00| + (|11) + |22)) ((11] + (22])). (4.39)

N[ =

Noting that

Y — Py = 5 (100) + [11) +[22)) ({00] + (11| + (22]),

N[ —

it is clear that PXBB < Y. Moreover,
1
Y+Ph=Q+ 5 (100) —[11) —[22)) ({00} — (11] — (22]), (4.40)

which means that PIZ% > —Y.
Then Y43 is a feasible solution to the SDP (4.8) of E; (p,). Thus,

Ey (00) > —log Y|l = —log1/2 =1, (4.41)
and we can conclude that

Ey (po) = ERppr (P0) = 1. (4.42)

Finally, it is clear that one Bell pair is sufficiently to prepare an exact copy of p by
LOCC. Combining with the above lower bounds, we have that

1=E; (po) < ERppr (00) < Ecppr (00) < Ec (p) < 1. (4.43)

O

It is worth pointing out that our approach to evaluating the PPT entanglement
cost is to combine the lower bound E; and the upper bound Ec. This result provides
a new proof of the entanglement cost of the rank-two 3 ® 3 antisymmetric state in
[Yur03]. Moreover, our result is stronger as it shows that the entanglement cost under
PPT operations of this state is still one ebit.

4.3.2 PPT distillable entanglement of p,

We are going to evaluate the PPT distillable entanglement of p, via the Rains bound
and the SDP characterization of the one-copy PPT deterministic distillable entangle-
ment in Eq. (3.42).



66 4. Irreversibility of Asymptotic Entanglement Manipulation

Proposition 4.8.

Ep,prr (po) = R® (00) = log (1 4 1/\@) . (4.44)

Proof. Firstly, we need to introduce upper and lower SDP bounds to evaluate the
entanglement of cost and the regularized Rains bound. The logarithmic negativity
[VWO02, Ple05a] is an upper bound on PPT distillable entanglement, i.e., Ey (p) =
log lo" |-

Let us recall the one-copy PPT deterministic distillable entanglement:

1 T,
E") ppr (0) = max — log ||R Ty |,

s.t. Pap < Rap < 1.

(4.45)

where Pyp is the projection onto supp (p), the support of p. Note that supp (p) is de-
fined to be the subspace spanned by the eigenvectors of p with positive eigenvalues.
Clearly E(()%, ppr () is efficiently computable via SDP, and for a general bipartite state
p we have

E(") por (0) < Ep (p) < R™ (p) < En (0),

which is very helpful to determine the exact values of PPT distillable entanglement
for some states.

Now one can calculate that ||o2?||; = 1+ 1/+/2. Then we have
R (po) < En (py) < log (1+1/v2) . (4.46)
On the other hand, let
Rap = (3=2v2) (Jn)in|+ |r2)ra]) + Pas
with [r;) = (|01) + [10)) /v/2 and |r2) = (]02) +[20)) /+/2. It is easy to check

that P4 < Rap < 1, which means that R 45 is a feasible solution to SDP (4.45) of

Eé}l)),PPT (o). Therefore,

EGD,per (00) = —10g |RJy |l = log (1+1/v2). (447)
Finally, combining Eq. (4.46) and Eq. (4.47), we have that

Ep,prr (po) = R® (00) = log (1 + 1/[2) . (4.48)
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4.3.3 General irreversibility under PPT operations

We have shown the irreversibility of the asymptotic entanglement manipulation of p,
under PPT operations. One can use similar technique to prove the irreversibility for
any p with spectral decomposition

p = plu)(u| + (1 =p) Juz)ua| (0 <p<1),

where [u1) = (|01) — |10)) /v/2, |uz) = (|ab) — |ba)) /+/2. Interestingly, it holds that
Epppr (p) < 1 = Ecppr(p). (See [WD17a] for a detailed proof). More generally,
we can provide a sufficient condition for the irreversibility under PPT operations and
construct a general class of such states.

It was shown in Chapter 3 that

Ep,pprr (0) < Ew (0) < En(p),

and the second equality can be strict. It is straightforward to see that if Ey (p) <
Ey (p), then Ep ppr (0) < Ec,ppr (p) -

Indeed, we can obtain a more specific condition if we use logarithmic negativity
Ey instead of Ey. That is, for a bipartite state p, if there is a Hermitian matrix Y such
that P}% +Y > 0and [|o™|; < ||Y™ |5}, we have Ep ppr (0) < Ecppr (0)-

We further show the irreversibility in asymptotic manipulations of entanglement
under PPT operations by a class of 3 ® 3 states defined by

o™ = (1)l + lg2)(yal) /2, (4.49)
where |¢1) = /a|01) — /1 — «|10) and |¢n) = /x|02) — /1 — a|20) with 0.42 < a <

0.5. Then the projection onto the range of p(*) is Pag = |41 )11 | + |2 )(1|. One can
easily calculate that

Ew (p(uo) < log || (pm))TB 1 = log (1 + /20 (1 — (x)> .

We then construct a feasible solution to the dual SDP (4.8) of E; (p(‘")> ,i.e.,

Y =« (|01)(01] 4 [02)02]) + (1 — ) (|10)(10] 4 |20)(20])

4.50
+ y/a (1 —a) (]00)00[ + [11)(11| + |22)(22] + [11)(22| + |22)(11]) . (450

It can be checked that —Y < PX% < Yand [|[Y|| < 1—a. Thus, E, (p(“)) >
—log (1 —a).
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When 0.42 < a < 0.5, it is easy to check that

—log (1 —a) > log (1 +4/2a (1 — oc)) . (4.51)

Therefore,

Ep,ppr <P(“)> < Ew (P(M> < Ey (P(“)) < Ecppr (P(“)) : (4.52)

4.4 Discussion

44.1 Summary

In this chapter, we have explored semidefinite programs to evaluate the entanglement
cost of bipartite entanglement, demonstrated irreversibility of entanglement theory
under PPT operations, and established separations between fundamental entangle-
ment measures.

The important results in this chapter are summarized in the following box.

Summary of Chapter 4

(i) Lower bound for the entanglement cost of a bipartite state p € S (A ® B):

Ec (p) > Ecppr (0) > E; (0) = min ¢
st. —Y <Py, (4.53)
—t1 <Y <11,

where P is the projection onto supp (p).
(ii) Rains bound can be strictly larger than the asymptotic PPT relative entropy

of entanglement:
dp € S(A®B), such that R (o) > Exppr (0) - (4.54)
(iii) Asymptotic entanglement manipulation under PPT operations is irreversible:

3 [NS S (A &® B) , such that EC,PPT (p) > ED,ppT (p) . (4.55)

4.4.2 Outlook

The lower bound E; for entanglement cost is in general not tight and could be some-
times smaller than distillable entanglement. How to further refine the lower bound
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E, remains an interesting problem. It will also be interesting to study the entangle-
ment cost from the view of non-local games, see e.g., [AFY17].

By considering all asymptotically non-entangling transformations, a reversible
theory of entanglement was obtained in Refs. [BP08, BP10]. Given the fact that the
entanglement theory under PPT operations is not reversible, a very interesting ques-
tion remains open: what is the smallest class of operations that permits a reversible
entanglement theory?

Moreover, can we develop a non-asymptotic resource theory to efficiently evalu-
ate the entanglement dilution with finite resources? For example, see [BD11b] for the
study about the quantification of one-shot entanglement cost.

Finally, we end this part on entanglement theory with the following zoo of en-
tanglement measures. The contributions of Chapters 3-4 are highlighted. The irre-
versibility of entanglement under PPT operations can be seen via the gap between
ER ppr and R™.

Figure 4.2: Zoo of entanglement measures. An arrow E4 — Ejp indicates that
E4 (p) > Ep (p) for any bipartite state p. E4 «~— Ep indicates that E4 and Ep are not
comparable. The detailed definitions of these entanglement measures can be found
in Table 3.1.
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Chapter 5

Classical communication via

quantum channels

5.1 Introduction

The reliable transmission of classical information with quantum systems is central to
the theory of quantum information. A natural question that arises is what are the
maximum communication rates achievable over noisy communication channels? In
1948, Shannon stressed the nature of communication in his seminal work “A Mathe-

matical Theory of Communication” [Sha48]:

C. E. Shannon: “The fundamental problem of communication is that of reproducing at one
point either exactly or approximately a message selected at another point.”

ke{l,---,m} —f &, ‘ D, —kKe{l,---,m}

——— ———

Figure 5.1: The sender (Alice) encodes the messages with an encoding operation &,
and then sends them trough the channel N'®" to the receiver (Bob). Bob collects these
registers and then applies a decoding operation D, to extract the messages Alice sent.

The core of this view is the channel formalism, where any noisy communication line

is depicted as a stochastic map connecting input signals selected by the sender of the

71
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message (Alice), to their corresponding output counterparts accessible to the receiver
of the messages (Bob).

Besides the mathematical theory of communication, Rolf Landauer stressed the
fact that information is physical [Lan96]: “Information is inevitably tied to a physi-
cal representation and therefore to restrictions and possibilities related to the laws of
physics and the parts available in the universe.” This view answers why we need an
information theory based on quantum mechanics. It is worth noting that the quan-
tum information theory not only extends but also completes the classical information
theory (for reviews, see, e.g., [BS98, Will7, Hay17c, CGLM14]).

5.1.1 Background

Any physical process can be represented as a quantum channel. The goal of build-
ing a classical communication system is to simulate a noiseless channel by using the
actual noisy channel. In particular, the sender is able to apply any local physical op-
eration to encode the messages to input to the channel. And the receiver may apply
any local physical operation to decode the outputs of the channel.

The classical capacity of a noisy quantum channel is the highest rate at which
it can convey classical information reliably over asymptotically many uses of the
channel. (We refer to Eq. (5.7) for a formal definition.) The Holevo-Schumacher-
Westmoreland (HSW) theorem [Hol73, Hol98b, SW97] gives a full characterization of
the classical capacity of quantum channels.

Theorem 5.1 (Classical capacaity (HSW theorem)). Given a quantum channel N, its
classical capacity is given by the reqularized Holevo capacity:
®n
C(N):=sup M, (5.1)

n>1 n

where x (N') is the Holevo capacity of the channel N, defined as

X(N) = max S (Zpi/\/ (m)) —Y_piS (N (pi)), (5.2)
pipi)} ; ;

and {(pi, pi) }i is an ensemble of quantum states on A.

For certain classes of quantum channels (depolarizing channel [Kin03], erasure
channel [BDS97], unital qubit channel [Kin02], etc. [AHWO00, DHS04, Fuk05, KWW12]),
the classical capacity of the channel is equal to the Holevo capacity, since their Holevo
capacities are all additive. However, for a general quantum channel, our understand-
ing of the classical capacity is still limited. The work of Hastings [Has09] shows that
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the Holevo capacity is generally not additive, thus the regularization in Eq. (5.1)
is necessary in general. Since the complexity of computing the single-letter Holevo
capacity of a channel is NP-complete [BS07], the regularized Holevo capacity of a
general quantum channel is notoriously difficult to calculate and it is not even clear
whether this regularized quantity is computable in the Turing sense. (See [SSMR16]
for approaches to approximating Holevo information of a quantum channel.) Even
for basic quantum channels such as the qubit amplitude damping channel, the clas-

sical capacity remains unknown.

Strong converse vs. weak converse

The converse part of the HSW theorem states that if the communication rate exceeds
the capacity, then the error probability of any coding scheme cannot approach zero in
the limit of many channel uses. This kind of “weak” converse suggests the possibility
for one to increase communication rates by allowing an increased error probability.
A strong converse property leaves no such room for the trade-off; i.e., the error prob-
ability necessarily converges to one in the limit of many channel uses whenever the
rate exceeds the capacity of the channel. For classical channels, the strong converse
property for the classical capacity was established by Wolfowitz [Wol78]. For quan-
tum channels, the strong converse property for the classical capacity has been con-
firmed for several classes of channels [ON99, Win99, KW09, WW13, WWY14]. Win-
ter [Win99] and Ogawa and Nagaoka [ON99] independently established the strong
converse property for the classical capacity of classical-quantum channels. Koenig
and Wehner [KW09] proved the strong converse property for particular covariant
quantum channels. Recently, for the entanglement-breaking and Hadamard chan-
nels, the strong converse property was proved by Wilde, Winter and Yang [WWY14].
Moreover, the strong converse properties for the pure-loss bosonic channel and the
quantum erasure channel were proved in [WW13] and [WW14], respectively. Un-
fortunately, for a general quantum channel, less is known about the strong converse
property of the classical capacity, and it remains open whether this property holds
for all quantum channels.

Strong converse bound

A strong converse bound for the classical capacity is a quantity such that the suc-
cess probability of transmitting classical messages vanishes exponentially fast as the
number of channel uses increases if the rate of communication exceeds this quantity,

which forbids the trade-off between rate and error in the limit of many channel uses.
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In the large n limit Strong converse (unknown)

1 I
|
|
|
Error :
Probability | Forbidden area
|
| Weak converse
|
0 Achievability I Rate

Capacity ; Etronj converse
oun

Figure 5.2: Strong vs. weak converse.

Non-asymptotic classical communication

Another fundamental problem, of both theoretical and practical interest, is the trade-
off between the channel uses, communication rate and error probability in the non-
asymptotic (or finite blocklength) regime. In a realistic setting, the number of channel
uses is necessarily limited in quantum information processing. Therefore one has to
make a trade-off between the transmission rate and error tolerance. Note that one
only needs to study one-shot communication over the channel since it can correspond
to a finite blocklength and one can also study the asymptotic capacity via the finite
blocklength approach. The study of finite blocklength regime has recently garnered
great interest in classical information theory (see e.g., [PPV10, Hay(09, Mat12]) as well
as in quantum information theory (see e.g., [MW14a, WR12, RR11, TH13, BCR11,
LM15, TT15, BDL16, Tom16, TBR16]). For classical channels, Polyanskiy, Poor, and
Verdu [PPV10] derived the finite blocklength converse bound via hypothesis test-
ing and Matthews [Mat12] provided an alternative proof of this converse bound via
classical no-signalling codes. For classical-quantum channels, the one-shot converse
and achievability bounds were given in [MD09, WR12, RR11]. Recently, the one-
shot converse bounds for entanglement-assisted and unassisted codes were given in
[MW14a], which generalizes the hypothesis testing approach in [PPV10] to quantum
channels.

5.1.2 Outline

To gain insights into the generally intractable problem of evaluating the capacities
of quantum channels, a natural approach is to study the performance of extra free
resources in the coding scheme. This scheme can be seemed as a deterministic super-
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operator performed jointly by the sender Alice and the receiver Bob to assist the com-
munication, which we call general code (see Section 2.3 for details).

In this chapter, we derive a framework to evaluate the communication capabilities
in both non-asymptotic and asymptotic regimes. In section 5.2, we show that the op-
timal coding success probability and one-shot e-error classical capacity assisted with
NS (and PPT) codes can be characterized by SDPs. We also show that the Matthews-
Wehner meta-converse bound for entanglement-assisted classical communication can
be achieved by activated, no-signalling assisted codes, suitably generalizing a result
for classical channels. In section 5.3, we derive a new meta-converse for unassisted
classical communication with application to a finite resource analysis of classical com-
munication over quantum erasure channels. In section 5.4, we derive two SDP strong
converse bounds for the classical capacity of a general quantum channel. We show
an improved upper bound for the amplitude damping channel and discuss other po-
tential upper bounds on classical capacity.

5.2 One-shot communication capability

5.2.1 Task of information processing

The aim of classical communication is to transmit classical messages from one side to
another side via a noisy channel, which is equivalent to simulate a noiseless classical
channel via suitable encoders and decoders.

Based on the previous results on channel composition [CDP08, DW16], one can
simulate a channel M with the channel N and code I1, where IT is a bipartite CPTP
operation from A;B; to A,B, which is B to A no-signalling. We say such IT is an
()-assisted code if it can be implemented by local operations with ()-assistance.

In the following, we eliminate () for the case of unassisted codes and write () =
E and () = NS for entanglement-assisted and no-signalling-assisted (NS-assisted)
codes, respectively. We refer to Section 2.3 for more details about the mathematical

description of these codes.

IT

Figure 5.3: General code scheme
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Suppose Alice wants to send the classical message labelled by {1,...,m} to Bob
using the composite channel M = ITo N, where ITis a deterministic super-operator
that generalizes the usual encoding scheme £ and decoding scheme D. After the
action of £ and N, the message results in quantum state at Bob’s side. Bob then
performs a POVM with m outcomes on the resulting quantum state. The POVM is a
component of the operation D. Since the results of the POVM and the input messages
are both classical, it is natural to assume that M is with classical registers throughout

this chapter, that is, A o M o A = M for some completely dephasing channel A.

Definition 5.2. Given a quantum channel N4,z and a fixed Q)-assisted code IT with
size m, the optimal average success probability of A to transmit m messages is de-
fined as

ps (NI, m) := — ZTr/\/l ([k)Xk]) |k)(K], (5.3)

where () € {UA,E,NS,NS N PPT}.
Furthermore, the optimal average success probability of A to transmit m mes-

sages assisted with ()-class code is defined as

pacen (N m) = sup T M () )]
=1

s.t. M = ITo N is the effective channel, 64

ITe ),

where the maximum is over the codes in class Q.

With this in hand, we now say that a triplet (r, 7, €) is achievable on the channel
N with Q-assisted codes if

1
- logm > r, and psycc,0 (N¥",m) > 1 —e. (5.5)
We are interested in the following boundary of the non-asymptotic achievable region:
CS) (N, €) :=sup{logm : psyccy (N, m) > 1—e}. (5.6)

We also define pgyccq (N, pa, m) and C (N pa,€) as the same optimization but only
using codes with a fixed average input p4. The ()-assisted capacity of a quantum

channel is

Ca (N) = lim lim C (N®” €), (5.7)

e—0n—oon

where () € {UA,E,NS,NSNPPT}. Throughout the thesis, we omit Q) when () = UA.
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The HSW theorem (cf. Theorem 5.1) tells us that for unassisted codes, it holds that

C(N) = lim Sy (N®").

n—oo 11

(5.8)

Moreover, the entanglement-assisted classical capacity has a single-letter formula
[BSSTO02]:
Ce (N) =maxI (oa;N),

pa
where I (04;N) := 5 (pa) +S (N (pa)) — S (Id @ N) ¢,,), and ¢, is a purification
of pa.

5.9)

5.2.2 Semidefinite programs for optimal success probability

We are now able to derive the one-shot characterization of classical communication
assisted with NS (or NSNPPT) codes. See Section 2.3 for details about general codes.

Let us recall that the NS and PPT codes can be characterized in a mathemati-
cally tractable way: a bipartite operation I'T (A;B; — A,B,) is no-signalling and PPT-
preserving if and only if its Choi-Jamiotkowski matrix Z g, 4,8, satisfies:

ZA,B.AB, = 0,

Tra,B, ZAiB[AoBo = ]lAiBi’

Tg.8,
1
ZppaB =0

7

CP)

PPT)
(5.10)

(
(TP)
(
14,
Tra, ZABAB, = i @ Tra,a, ZaB,AB,, (A # B)
]lB,'
Trp, ZaB,A,B, = i ® Trp,B; ZA,B;A,B,s

1

(B /> A)

where the five lines correspond respectively to I1 being completely positive, trace-
preserving, PPT-preserving, no-signalling from A to B, no-signalling from B to A,

respectively.

Theorem 5.3. For a given quantum channel N, the optimal success probability of N to
transmit m messages assisted by NSNPPT codes is given by

psnsnppr (N, m) = max Tr [y Fap
st.0<Fap<pa®1p,Trpp =1,
Trp Fap = 15/m,0 < F;% < ps @ 1p (PPT).

(5.11)

Similarly, when assisted by NS codes, one can remove the PPT constraint to obtain the optimal
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success probability as follows:

ps,ns (N, m) = max Tr JaFap
s.t. 0 < Fyup SpA(X)]lB,TI‘pA =1, (5.12)

TI'A FAB = ]IB/m.

Proof. In this proof, we first use the Choi-Jamiotkowski representations of quantum
channels to refine the average success probability and then exploit symmetry to sim-
plify the optimization over all possible codes. Finally, we impose the no-signalling
and PPT-preserving constraints to obtain the semidefinite program of the optimal

average success probability.

Without loss of generality, we assume that A; and B, are classical registers with
size m, i.e., the inputs and outputs are {|k) 4}, and {|k')p, }}i_;, respectively. For
some NSNPPT code I1, the Choi-Jamiotkowski matrix of M = ITo N is given by
Jm = Lij liXjla, @ M <|i><j|A§), where A is isomorphic to A;. Then, we can simplify
f (N, IL,m) to

m
Tr Jaa ) |Kke)(kk| A,
k=1

P T m) = 03T (M ((80EL) W)
- n (2 (101a, = M (1061 2 |kk><kkrA,-Bo) 613
= -
1

Then, denoting D45, = Y}, |kk)(kk| a.5,, we have

1
N,m) = — T Dag),
ps,NsnppT (N, m) gpax, — r(JmDas,)

where M = ITo N and I1 is any feasible NSNPPT bipartite operation. (See Figure
6.2 for the implementation of M.) Noting that Ja; = Tra,p, (/3 ® 1a,8,) Z4,4,8,8,, We
can further simplify f (N, m) as

ps,NsnppT (N, m) = max Tr (]K/ ® ]lA,-BO) Z A8, (La,B @ Dag,)/m, (5.14)

s.t. ZAiAoBiBo satisfies Eq (510)

The next step is to simplify f (N, m) by exploiting symmetry. For any permuta-
tion T € S, where S, is the symmetric group of degree m, if Z4, 4,5, is feasible
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(satisfying the constraints in Eq. (5.10)), then it is not difficult to check that
Zy a8, = (Ta, ® T8, ® L a,8,) Za,4,8,8, (Ta, ® T3, @ La,5)" (5.15)

is also feasible. And any convex combination AZ' 4+ (1 — A) Z” (0 < A < 1) of two op-
erators satisfying Eq. (5.10) can also be checked to be feasible. Therefore, if Z,4,3.5,
is feasible, so is

Z A;A,B;B,

= Pas, (Z4,4,8,8,) (5.16)
1 .

== Y (t4,®78®1a,5) Zaass (T4, ® T, @ Las)",

’ TAirTBD esm
where P4 p, is a twirling operation on A;B,.

Noticing that P.p, (Da;s,) = Da,p,, we have

TrA,‘BU ZAI'BZ'AUBO (]lAnBi ® DAiBD) (5'17)
= TrAiBD ZAiBiAoBo (]leBi ® 7)AiBn (DAiBn)) (5'18)
=Trap, Za, A58, (14,5 ® Dap, ) - (5.19)

Thus, it is easy to see that the optimal success probability equals to

ps,Nnsnppt (N, m) = max Tr <If/ ® ]lAiBU> Zanp, (1a,p @Dap,)/m

s.t. ZAiAoBiBo satisfies Eq. (5.10).

By Schur’s lemma, Z A;A,B;B, can be rewritten as
ZpAB:B, = Fa,8, ® Da, + Eap © (L —Dag,),

for some operators E 4 g, and F4 p.. Thus, the objective function can be simplified to
Tr J}F. Also, the CP and PPT constraints are equivalent to
Tg, Tg,
EAUB,- 2 0/ FAUB,- 2 0/ EAo’Bi 2 O/ FAolBi >0

(5.20)

Furthermore, the B /4 A constraint is equivalent to Trp, Z A;A,B:B, = 1IB,B V4 A;A,B:B, @
]lBi/dBi/ ie.

1n
Fa,p, + (m —1) Ea,p, = Trp, (Fa,p + (m —1) Eap,) ® d? =:1p4,®1p.  (5.21)

1
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and the TP constraint holds if and only if Tr4 g, Za,4,8,8, = 14,8,, i-e.,
Ter (PAUB’.—F(m—l) EAaBi) :]lBl., (5.22)
which is equivalent to

Trps, =Tr (FA(}Bi + (m - 1) EAoBi) /dB,- = Tr]lB,./dBl. =1 (5.23)

. . . ~ = ﬂA.
As ITis no-signalling from A to B, we have Tra, Z,4,8.8, = Tra,4, ZA,A,B.8, @

ie.,

Ter PADBi ® DAz'Bo + Ter EAUBi ® (]l - DAiBn)

Tas, (5.24)
:TrAu (FAoBi + (m - 1) EAoBi> ® : = 1AiBiBo/n/l'
Since D s,p, and 1 — D 4., are orthogonal positive operators, we have
TI'AD FAgBi = TI'AD EAoBi = ]lBi/l’I’l. (525)
Finally, combining Eq. (5.20), (5.21), (5.23), (5.25), we have that
psNsnppr (N, m) = max Tr v Fa,,
st.0< FAoBi < 04, ® ]lBi,TI'pAO =1,
(5.26)

TI‘AU FAaBi = ]lgi/m,
Ts.
0<Fy <pa, ®1Lp, (PPT).

This gives the SDP in Theorem 5.3, where we assume that A, = A and B; = B for

simplification. O

Remark: The dual SDP for ps ysnppr (N, m) is given by

ps.Nsnppr (N, m) = min t+ TrSg/m
st. v < Xap+14®Sp+ (Wap — Yap)™,
Trp (Xap + Wag) < tly,
XaB, Yap, Wap > 0.

(5.27)

To remove the PPT constraint, set Y p = W4p = 0. It is worth noting that the strong
duality holds here since the Slater’s condition can be easily checked. Indeed, choos-
il’lg XAB = YAB = WAB = H]NHOO]IAB/ SB = ]13 and t = 3dBH]NH00 in SDP (527), we
have (X4, Yap, Wag, Sp, t) is in the relative interior of the feasible region.
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It is worthing noting that fns (N, m) can be obtained by removing the PPT con-
straint and it corresponds with the optimal NS-assisted channel fidelity in [LM15].

5.2.3 Semidefinite programs for coding rates

For given 0 < & < 1, the one-shot e-error classical capacity assisted by Q)-class codes is
defined as
CS) (N’S) = Sup{log/\ 01— Psucc, 0 (N/ )\) < 3}- (528)

We now derive the one-shot e-error classical capacity assisted by NS or NSNPPT

codes as follows.

Theorem 5.4. For given channel N and error threshold e, the one-shot e-error NSNPPT-

assisted and NS-assisted capacities are given by

1 )
Cl(\IS)ﬂPPT (N, e) = —logmin 7
s.t.0 < Fup §pA®]lB,TrpA:1,TrAFAB:17]IB, (5.29)
TrJyFap > 1—¢0 < Fj% < pa®1p (PPT),

and
Cl(\}; (N, e) = —logminy
s.t.0 < Fap < pa®1p,Trpa =1, (5.30)
Tra Fap = nlp, Tr JyFap =2 1 —¢,
respectively.

Proof. When assisted by NSNPPT codes, by Eq. (5.28), we have that

Cl(\}S)HPPT (N, e) =logmaxA s.t. psnsnppr (N,A) > 1 —¢. (5.31)
To simplify Eq. (5.31), we suppose that

Y (N,e) = —logmin
st. 0 < Fap <pa®1p,Trps =1,Trg Fap = ylp, (5.32)
TrJnFap >1—¢0 < F,% <ps®1p (PPT).

On one hand, for given ¢, suppose that the optimal solution to the SDP (5.32) of
Y (N, ¢)is {p,F,n}. Then, it is clear that {p, F} is a feasible solution of the SDP (5.11)
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of ps nsnppr (N, 1771), which means that

Ps,NSNPPT (N,W_l> >TrJyF>1-—e¢ (5.33)
Therefore,
Clignppr (V) > logn ™' =Y (W) (5.34)

On the other hand, for given ¢, suppose that the value of Cl(\rls)mPPT (N, e) is log A

and the optimal solution of ps nsnppr (N, A) is {p, F}. Itis easy to check that {p, F, A1}
satisfies the constraints in SDP (5.32) of Y (N, €). Therefore,

Y (N, &) > —log A~ = CQ ppr (N, 8). (5.35)
Hence, combining Eqgs. (5.32), (5.34) and (5.35), it is clear that

Cl(\%S)QPPT (N,e) =Y (N, ¢) = —logmin y
st. 0<Fap<pa®I1s,
Trpoa =1,Tra Fap = 13, (5.36)
TrJyFap > 1—¢,

0< Ely < py 15 (PPT).

And one can obtain CI(\% (N, €) by removing the PPT constraint. 0

Considering the hierarchy of quantum codes in Figure 2.3.2, we know that NS
codes are potentially stronger than the entanglement-assisted codes, which means
CSS) (N, ¢€) can provide converse bounds of classical communication with entangle-
ment assistance. Moreover, NSNPPT codes are more powerful than the unassisted
codes, and this implies that C()) (N, ¢) < CI(\ISQPPT (N, ¢). Therefore, we have the
following corollary:

Corollary 5.5. For a given channel N and error threshold e,

”(Ns)ﬁ é(Ns)
W <cC smPPT (Ne).

v

In the asymptotic regime, it is worth noting that the entanglement-assisted clas-
sical capacity of a quantum channel is equal to the NS-assisted classical capacity
[LY16, WXD18]: for any quantum channel \V,

lim lim C (N®”) Ce (N).

e—0n—oon
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Classical-quantum channel

For classical-quantum channels, the one-shot e-error NS-assisted (or NSNPPT-assisted)
capacity can be further simplified based on the structure of the channel.

Proposition 5.6. For the classical-quantum channel that acts as N' : x — py, the Choi
matrix of N is given by Jyr = ¥, |x)(x| @ px. Then, the SDP (5.30) of CI(\}S) (N, €) and the
SDP (5.29) of Cl(\}S)HPPT (N, €) can be simplified to

1 1
CI(\IS) (N/ ‘C') = CI(\I%QPPT (N, 8) = IOg mastx
s.t. 0 S Qx S Sx]lB,vx,
Y Qx =15 (5.37)

Y TrQuox > ) (1 —¢)sy.
X X
Proof. When [y = Y, |x)(x| ® px, the SDP (5.30) easily simplifies to

CS% (N, e) = —logmin
s.t. 0 < Fy < py1p,Vx,
pr - ]-/
ZFX/W = ]lB/

Y TrFepx> (1—¢).

(5.38)

By assuming that Q, = F,/# and sy = p, /17, the above SDP simplifies to

CI(\}; (N, €) = logmax ) _ sy
s.t. 0 < Qy <sy1p,Vx,
Y0 =15, 539

ZTr Qxpx > (1 —¢) st,

where we use the fact ) s, = Y px/# = 1/7. One can use similar to method to

simplify CZ(\}gﬂPPT (N, €) as well. 0

Reduction to Polyanskiy-Poor-Verdd converse bound

For classical channels, Polyanskiy, Poor, and Verdu [PPV10] derived the finite block-
length converse via hypothesis testing. In [Mat12], an alternative proof of PPV con-
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verse was provided by considering the assistance of the classical no-signalling cor-
relations. Here, we are going to show that both CI(\}; (N, e) and CS%QPPT (N, ¢) will
reduce to the PPV converse.

Let us first recall the linear program for the PPV converse bound of a classical
channel NV (y|x) [PPV10, Mat12]:

PPV
R™Y (N, &) = max st

s.t. Quy < 5y, Vx,y,
ZQﬂ <1,y

ZN Y|x) Quy = (1—€) ) sy

X

(5.40)

For classical channels, we can further simplify the SDP (5.37) to a linear program
which coincides with the Polyanskiy-Poor-Verda converse bound.

Proposition 5.7. For a classical channel N (y|x),
(N £) = NgﬂPPT (N,e) = RPPV (N e). (5.41)

Proof. The idea is to further simplify the SDP (5.37) via the structure of classical chan-
nels. For input x, the corresponding outputs can be seemed as px = Y-, N (y|x) [y){y/-
Then, Q, should be diagonal for any x, i.e,, Qy = Xy Qxy. Thus, SDP (5.37) can be
easily simplified to

(N €)= Z\}gﬂPPT (N, e) = logmax ) sy
s.t. Quy <5y, Vx,y,

Y Qu=1Yy,
ZZN(J/’ Qxy 2> (1_€>ZS
¥y

X

(5.42)

Using the similar technique in [Mat12], the constraint ), Qx, = 1 can be relaxed to
Y« Qxy < 1in this case, which means that the linear program (5.42) is equal to the
linear program (5.40). g

5.2.4 Matthews-Wehner converse via activated NS codes

For classical communication over quantum channels with entanglement assistance,
Matthews and Wehner [MW14a] proved a meta-converse bound in terms of the hy-
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pothesis testing relative entropy which generalizes Polyanskiy, Poor and Verdi's ap-
proach [PPV10] to quantum channels. Given a quantum channel N4 _, g, they proved
[MW14a] that

Ct) (N,e) < R(Ne) == fEaXH(;}i;n Dy (N (¢paa) lloar @ 0B), (5.43)

where ¢ppa = (]lA ®.O}4/,2) Dp (]IA ®p}4/,2> is a purification of p4 and Dy =

Yijliaiar)(jajar| denotes the unnormalized maximally entangled state. In the above
expression, Dj; (-]|-) is the quantum hypothesis testing relative entropy [WR12, BD10].
We refer to Section 2.7.3 for details.

The hypothesis testing relative entropy bound in Eq. (5.43) is an SDP and it holds
that

R(N,e) = —logmin A
st.0< Fap <pa®1p,Trps =1, (5.44)
Try Fap < Alg, Tr JyFap > 1 —¢.

Here [ is the Choi-Jamiotkowski matrix of V.

For classical channels, the hypothesis testing relative entropy bound is exactly
equal to the one-shot classical capacity assisted by no-signalling (NS) codes [Mat12].
For quantum channels the one-shot e-error capacity assisted by NS codes is given by
[WXD18]

CI(\}; (N,e) = —logminy
st.0 < Fap < pa®1p,Trpa =1, (5.45)
Tra Fap = nlg, Tr [y Fap > 1 —e.

Note that the only difference between the SDPs (5.44) and (5.45) is the partial trace
constraint of F4g. However, unlike in the classical special case, the SDPs in (5.44)
and (5.45) are not equal in general [WXD18].

In this section, we are going to show that this gap can be closed by considering
activated, NS-assisted codes. The concept of activated capacity follows the idea of
potential capacities of quantum channels introduced by Winter and Yang [WY15].
The model is described as follows. For a quantum channel A assisted by NS codes,
we can first borrow a noiseless classical channel Z,, whose capacity is log m, then we
can use N ® Z,, coherently to transmit classical messages. After the communication
finishes, we just pay back the capacity of Z,,. This kind of communication method
was also studied in zero-error information theory [ADR*17, DW15].
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Definition 5.8. For any quantum channel NV, we define

Clgo (N, €) := sup [Cz(vlé (N ®@ZLy,e) —log m] , (5.46)

m>1

where Z,, (p) = Y"1 Tr(pli)i|) |i)(i| the classical noiseless channel with capacity

log m.
The following is the main result of this section:

Theorem 5.9. For any quantum channel N a_,g and error tolerance ¢ € (0,1), we have

CI(\}%,a (N, e) =R (N,e) = max min Dy (Nas (¢ara) llpar @ 0B) . (5.47)
A/
The proof outline is as follows. We first show that the 7, is enough to activate the
channel to achieve the bound R (N ,€) in the following Lemma 5.10, i.e.,

Clt (N, €) 2CH (W @ To,e) =12 R(Ne). (5.48)

We then show that R (N, ¢) is additive for noiseless channel in the following Lemma
5.11,ie., R(N ® Z,;,¢) = R(N,¢) + logm. This implies that R (N, ¢) is also a con-
verse bound for the activated capacity, i.e.,

Cl(\}g,a (N, e) =sup [CI(\}% (N ®ZLy,¢e) —log m} <sup[R(N ®@ZIy,¢) —logm| = R(N,e).

m>1 m>1

(5.49)
The theorem thus directly follows from Lemmas 5.10 and 5.11.
Lemma 5.10. We have C](\}% (N®Iye)—1>R(N,e).

Proof. This proof is based on a key observation that the additional one-bit noiseless
channel can provide a larger solution space to help the activated capacity achieve
the quantum hypothesis testing converse. Suppose that the optimal solution to SDP
(5.44) of R (N, ¢) is {A, pa,, Fa,, }- We are going to use this optimal solution to con-
struct a feasible solution of the SDP (5.45) of CISS) (N @ I,e).

Let us choose pa, 4, = pa, © 5 (|0)(0] + [1)(1]) », and

Fa,
2

F
Fa 4,88, = Alel ® (|00)(00] + [11)(11]) 4,5, +

® (]01)(01| + |10) <10|)A282 ,
(5.50)

where ﬁAlBl = pa, @ (Alp, — Try, Fa,,). We see that Fs, 4,8,8, > 0, pa,4, > 0 and
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Tr pa,4, = 1. Moreover, this construction ensures that

Fu F4 A
TrA1A2 FAlAZBlBZ = TI‘A1 <<21Bz + 2lBl> ®132> = 5]13132, (5.51)

and

1
Tr (]/\/’ X DAsz) FA1AzB1Bz = Tr]./\/'PAlB1 &® E Tr DAsz (|00><00| + |11><11|) (552)

= TrJvFap > 1—¢ (5.53)

where Da,p, = Y1 |ii)(ii|] is the Choi-Jamiotkowski matrix of Z,. Furthermore,
pa, ®1p, — fAlBl > 0 and consequently we find that pa, 4, ® 1,8, — Fa,4,8,8, = 0.
Hence, {3\, 04,4,  Fa, 4,88, | i a feasible solution, ensuring that Cﬁ% (N®TI,e) —
1> R (N, e). O

Lemma 5.11. We have R (N ® Z,,,¢) = R (N, €) + log m.

Proof. On one hand, it is easy to prove that R (N ® Z,,,¢) > R (N, ¢) + logm. To see
the other direction, we are going to use the dual SDP of R (N, ¢):

R(N,e) = —logmax [s (1 —¢) — ¢]
st. Xap+1a®@Yp > 5]y,
Trp Xap < tly, TrYp <1,
Xap,Yp,s > 0.

(5.54)

We note that the strong duality holds here.

Suppose that the optimal solution to the dual SDP (5.54) of R (N, ¢) is {)A( A8, Y8,5,T }
Let us choose X g = %XAB ® Dy, Yppr = %173 Q1 s = t = %?, with
D,, = Y} |ii)(ii|. Then it can be easily checked that

-~

1
mS

-~ ~ D
Xaapp +1aa @ Ypp > (XAB +14® YB) ® Wm > SJn @ D (5.55)

The other constraints can be verified similarly. Thus, {Xaa/p, Ygp, S, t} is a feasible
solution to the SDP (5.54) of R (N ® Z,,, €), which means that

R(N ®@Zp,e) < —log[s(1—¢) —t] = R(N, ) + logm. (5.56)

O
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5.3 Non-asymptotic communication capability

5.3.1 New meta-converse for classical communication

This subsection provides a new meta-converse that upper bounds the amount of
information that can be transmitted with a single use of the channel by unassisted
codes. This meta-converse, in the spirit of the classical meta-converse by Polyanskiy,
Poor and Verdu [PPV10] as well as Nagaoka and Hayashi (see, e.g., [Nag01], [Hay06,
Section 4.6]), relates the channel coding problem to a binary composite hypothesis
test between the actual channel and a class of subchannels that are generalizations of
the useless channels for classical communication.

Recall that the only useless quantum channel for classical communication is the
constant channel N (-) = ¢, which maps all states p on A to a constant state ¢ on B. As
a natural extension, we say a subchannel N is constant-bounded if it maps all states p
to positive semidefinite operators that are smaller than or equal to a constant state o,

ie.,
N(p) <o,YpeS(A). (5.57)

Here we denote S (A) := {pa > 0: Trps = 1} as the set of quantum states on A, and
a subchannel V is a linear completely positive (CP) map that is trace non-increasing,
ie, Tr NV (p) <1 for all states p.

We also define the set of constant-bounded subchannels:
Vi={MecCP(A:B):dce€S(B) st M(p) <o,VpeS(A)}, (5.58)

where CP (A : B) denotes the set of all CP maps from A to B. Clearly, V is convex and
closed.

This inspires the following new one-shot converse bound:

Theorem 5.12. For any quantum channel N g, and error tolerance € € (0,1), we have

C(l) (N,S) S rgzalx/\rﬂlg} D?‘I (NA/—>B ((PA/A) HMA/—>B (¢A/A)) (559)
= f\/,ng}; max DY (Narsp (ara) [[Mar—p (Para)), (5.60)

where ¢ 41 4 is a purification of p ar.

Proof. Consider an unassisted code with inputs {px};" ; and POVM {M;}}*, whose
average input stateis p4 = Y /' ; % Pk, the success probability to transmit m messages
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is given by
1 & =1 7
Psuce = m k_lerN (Pk) My =Tr Jx ];1 %pk ® My

=TrNa_p (Pan) ( ) e (Z ®Mk> (p};)q/z.

(5.61)

Denote E = (p§) "/ (Liy 2of @ M) () "% Then

0<e< (o) (Z =l ®13> (eh) = 1an (5.62)

For any M € V, we assume that the output states of M are bounded by the state o3,
then

Tr Mg (Pan) E=Tr Map (pan) <PA) o (Z — Pk ®Mk> (PD_M

(5.63)
moq
:nm(Zmﬂ®m> (5.64)
k=1
1 m
= % Z Tr M (Pk) Mk (5.65)
k=1
< LY oM, = 5.66
_%Z Y k= (5.66)

k=1

The second line follows from the fact that J,s = (o A) 2 M asg (Paar) (0) 12 1
the third line, we use the inverse Choi-Jamiotkowski transformation M 4,5 (pa’) =
Tra Jum (0} ® 1g). The forth line follows since any output state of M is bounded by
the state op.

Therefore, combining Egs. (5.61) and (5.66), we know that

TrNA’—)B (¢AA’) E>1—¢ (567)

IA
3|~

Tr MA’%B ((PAA’) E (568)
Thus,

V(N pae) < /\Iﬂlgl; Dy (Narssp (¢anr) IMarsp (Paar)) - (5.69)
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Maximizing over all average input p 4, we can obtain the desired result of (5.59).
Since the function B¢ (N a5 (Ppara) |IMar—p (Ppara)) is convex in p 4 and concave

in M [MW14a], we can exchange the maximization and minimization by applying

Sion’s minimax theorem [Sio58] and obtain the result of (5.60). O

Remark 5.13. Noting that the operator E above also satisfies 0 < ETs < 1, we can
further obtain

CH (W,e) < max /fwng) D% ppr Narp (Para) [[Map (Para)), (5.70)
A/
where D, ppr (00llp1) := —logmin{Tr Ep; : 1 — TrEpg <,0 < E,E™ < 1}.

If we consider max,,, Dy (Narp (Para) HMA/%B (¢a4)) as the “distance” be-
tween the channel /' and CP map M. Then our new meta-converse can be treated
as the “distance” between the given channel N/ with the class of useless constant-
bounded subchannels.

To make this meta-converse bound efficiently computable, we then restrict the set
of constant-bounded subchannels V to an SDP-tractable set of CP maps. Let us define

Vg:={MecCP(A:B):B(Jm) <1}, where (5.71)

B (Jm) := min {Tl‘ Sp: —Rup < ]/T\f{ <Rap,~14®@Sp <RE <14® SB} - (6.72)

Here ]\, is the Choi-Jamiotkowski matrix of M and T means the partial transpose on
system B. The set Vg satisfies some basic properties such as convexity and invariance

under composition with unitary maps.
Lemma 5.14. The set Vg is a subset of V, i.e., Vg C V.

Proof. Given a CP map M in Vg, suppose that the optimal solution of B (Ja) is
{R, Sp}, we write Sp = o3 since B (Jyq) = TrSp < 1. For any input p, the output
M (p) satisfies that

T
Masg (pa) =Tea/ph M/ ph = (TrA pﬁ]ﬁ\/p}}) (5.73)

T
< <TrA p%deE) = Tra /P R /0] (5.74)
STI'A\/PE (]1A®0'B)VP£:0'B- (575)
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As a consequence, we have the following meta-converse.

Corollary 5.15. For any quantum channel N or_, g and error tolerance ¢ € (0,1), we have

C(l) (N,g) S max min D%‘I (NA/—>B ((PA/A) HMA’—>B (¢A/A)) (576)
Oar MEVE,
= /\lenelgﬁ max DY (Narsp (ara) [[Marssp (Para)) (5.77)

where ¢ a1 4 is a purification of p r.

There are several other converses for the one-shot e-error capacity of a general
quantum channel, e.g., the Matthews-Wehner converse [MW14a], the Datta-Hsieh
converse [DH13], and the SDP converse via no-signaling (NS) and positive-partial-
transpose-preserving (PPT) codes in Theorem 5.4. Note that the Datta-Hsieh converse
is not known to be efficiently computable. Also, our meta-converse is tighter than the
Matthews-Wehner converse in Eq. (5.43). As we will show later, our meta-converse
will lead to new results in both finite blocklength and asymptotic regime.

5.3.2 Second-order analysis for quantum erasure channel

The quantum erasure channel is denoted by &£, (0) = (1 — p) p + ple) (e|, where |e)
is orthogonal to the input Hilbert space. The classical capacity of a quantum erasure
channel is given by [BDS97]

C (&) =(1—p)logd, (5.78)

where d is the dimension of input space. In [WW14], the strong converse property
for the classical capacity of £, is established.

In this section, applying our new meta-converse, we derive the second-order
expansion of quantum erasure channel in the following Theorem 5.16. This is the
first second-order expansion of classical capacity beyond classical-quantum channels
(more generally, the image-additive channels introduced in [TT15]).

Theorem 5.16. For any quantum erasure channel £, with parameter p and input dimension

d, we have

c® (5?”,8) =n(l—-p)logd+ \/np (1—p) (logd)* @' (e) + O (logn), (5.79)

where ® is the cumulative distribution function of a standard normal random variable.
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Figure 5.4: Approximation of the non-asymptotic achievable rate region for the quan-
tum erasure channel £, with noise parameter p = 0.2.

Proof. For the converse part, we have
c (55@”,5) < min Dj, (5}?” (@ p) || Mg (o )) . (5.80)

Note that quantum erasure channels are covariant under the discrete Heisenberg-
Weyl unitary group acting on A’, and this covariance allows us to restrict the form
of the optimal input states to the maximally entangled states. See Lemma 5.31 for
details. (One can also refer to Proposition 2 of [TWW17] and find more discussions

of the generalized channel divergence in [LKDW18].)

Let us consider the subchannel M (p) = 1%,0 + p|e)(e| whose Choi-Jamiotkowski ma-
trix is given by

Zlu J]|+p2| i| @ |d)(d]. (5.81)

i,j=0

It is easy to see that M is a constant-bounded subchannel since

1 _
M (p) < —F 1+ plelel, V. (5.82)

When the number of channel uses is 7, let us choose M ym_,gn = M5, . Then
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we can obtain apply Theorem 5.15 and obtain

c® <8§”,£)

< Dy (65" (@)

M5 (@aran)
=nD (& (Para) M (Paa)) + \/”V (Ep (@ara) M (Pan)) 77 (e) + O (logn)

=n(l—p)logd+ \/np (1—1p) (logd)* @' (&) + O (logn). (5.83)

In the third line, we use second-order expansion of quantum hypothesis testing rela-
tive entropy [TH13, Li14] (cf. Eq. (2.70)). The fourth line follows by direct calculation.

For the direct part, denote F; (p) = Zfl;()l (ilpli)|i)(i|,and F (p) = Y4 (i|p|i)]i) (i],
which are both classical channels. Then N, p = J20&p o Fyis aclassical erasure chan-

nel. We have

c® (5;‘9",;;) >c® (/\f;‘?”,s) (5.84)

=n(l-p)logd+ \/np (1—p) (logd)* ® ' (¢) + O (logn), (5.85)

where the equality comes from the result in [PPV10]. O

5.4 Asymptotic communication via quantum channels

5.4.1 SDP strong converse bounds for the classical capacity

It is well known that evaluating the classical capacity of a general channel is ex-
tremely difficult. To the best of our knowledge, the only known nontrivial strong con-
verse bound for the classical capacity is the entanglement-assisted capacity [BSST99]
and there is also computable single-shot upper bound derived from entanglement
measures [BEHY11]. In this section, we will derive two SDP strong converse bounds
for the classical capacity of a general quantum channel. Our bounds are efficiently
computable and do not depend on any special properties of the channel. We also
show that for some classes of quantum channels, our bound can be strictly smaller
than the entanglement-assisted capacity and the previous bound in [BEHY11].
Before introducing the strong converse bounds, we first introduce an SDP to esti-
mate the optimal success probability of classical communication via multiple uses of

the channel.

Proposition 5.17. For any quantum channel N and given m,

psnsoppr (N, m) < fH(N,m),
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where

fH(N,m) =min Tr Zg
st. —Rpp < ]/{/5 < Ry, (5.86)
—mla®Zp <R <mly® Zp.

Furthermore, it holds that ps nsnppr (N1 @ N, mymy) < f+ (N, my) £ (Na, my).
Consequently,
psnsnppr (N, m") < fH(N,m)". (5.87)

Proof. We utilize the duality theory of semidefinite programming in the proof. To be
specific, the dual SDP of f* (N, m) is given by

fH(N,m) =max TrJy (Vag — Xap)'?
s.t. Vap + Xap < (Wap — Yag)™®,
Tra (Wap + Yap) < 1p/m,
Vap, XaB, Wag, Yap > 0.

(5.88)

It is worth noting that the optimal values of the primal and the dual SDPs above
coincide. This is a consequence of strong duality. By Slater’s condition, one simply
needs to show that there exists positive definite Vap, Xap, Wap and Y4p such that
Vag + Xapg < (WAB - YAB)TB and Try (WAB + YAB) < 1g/m, which holds for Wsg =
2Yap = 5Vap = Xap = Lap/2md 4.
In SDP (5.88), let us choose X5 = Y45 = 0 and VIZ% = Wyp, then we have that
YN, m) > max{Tr [y Wap : Wap, W% >0, Tra Wap < 1p/m} (5.89)
> ps,Nsnppr (N, m), .
which means that the SDP (5.88) of f* (N, m) is a relaxation of the SDP (5.11) of
Ps,NSNPPT (N ,m).
To see psnsnppr (N1 @ No,mymy) < fT (N1, my) fT (N, my), we first suppose
that the optimal solution to SDP (5.86) of f* (Nq,my) is {Z1, R1} and the optimal so-

lution to SDP (5.86) of f* (N2, my) is {Za, Rz }. Let us denote the Choi-Jamiotkowski
matrix of V7 and N, by J; and J,, respectively. It is easy to see that

R1® Ry +]1TB ®]2TB/

- %[(Rl 1)@ (Re+ 1" ) + (Ri— %) @ (R.— 1" )] = 0,

(5.90)
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and

Ri®Ry— P @ )7

_ %[(Rl 1) @ (Re= 1) + (Ri= ") @ (Ro+ 1" )] > 0.

(5.91)

Therefore, we have that

“Ri®R, < JPP® 1 <Ry ® Ry

Applying similar techniques, it is easy to prove that

—mymallgp @21 @ Zy < RlTB X RZB/ <mmolgp ® Z1 @ Zs.

Hence, {Z; ® Z», R1 ® Ry} is a feasible solution to the SDP (5.86) of f (N7 @ N, mymy),

which means that

psNsoppT (N1 @ Np, mymy) < (N7 @ Np, mymy) (5.92)
<TrZ1®7Zy = f+ (Nl, ml)f+ (Nz, mz) . (5.93)
O

Now, we are able to derive the strong converse bounds of the classical capacity.

Theorem 5.18. For any quantum channel N,
C () < Cusnper (V) < Cp (N) = log B (N) < log (dall] | )

where

B (N) =min TrSp

. . (5.94)
st. —Rap < Jj\f < Rup,—14®Sp < R, < 14® Sp.

In particular, when the communication rate exceeds Cg (N'), the error probability goes to
one exponentially fast as the number of channel uses increases.

Proof. For n uses of the channel, we suppose that the rate of the communication is r.

By Proposition 5.17, we have that

psnsnppr (N, 2M) < fH(N,27)". (5.95)
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Therefore, the n-shot error probability satisfies that
en =1 — psnsoppr (N, 27") > 1— fF (N, 27)". (5.96)

Suppose that the optimal solution to the SDP (5.94) of B (N) is {So, Ro}. It is easy
to verify that {Sp/ Tr Sp, Ry} is a feasible solution to the SDP (5.86) of f+ (N, Tr Sp).
Therefore,

fTN,BN)) <Tr(So/ TrSo) = 1.

It is not difficult to see that f* (N, m) monotonically decreases when m increases.
Thus, for any 2" > B(N'), we have f* (N,2") < 1. Then, by Eq. (5.96), it is clear
that the corresponding n-shot error probability ¢, will go to one exponentially fast
as n increases. Hence, Cg () is a strong converse bound for the NSNPPT-assisted
classical capacity of .

Furthermore, let us choose R, = ||]KF |olag and Sg = ||]/{}3 ||o 5. It is clear that
{Rap, Sp} is a feasible solution to the SDP (5.94) of B (N'), which means that

B(N) < dgl|J3|oo- (5.97)

O

Remark Cg has some remarkable properties. For example, it is additive for differ-
ent quantum channels N7 and Ny:

Cp (M1 ®N2) = Cp (M) + Cp (N2) . (5.98)

This can be proved by utilizing semidefinite programming duality.
With similar techniques, we are going to show another SDP strong converse bound
for the classical capacity of a general quantum channel.

Theorem 5.19. For a quantum channel N, we derive the following strong converse bound
for the NSNPPT assisted classical capacity, i.e.,

C (W) < Cnsnppr (N) < C7 (N) =1og{ (N)
with

¢(N) =min TrSg

. (5.99)
st.Vap > N, —1a®@Sp < V,5 <14®Sp

And if the communication rate exceeds C; (N), the error probability will go to one expo-
nentially fast as the number of channel uses increase.
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Proof. We first introduce the following SDP to estimate the optimal success probabil-
ity:
(N, m) = min TrSp
s.t. Vagp > v, (5.100)

—mly® S < V};% <mly® Sg.

Similar to Proposition 5.17, we can prove that
psNsoppr (N1, m™) < f7 (N, m)" . (5.101)

Then, when the communication rate exceeds C; (AV'), we can use the technique in
Theorem 5.18 to prove that the error probability will go to one exponentially fast as

the number of channel uses increase. |

As an example, we first apply our bounds to the qudit noiseless channel. In this
case, the bounds are tight and strictly smaller than the entanglement-assisted classical
capacity.

Proposition 5.20. For the qudit noiseless channel 1; (p) = p, it holds that
C (Id) = Clg (Id) = Cg (Id) = logd < 210gd =Cg (Id) . (5.102)

Proof. 1t is clear that C (I;) > logd. By the fact that H]IZB |l = 1, it is easy to see
that Cg (I;) < logd|\]£3||oo = logd. Similarly, we also have C; (I;) < logd. And
Ce (I;) = 2logd is due to the superdense coding [BW92]. O

5.4.2 Amplitude damping channel

Amplitude damping is the process of asymmetric relaxation in a quantum system,
such as spontaneous emission observed in trapped ions [BLMWO04]. It has been con-
sidered as a basic noise process in quantum information processing [NC10].

The amplitude damping channel is given as

1
NAP = Y"E; - Ef, (5.103)
i=0

where the Choi-Kraus operators E; for the channel are

Eo = [0)(0] + /T — /1)1, (5.104)
Er = valo)al (5.105)
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and we call ¥ € (0,1) the amplitude damping parameter.
The Holevo capacity of this channel is given by [GF05]

C (M) = max {H2[<1—’Y) p] — Ha <1+ vi—4d-7) Wz)}, (5.106)

T 0<p<l 2

where H; is the binary entropy. However, its classical capacity remains unknown so
far. The only known nontrivial and meaningful upper bound for the classical capacity
of the amplitude damping channel was established in [BEHY11]. As an application
of theorems 5.18 and 5.19, we show a strong converse bound for the classical capacity
of the qubit amplitude damping channel. Remarkably, our bound improves the best
previously known upper bound [BEHY11].

0.6 |- - CsNP)
—— Upper bound in [BEHY11]
X(NAP) [GFOS]

Capacity (bits per channel use)

0 0.1 0.2 0.3 0.4 0.5
Amplitude damping parameter~y

Figure 5.5: The solid line depicts Cg (N/P), the dashed line depicts the previous
bound of C (/\/’{‘D ) [BEHY11], and the dotted line depicts the lower bound [GFO05].
Our bound is tighter than the previous bound in [BEHY11].

Theorem 5.21. For amplitude damping channel J\/{‘D ,

CNsnppr (-/V‘{m) <C (J\/l;w> =Cp (N{‘D> = log (1 + \/ﬁ) :

Asa consequence,

C(/\/’fD) Slog(l—k\/l—'y).
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Proof. Suppose that

VIi—y+1+7y VIi—y+1—7v
Sp = 5 10)0] + 5l

and
Vap = I3 + (VI=7 = 1+7) [o)o]
with |v) = \% (100) + [11)).
It is clear that Vg > ]:;‘D . Moreover, it is easy to see that

VIZ7+1-y

ILA@SB—VX%: >

(101) —[10)) ({01] — (10]) > O
and

14®S+ VI = (m +1+ v) 100)(00|
+(VI=y+1-7) ]
+ m; L2 (Jo1)01] + [01)(10] + [10)(01])
+ \/ﬁ; 137 10)10] > 0.

Therefore, {Sp, Vap} is a feasible solution to SDP (5.99), which means that

C; (N;“D) < logTr Sp = log (1 + \/ﬁ) . (5.107)

One can also use the dual SDP of Cg to show that Cg (M) > log (14 v/1— 7).
Hence, we have that

C; (/\/;‘D) = log (1 + \/ﬂ) . (5.108)

Similarly, it can also be calculated that
Cp (N;‘D) = log (1 + \/ﬁ) . (5.109)
O

Remark: We compare our bound with the previous upper bound [BEHY11] and
lower bound [GF05] in Figure 5.5. It is also worth noting that our bound is strictly
smaller than the entanglement-assisted capacity when y < 0.75 as shown in the fol-
lowing Figure 5.6. It is clear that our bound provides a tighter bound to the classical
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Figure 5.6: The solid line depicts Cg (N!P) while the dashed line depicts Cg (NVP).

It is worth noting that Cg (/\/Zf‘D ) is strictly smaller than C (NfD ) for any v < 0.75.

capacity than the previous bound [BEHY11].

5.4.3 A special class of quantum channels

In this chapter, we focus on a class of qutrit-to-qutrit channels which will be used
to show the separation between quantum Lovédsz number and entanglement-assisted
zero-error classical capacity in Chapter 7. It turns out that this class of channels also
has strong converse property for classical and private communication. To be specific,
the channel is given by N, (p) = ExoE! + DypoD] with

E, = sina|0)(1| + |1)(2], Dy = cosa|2)(1]| + |1)(0].

This qutrit-qutrit channel N, is motivated in the similar spirit of the amplitude
damping channel, which exhibits a significant difference from the classical channels.

The first Choi-Kraus operator E, annihilates the ground state |0)(0|:
Ex[0)(0[E; =0,
and it decays the state |1)(1| to the ground state |0)(0|:

E.|1)1|E} = sin «|0)(0].
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Meanwhile, E, also transfer the state [2)(2] to [1)(1], i.e., E4|2)(2|El = |1)(1]. On the
other hand, the choice of D, above ensures that

E'E,+D!D, =1,

which means that the operators E, and D, are valid Kraus operators for a quantum
channel.

It follows that the complementary channel of N, is N¢ (p) = Y7o F;«pFff, with
Foo = sina|0)(1|, F1 o = |0)(2| 4 |1)(0], F20 = cosa|1)(1].
Proposition 5.22. For N, (0 < a < 71/4), we have that
C (Nu) = Cnsnppr (Na) = Cp (Ny) = 1.
Proof. Suppose the Zp = sin® &|0)(0| + cos? a[2)(2| + [1)(1| and

Rap =[01)(01] + [11)(11] + [21)(21] + sin® & (|10)(10] 4 |20%(20])
+ cos® a (|02)(02] + [12)(12]) + sina cos & (|02)(20] + |[20)(02]) .

It is easy to check that
—Rap <J3f <Rppand —14®Zp < R} <14®Zs,

where ]y, is the Choi-Jamiotkowski matrix of NV,.
Therefore, {Zg, R4p} is a feasible solution of SDP (5.94) of  (N,), which means
that
B(Ny) <TrZp=2.

Noticing that we can use input |0)(0] and [1)(1] to transmit two messages via N, we
can conclude that
C (Ne) = Cnsnppr (Ny) = 1.

Remark 5.23. We note that in Chapter 7, we show that the entanglement-assisted
capacity of N, is given by
CE (Na) = 2.

Therefore, for N (0 < « < 71/4), our bound Cg is strictly smaller than the entanglement-
assisted capacity. In this case, we also note that Cg (Ny) < C; (N,). However, it
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remains unknown whether Cg is always smaller than or equal to C;.

Furthermore, it is easy to see that , is neither an entanglement-breaking channel
nor a Hadamard channel. Note also that N, does not belong to the three classes in
[KW09], for which the strong converse for classical capacity has been established.
Thus, our results show a new class of quantum channels which satisfy the strong

converse property for classical capacity.

Moreover, we find that the strong converse property also holds for the private
classical capacity [Dev05, CWY04] of N,. Note that private capacity requires that no
information leaked to the environment and is usually called P (N'). Recently, several
converse bounds for private communication were established in [TGW14, PLOB17,
CMH17, WTB17, Wil16].

Proposition 5.24. The private capacity of N is exactly one bit, i.e., P (Ny) = 1. In partic-

ular,
Q(Ny) <log(1+cosa) <1=P(N,)=C(Ny) = %CE (Na) -

Proof. On one hand, it is easy to see that P (V) < C (Ny) = Cg (N,) = 1.
On the other hand, Alice can choose two input states |¢p) = |1) and |1) =
cos «|0) + sin a|2), then the corresponding output states Bob received are

Na ([o){tpo|) = sina?|0)(0] + cosa?|2)(2],
Na ([pr)(yal) = [1)(1].

It is clear that Bob can perfectly distinguish these two output states. Meanwhile, the

corresponding outputs of the complementary channel N are same, i.e.,

NZ (I9o)tpol) = N (Jp1){y1]) = sina?|0)0] + cos a?[1)(1],

which means that the environment obtain zero information during the communica-
tion.

Applying the SDP bound of the quantum capacity in [WD16a], the quantum ca-
pacity of N, is strictly smaller than log (1 + cosa). O

Our result establishes the strong converse property for both the classical and pri-
vate capacities of NV,. For the classical capacity, such a property was previously
only known for classical channels, identity channel, entanglement-breaking channels,
Hadamard channels and particular covariant quantum channels [WWY14, KW09].
For the private capacity, such a property was previously only known for generalized
dephasing channels and quantum erasure channels [WTB17]. Moreover, our result
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also shows a simple example of the distinction between the private and the quantum
capacities, which were discussed in [HHHOO05, LLSS14].

5.4.4 New converse via channel divergence

Before introducing the new converse, we first recall the divergence radius represen-

tation of the Holevo capacity introduced in [SWO01]:

X (N) :== minmax D (Na—5 (o) ||oB) - (5.110)

(%] Par

In the same spirit of the divergence radius, we are going to introduce a channel
divergence to bound the capability of classical communication. By substituting the
relative entropy for the hypothesis testing relative entropy in our meta-converse we
define the following quantity, which we call the y-information of the channel V.

Definition 5.25. For a quantum channel N : £ (A’) — L (B), we define

YWN) = ﬂg} HP}SXD (Narsg (para) |[Mass (para)), (5.111)

where ¢ 44 is a purification of p 4.

We also introduce its regularization,

Y* (N) := limsup %’y (NE) . (5.112)

n—o0o

It is worth noting that one could exchange the min and max due to the fact that
the function

D (Na—g (para) |[Masp (Paa)) (5.113)

is concave in p4/. (The detailed proof can be found in [WFT17].) This means

7 (V) = min max D (Nass (Para) |Mass (Para)) (5.114)
= max min D (Nasp (para) [|Marsp (Para)) - (5.115)

Proposition 5.26. For any channel N, we have x (N') < v (N)and C(N') < Y® (N).
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Proof. We have the following chain of inequalities:

v (N) = max min D (Nar—, (para) || Mar—sp (Para)) (5.116)
Par MeV
= Arzlierbn’}sz (N (Para) HMA/%B (CPA/A)) (5.117)
> /\rftlierml;r%iXD (Nass (oar) [Mass (par)) (5.118)
> /\rill.ierllzn;}EXD (Nasp (par) |lom) (5.119)
> min max D (NA’—>B PA’ }O'B) (5120)
(%] Par
=xN). (5.121)

The third line follows since we trace out A system. The fourth line follows since for
any M € Vand py/, there exists a state oy, independent of p 4» such that M 4,5 (pa/) <
om. Due to the dominance of relative entropy, we have the inequality. The fifth line
follows since we relax the feasible set of the minimization to a larger set.

Finally, according to the HSW theorem, we have

C (N) = limsup 1)( (M) < limsup %fy (N = 4= (N). (5.122)

n—oco N n—ro0

O

Proposition 5.27. For any quantum channel N, we have that

’)/(N)SCE(N),’YOO(N)SCE(N). (5.123)

Proof. For any state cp we introduce a trivial channel M that always outputs o3 via
its Choi-Jamiotkowski matrix [, = 14 ® 0. Then M € V and

min D (Narsp (9an) lloa ® o) (5.124)
~ minD (Narm (an) 0% (14 @ o) plf?) (5.125)
> min D (Nas (Pan) IMarp (Panr)) - (5.126)

Take maximization over all input state p 4 on both sides, we have

Ce (V) = 7 (V). (5.127)
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Furthermore, since Cg () is additive, we have

Ce (N) = limsup 1CE (N®") > limsup %’y (N =% (N). (5.128)

n—00 n n—oo

O

Proposition 5.28. For any channel N, we have

TWN) < Cp(N), 7™ (V) <Cp(N). (5.129)
Proof. Take M = %N ,then M € Vg C V and
TN) = max min D (Narg (Paar) [Marsp (Pan)) (5.130)
< HPISXD (Na—p (Paa) [[Narsp (paar)) +1og B (Jy) (5.131)
=log B (Jx) = Cp(N). (5.132)

Furthermore, since C B (./\f ) is additive, we have

¥* (N) = limsup l'y (N®") < limsup %Cﬁ (N®) = Cg(N). (5.133)

n—oo n n—00

O

One could focus on covariant channels which allow us to simplify the set of input
states. We call a channel covariant if for any unitary Uy, there is a unitary Vp such
that Ny g (Uapall) = VeNa_g (pa) Vi, forallps € S (A).

For covariant channels, one could further show that the y-information is a strong
converse bound by using symmetry and sandwiched Rényi relative entropy. In the
following, we are trying to establish the strong converse of y-information and obtain
some partial results. Specifically, we show that -information is a strong converse for
covariant channels.

Let us introduce
Yo (N, par) = ﬁi‘éﬁ‘; Do (Nap (Ppara) || Mas (aa)), (5.134)

where ¢4 is a purification of p, as usual and D, (-||-) is the sandwiched Rényi
relative entropy [MLDS" 13, WWY14] (see Eq. (2.58) for the formal definition).

First, we can establish the following estimation of the error probability via 7.
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Proposition 5.29. For any quantum channel N g_,p and unassisted code with achievable

(r,n,e),

e>1— 2 () (r=amwe) (5.135)

where ¥, (N) := max,,, miney Da (NA’—>B (para) HMA’—>B ((PA’A))-

Proof. Suppose (r,n,¢€) is achieved by the average input state p 4. From the proof of
Theorem 5.15, we have C() (N2, p g, €) < D¥ (NS 5 (Paman) || Mam_pn (@aman)).

'—B
Suppose now that the optimal test of D%; (N 3", 5 (Paman) || Mam_pn (paman)) is

{Fanpn, 1 — Fanpn }. (5.136)

Then, we have
nr < —1log Tr Fangn M g _ygn (Paman), (5.137)
1—¢ < Tr FA”B"N;?:B ((PA’”A”) . (5138)

Due to the monotonicity of the sandwiched Rényi relative entropy under the test

{FAan,]l — FAan}, we have

Do (NG5 (Panan) || Mam_ypn (Paman))
Z(Sa (TI‘ FA"B”NEJ/:B ((PA/nAn) | Tr FA"B”MA’”_>B" ((PA/nAn)) , (5139)

where &, (pll9) = Lylog (p*g'*+ (1—p)*(1—4q)'"*). Using Egs. (5.137) and
(5.138), we thus find

min Dy (M5, (bamar) [ Mo (aman)) = o (e 1 =27) (5.140)

Maximizing over all average input state p 4, we conclude that

Ta (NF") = = i 7 log (s“ (1—27")" 4 (1—¢)" (2*’”)1“") (5.141)

> — 1 clog (1—¢)" (27t (5.142)

= - -log (1—¢) +nr, (5.143)

which implies thate > 1 — 2~ n(5F) (r=3YaW™) O

Then, for covariant channels, we could further establish the following result.
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Proposition 5.30. For any covariant channel N,

C(N) <y (N). (5.144)

Moreover, v (N') is a strong converse bound.

Proof. Exploring the symmetry, we can fix the average input state of 7, (V') to be the
maximally mixed state. (See the following Lemma 5.31.)

Then 7, is subadditive, i.e., 7o (N®") < n7, (N). Thus from Eq. (5.135), we have
e>1— 2 (T =1W)) (5.145)

The quantity 7, (A) is monotonically increasing in «. Following the proof of Lemma
3 in [TWW17], we can also show that

lim 4, (N) =7 (N). (5.146)

a—1+

Hence, for r > v (N), there always exists an « > 1 such that » > 7, (N'). Therefore, ¢
will to to 1 as n goes to infinity. O

Let us recall the definition of G-covariant channel in Definition 2.8. Let G be a
finite group, and for every g € G, let g — U, (g) and ¢ — Vg (g) be unitary represen-
tation acting on the input and output spaces of the channel, respectively. Then a quan-
tum channel N4_, p is G-covariant if Ny_,g (Ua (g) pal’ (8)) = VB (§) Nass (04) Vi (8)
forall py € S(A). The average stateis p, = ‘1@ Yo Ua (g) parly ().

Lemma 5.31. For any G-covariant channel N g _,p, it holds that

Yo N, pa) < Fa (N, p4r)- (5.147)

Proof. The following proof is a direct adaption of Proposition 2 in [TWW17]. Consider
the state [)paar = ¢ ﬁ]g) ® (Lo @ Ua (g)) ¢/, 1) which purifies p .. Then for
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any fixed CP map M 4,5 € V, we have the following chain of inequalities:

Dy (Narp (Ypaar) [[Mar—p ($panr))

>D, (Z |1G|\g>(g|P QNapolUn (8) (para) || \1(3] 18)(glp @ Marpola (g) (¢A/A)>
; g

=D, | X =11)el @ Vi (8) o N (paen) | X2 e 88le © Marsp oUns (8) ($14)
= |G| ~ |Gl

=D (Z |1|\8><8!P ONasp (Paa) || Y ‘(1;‘ 18)(glp @ VE (8) e Marp ol (3) (<PA’A)>
; g

>D, (NA’—>B (para) || Y. |1G|V§ () oMarpola () (‘PA’A))

g

> min Dy (Nasp (@ara) [|[Mass (Para))

The second line follows from monotonicity of the sandwiched Rényi relative entropy
under the CPTP map ), [g)(g| - |g)(g]- The third line follows from the G-invariance
of Mar_,p. The fourth line follows from unitary invariance of the sandwiched Rényi
relative entropy under Y, [¢)(g] @ Vj (g). The fifth line follows from monotonicity of
the sandwiched Rényi relative entropy under the partial trace over P. The last line
follows from the fact that ), ‘%‘Vg (g) o Mar,polUas (g) is still an element in V.
Finally, we minimize over all maps M € V. The conclusion then follows because
all purifications are related by an isometry acting on the purifying system and the
quantity Y, (N, pa) is invariant under isometries acting on the purifying system.
O

Remark: Note that in the proof we only use the monotonicity of the sandwiched
Rényi relative entropy. The result can thus be easily generalized to other divergences
and distance measures, including the hypothesis testing divergence.

Operator radius and max-Holevo information

Definition 5.32. For a quantum channel Ny _,p, its operator radius is defined by
n(N) :={minTrS: N (p) < S, Vpe S(A)}. (5.148)
The logarithmic operator radius is

logn (N) =log{minTrS : N (p) < S,Vp e S (A)}. (5.149)
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Definition 5.33. The max-Holevo information is defined by

Xmax (N) := min max Drmax (N (p) ||o). (5.150)

g

Lemma 5.34. The logarithmic operator radius of N can be refined as the max-Holevo infor-

mation of N, i.e.,
10g17 (N) = X'max <N) > X <N> . (5.151)
Proof.

logn (N) = minlog{t: N (p) < tr,c >0,Trc =1,Yp e S (A")} (5.152)

= minminlog{t : N (p) < to,Vp € S (A} (5.153)
= mainméax minlog{t: N (p) < to} (5.154)
= min max Dmax (N (p) ||o) . (5.155)

O

One could further use standard SDP techniques to show that the SDP strong con-

verse bound Cj is actually an additive upper bound on the max-Holevo information.

Proposition 5.35. For any given channel N, we have
nWN) < BWN), (5.156)
where
B (N) = min {TrsB : —Rap < JI < Rap,—1,® S5 < R, <14 ®SB}. (5.157)
Consequently,

C(N) < lim lxmax (N®) < Cg(N). (5.158)

n—oo 1

In particular, for the amplitude damping channel with parameter 7, it holds that

Cp (./\/'fD> =log (J\/{‘D) =logy <N$D> = log (1 + \/ﬁ> . (5.159)
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5.5 Discussion

5.5.1 Summary

We summarize the important results of this chapter in the following box.

Summary of Chapter 5

(i) Classical communication assisted by NS (and PPT) codes

ps,Nsnppt (N, m) = max Tr JarFap
s.t.0 < Fup < 1, Trpoq =1,
AB < pa® 1, Trpa (5.160)
Tra Fap = 1g/m,

0<F% <pa®1p (PPT).

Chdnprr (V€) = —logmin
s.t.0 < Fap < pa®@1p, Troa =1, (5.161)
Trp Fap = nlp, Tr JvFap 2 1 —¢, |

0 < Fgh < pa®1p (PPT).

(ii) An SDP strong converse bound for the classical capacity:
C (N) < CNSmppT (N) < Cﬁ (N) = log,B (N) , (5.162)

where B (N) = min{TrSg: —R < J# <R, —1,® Sg < R™ <1, ® Sp}.

(iii) Achieving Matthews-Wehner meta-converse via activated NS codes:

Cz(vl%,a (N, &) = maxmin Dy; (Nap (¢ara) lloa ® 08), (5.163)

Par OB

where ¢4/ 4 is a purification of p 4.
(iv) For the amplitude damping channel ./\/Z?D , it holds thatlog (1+ /1 —7) isa
strong converse bound for C (NV:AP), i,

€ (N-;m) < CNsnppT (/\/:;w) <Cg (Na;w) = log (1 + V1= ’Y) .

(v) Meta-converse via constant-bounded subchannels in Section 5.3.1.

(vi) Given quantum erasure channel £, with parameter p and input dimension d,

) (&g €) = n (1~ p)logd+/np (1 p) (logd)? " (¢) + O (log n) .
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5.5.2 Outlook

One future direction is to derive better efficiently computable evaluations of classical
communication over general quantum channels. Perhaps one could obtain tighter
converse bounds via the study of Cnys~ppr. Another direction is to further tighten the
one-shot and strong converse bounds by involving the separable constraint [HNW17].

A challenging open problem is the classical capacity of the amplitude damping
channel. As we showed in Figure. 5.5, there is still much space between the best
known upper and lower bounds. It is of great interest to further improve the bounds
from both sides. Or maybe one can try to find an approach to show the additivity of
the Holevo capacity in this case.

For the qubit depolarizing channel, the strong converse property of its classical
capacity was established in [KW09]. Then one may expect a second-order analysis
of its classical capacity. However, this problem remains open and we note that our
meta-converse in Theorem. 5.12 cannot lead to a tight second-order analysis.

Moreover, given the fact that the entanglement-assisted capacity allows a single-
letter characterization, it is natural to consider a second-order analysis of it. We note
that the second-order achievable rate was established in [DTW16], and the remaining
direction is to derive a second-order converse bound. Maybe the one-shot e-error
NS-assisted capacity introduced in this chapter may shed some light.

Finally, we close this chapter with a brief overview of the known and open prob-

lems in the beyond i.i.d. regime of classical communication over quantum channels.

| CQ | EB | Erasure | Depolarizing | AD
C [Hol98a] [ShoO2a] | [BDS97] [Kin03] ?
Strong converse [ON99, Win99] | [WWY14] | [WW14] [KW09] ?
Second-order [TT15] ? [WFT17] ? ?
Second-order (Cg) 71 ? [DTW16] [DTW16] ?

Table 5.1: Table of classical communication capabilities of basic channels
(CQ=classical quantum, EB=entanglement breaking, AD=amplitude damping).

One could expect that the second-order for entanglement-assisted capacity will be the same as the un-
assisted case in [TT15].



Chapter 6

Quantum communication via

quantum channels

6.1 Introduction

6.1.1 Background

Quantum communication refers to the transmission of quantum information via quan-
tum channels: the sender (Alice) has a quantum system whose state she would like
to transmit coherently to the receiver (Bob). This requires that an arbitrary quantum
state, when encoded and transmitted using a noisy channel, can be recovered by the
receiver. The reliable quantum communication via noisy quantum channels is a fun-
damental problem in quantum information theory as well as a basic technology for

quantum internet in the future.

'SR 'SR
Aer132
peS(A) — & , D, = peS(A)

——— ———

Figure 6.1: The sender (Alice) encodes the states with an encoding operation &, and
then sends them through the channel N to the receiver (Bob). Bob collects these
registers and then applies a decoding operation D, which acts collectively on the
many outputs of the channels.

112
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Quantum capacity theorem

The quantum capacity of a noisy quantum channel is the optimal rate at which it can
convey quantum bits (qubits) reliably over asymptotically many uses of the channel.
(We refer to Eq. (6.6) for a formal definition.) The work in [L1097, Sho02b, Dev05]
showed that coherent information of A is an achievable rate for quantum commu-
nication while the work in [SN96, BKN00, BNS98] showed the regularized coherent
information is also an upper bound on quantum capacity. The above works estab-
lish the following quantum capacity theorem, which is one of the most important
theorems in quantum Shannon theory.

Theorem 6.1 (Quantum capacity theorem). Given a quantum channel N, its quantum
capacity is given by the regularized coherent information:

®Xn
Q) = Jim <) 1)
where the coherent information I (N') is given by
le (N) = max S (N (pa)) = S (N* (pa)), 6.2)

PA

where N is a complementary channel of N.

In general, the regularization of coherent information is necessary since the coher-
ent information can be superadditive. The quantum capacity is notoriously difficult
to evaluate since it is characterized by a multi-letter, regularized expression and it is
not even known to be computable [CEM 15, ES15]. Even for the qubit depolarizing
channel, the quantum capacity is still unsolved. (See Section 6.4.2 for discussion.)
Our understanding of quantum capacity is quite limited and we even do not know
the threshold value of the depolarizing noise for which the quantum capacity van-
ishes.

Strong and weak converse bounds

The converse part of the LSD theorem states that if the rate exceeds the quantum
capacity, then the fidelity of any coding scheme cannot approach one in the limit
of many channel uses. A strong converse property leaves no room for the trade-
off between rate and error, i.e., the error probability vanishes in the limit of many
channel uses whenever the rate exceeds the capacity. For quantum communication,
the strong converse property was studied in [TWW17] and such property of gener-
alized dephasing channels was established. Given an arbitrary quantum channel,
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the partial transposition bound was introduced in [HWO01] as an efficiently com-
putable upper bound on quantum capacity, and it was proved to be a strong con-
verse bound in [MHRW16]. Recently, the Rains information [TWW17] was estab-
lished to be a strong converse bound for quantum communication. For the setting
of weak converse, there are other known upper bounds for quantum capacity (see
e.g., [SSW08, SSWR17, GJL15, BDE 198, WPG07, SS08, LDS17] and most of them re-
quire specific settings to be computable and relatively tight.

6.1.2 Outline

In this chapter, we investigate the capabilities of quantum channels to convey quan-
tum information and show efficiently computable estimates under both finite block-
length and asymptotic regime. Section 6.2 derives one-shot semidefinite program-
ming (SDP) converse bounds on the amount of quantum information can transmit
over a single use of a quantum channel, which improve the previous bound in [TBR16].
Section 6.3 derives an SDP strong converse bound for the quantum capacity of an ar-
bitrary quantum channel, which means the fidelity of any code with a rate exceeding
this bound will vanish exponentially fast as the number of channel uses increases.
In particular, this SDP strong converse bound is always smaller than or equal to the
partial transposition bound, and it can be refined as the so-called max-Rains informa-
tion. This SDP strong converse bound is weaker than the Rains information, but it is
efficiently computable in general.

6.2 One-shot communication capability

6.2.1 Task of information processing

In this section, we investigate the finite blocklength regime of quantum communica-
tion. Given a noisy channel N4, 5, the aim of quantum communication is to find the
optimal encoder and decoder to simulate a noiseless qudit channel. There are dif-
ferent metrics to quantify how well a channel acts as the ideal channel [KW04]. The
diamond norm is by no means the only way to evaluate the distance between two
channels. But in the case of quantum communication, the channel fidelity [RWO05] is
a very handy figure of merit since it does not involve an optimization process, and is
equivalent to the error criteria based on the diamond norm [KW04].

Definition 6.2. For a quantum channel A from £ (A’) to £ (B) with dimension d4 =
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R
A, A | LB
é D
C : N :
I T Al Bi

Figure 6.2: General code I14,p 4,8, is equivalently the coding scheme (£,D) with
free extra resources C, such as entanglement or no-signalling correlations. The goal
of the whole operation is to simulate a noiseless quantum channel Z4,_,p, using a
given noisy quantum channel N4, _,p, and the code IT.

dp = m, the channel fidelity of \V is defined by
F. (N) := F(®pr, Na—g (Par)), (6.3)
where |®) = ﬁ Yot i) is the normalized maximally entangled state.

In this following, we use the channel fidelity and focus on optimizing the codes
to reliably transmit a state entangled with a reference system from Alice to Bob (also
known as entanglement distribution). To be specific, suppose Alice shares a maxi-
mally entangled state (P 4,g) with a reference system R. The goal is to design a quan-
tum coding protocol such that this maximally entangled state can be sent to Bob with
high fidelity. To this end, Alice first performs an encoding operation £4,_, 4, on sys-
tem A; and transmits the prepared state through the channel Ny 5. The resulting
state turns out to be Ny, _,p, 0 E4,54, (Pa,;r). Then Bob performs a decoding oper-
ation Dp._,p, on system B;, where B, is some system of the same dimension as A;.
The final resulting state will be pfinar = Dp, B, © Na, B, © Ea,54, (Par). The tar-
get of quantum coding is to optimize the fidelity between p;,, and the maximally
entangled state ® 4 .

One could further imagine the coding protocol as a deterministic super-operator
ITA,B,— 4,B,, Which we refer to as general codes (see Section 2.3 for details). In the fol-
lowing, we will consider quantum communication over quantum channels assisted
with Q) codes, where ) € {UA,NSNPPT,PPT}. We refer to Section 2.3 for more
details about the mathematical description of these codes.

Definition 6.3. The maximum channel fidelity of N assisted by the Q) code is defined
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by
Fo (N, k) :=sup Tr (®p,r - I1a,B, 4,8, © Na,—8 (Par)), (6.4)
I

where @ 4. and ®p r are maximally entangled states, k = dim |A;| = dim |B,| called
code size and the supremum is taken over the () codes (2 € {UA,NS N PPT, PPT}).

Definition 6.4. For given quantum channel A/ and error tolerance ¢, the one-shot
e-error quantum capacity assisted by () codes is defined by

QS) (N,¢e) :=logsup{k € N: Fo (N, k) >1—¢}, (6.5)

where Q) € {UA, NS N PPT, PPT}. In the following, we write Q(L}I)q (N,e) = QM (W, ¢)
for simplicity.
The corresponding asymptotic quantum capacity is then defined by

Qn () = lim lim ~QY (V" ¢) 6:6)

e—s0n—oon

The authors of [LM15] showed that the maximum channel fidelity assisted with
NS N PPT codes is given by the following SDP:

Fnsappr (N, k) = max Tr [y Wap
st.0 < Wup <pa®1p,Trpa =1,
—klpa®1p < WXBB <k los®1p,
Tra Wag = k215 (NS).

(6.7)

To obtain Fppr (N, k), one only need to remove the NS constraint.

Combining Egs. (6.5) and (6.7), one can derive the following proposition. It is
worth noting that Eq. (6.8) is not an SDP in general, due to the non-linear term mp 4
and the condition Try W4 = m?1p. But in next subsection, we will derive several

semidefinite relaxations of this optimization problem.

Proposition 6.5. For any quantum channel N g with Choi-Jamiotkowski matrix Jy €
L (A ® B) and given error tolerance ¢, its one-shot e-error quantum capacity assisted with
PPT codes can be simplified as an optimization problem:

lezT (N, e) = —logmin m
st. Tr[yWap > 1—¢,0< Wup < ps®15, (6.83)
Troa=1,-mpy ®1p < Wz% < mpy @ 1p.

If the codes are also non-signalling, we can have the same optimization for NSNPPT codes
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with an additional constraint Try Wag = m*15.

6.2.2 SDP converse bounds for quantum communication

To better evaluate the quantum communication rate with finite resources, we intro-
duce several SDP converse bounds for quantum communication with the assistance
of PPT (and NS) codes. In Theorem 6.6, we further prove that our SDP bounds are
tighter than the one introduced in [TBR16].

Specifically, the authors of [TBR16] established that —log f (N, ¢) is a converse
bound on one-shot e-error quantum capacity, i.e., Q) (N, &) < —log f (N, e) where

f(N,e) =minTr Sy
st TrWapJy >1—654,043 >0, Trpa =1, (6.9)
0<Wap <pa®@1p,Sa®@1p > Wap+ O,

Here, we introduce a hierarchy of SDP converse bounds on the one-shot e-error
capacity based on the optimization (6.8). If we relax the term mp 4 to a single variable
Sa, we obtain g (N, €), where

g(N,e) :==minTrSy
st. Tr [yWap >1—¢0<Wyp < ps®1p, (6.10)
Trpa=1,-Sa@ 15 < Wik <S4 @15

Thus, we obtain

Qbpr (V) < —logg (N e). (6.11)

In particular, for the NS condition Try Wsp = m?1 g, there are two different ways
to get relaxations. The first one is to substitute it with Try W4p = t1p and obtain
SDP g (N, ¢)). The second one is to introduce a prior constant 7 satisfying the in-
equality

Qsnppr (N ) < —log il (6.12)

and then obtain SDP g (N, ¢). Note that the second method can provide a tighter
bound, but it requires one more step of calculation since we need to get the prior
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constant 7. Successively refining the value of 1 will result in a tighter bound.

g(N,e) :=minTrS,
st. TrJyWap>1—¢0<Wyp < ps®1p,

! (6.13)
Troa=1,-S4@1p <W,; <S4 ®1p,
TI‘A WAB = tﬂB.
g(N,e) :=minTrSy
st. TrJyWap >1—¢,0< Wyp < pag ® 15, (6.14)

Troa=1,-Sa®@1p < W5 <S4 @15,
TI'A WAB = f]lB,t Z 7/7’\12.

Theorem 6.6. For any quantum channel N and error tolerance e, the inequality chain holds

QW (M,e) < QS%QPPT (N e)
< —logg(N,e) < —logg (N,e) < —logg (N,e) < —log f (N, e).

Proof. The third and fourth inequalities are easy to obtain since the minimization over
a smaller feasible set gives a larger optimal value here.

For the second inequality, suppose the optimal solution of (6.8) for Qg%m ppr (N €),
is taken at {Wap, 04, m}. LetS4 = mpy4, t = m?. Then we can verify that {Wap, 04,54,t}
is a feasible solution to the SDP (6.14) of ¢ (N, ¢). So g(N,¢) < TrS4 = m, which
implies that QS&QPPT (N,e) = —logm < —log g (N, ¢).

For the last inequality, we only need to show that f (N, ¢) < g (N, €). Suppose the
optimal solution of g (N, €) is taken at {p4, Sa, Wag}. Let us choose @ .5 = Sp @ 1p —
WZ%. Since Sy, ® 15 > W};%, itisclearthat @45 > 0and S, ® 1p = Wap + @IEBB. Thus,
{Sa,04, Wag, ®4p} is a feasible solution to the SDP (6.9) of f (N, ¢) which implies
f(N,e) <TrSs =g (N,e). 0

6.2.3 Example: amplitude damping channel

For the amplitude damping channel N, = Y1 E; - Ef with Eg = |0)(0] + /1 — r[1)(1],
Ey = /r|0)(1| (0 < r < 1), the differences among — log f (NV.%2,0.01), — log g (N:°2,0.01)
and —log g (N,;m, 0.01), are presented in Figure 6.3.

When r € (0.081,0.094), it holds that

—log & (N52,0.01) < —logg (N¥%,001) <1< —logf (N2,001).  (6.15)

This shows that we cannot transmit a single qubit within error tolerance ¢ = 0.01 via
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two uses of amplitude damping channel where parameter r € (0.081,0.094). How-

ever, this result cannot be obtained via the converse bound — log f (N3*2,0.01).

If we consider three uses of the amplitude damping channel, Figure 6.4 shows that

we cannot transmit one qubit over N, with infidelity 0.01 when the noise parameter

is larger than 0.2625.
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Figure 6.3: This figure demonstrates the differences between the SDP converse
bounds (i) —log f (NV:2,0.01) (blue solid), (i) —logg (NV;%,0.01) (red dashed),
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ranges from 0.25 to 0.3.
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6.3 Asymptotic communication capability

We now investigate quantum communication under the asymptotic scenario. We first
present an SDP strong converse bound, denoted as Qr, on the quantum capacity for
general channels. The proof of this strong converse bound is built on two ingredients:
a relationship between the rate and Qr as well as the additivity of Qr. In particular,
we also find that Qr is a channel analog of SDP entanglement measure Ey; in Chap-
ter 3.

6.3.1 Quantum capacity

In this section, we introduce an SDP strong converse bound Qr (N) := logI' (V) to

evaluate the quantum capacity for a general quantum channel, where

(Primal) T'(N) = max TrJyRap
s.t. Rap,pa >0, Trps =1, (6.16)
—pa®1p <RI < pa @15,

(Dual) T (N)=minu
s.t. Yap, Vap > 0, (Vap — Yap) ™ > I, (6.17)
Trp (Vap + Yap) < pla.

We summarize our strong converse bound with other well-known bounds in Ta-
ble 6.1. Among those efficiently computable strong converse bound for general chan-
nels, we prove that Qr (N) is better than the partial transpose bound and remark
that it is also strictly tighter than the entanglement-assisted quantum capacity in the

case of entanglement-breaking channels with non-zero classical capacity. The relation

with Rains information is also obtained.

6.3.2 An SDP strong converse bound on quantum capacity

We first establish a relationship between the one-shot PPT-assisted quantum capacity
and the bound Qr (V) in the following proposition.

Lemma 6.7. For any quantum channel N and error tolerance e,
Qbpr (N €) < Qr (M) —log (1 —¢). (6.18)

Proof. Suppose the optimal solution in the optimization (6.8) of QggT (N, ¢) is taken
at {Wup,pa, m}, then lezT (N,e) = —logm. Denote Rap = %WAB and we can
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verify that {Rap,p4} is a feasible solution to the SDP (6.16). Thus

Qr (V) > log Tr [y Rap (6.19)
= log % Tr JyWag (6.20)
> log% (1—¢) (6.21)
= Qbpr (N ) +log (1—¢). (6.22)

This concludes the proof. The dual problem can be derived via Lagrange multiplier
method. O

Then we prove that the bound Qr is additive under tensor products.
Lemma 6.8. For any quantum channel N1 and N, Qr is additive, i.e.,
Qr (M1 ®MN2) = Qr (N1) + Qr (N2). (6.23)

Proof. We only need to show that I' (M ® N;) =T (Np) T (N>). For the primal prob-
lem (6.16), suppose the optimal solutions of (6.16) for the channel \; and N/; are taken
at {Rq,p1} and {Ry, p2}, respectively. Then we can verify that {R; ® Ry, p1 ® p2} is a
feasible solution of I' (V] ® N>). Thus,

(M ®@MN) > T (v ®Jn,) (R1®@Rp) =T (M) T (N2). (6.24)

For the dual problem (6.17), suppose the optimal solutions of (6.17) for the channel
N7 and N, are taken at { V3, Yy, 41} and {V5, Y5, o }. Let us take

V=VioWh+YI Y, (6.25)
Y=Vi®Y,+Y® V. (6.26)

It can be verified that {V, Y, u1p2} is a feasible solution of I' (N7 ® N>).
Thus,

T(NT@Ny) <T(N7)T (N2). (6.27)

Finally, utilizing the two lemmas above, we are now able to prove that Qr is a
strong converse bound for the quantum capacity assisted with PPT codes.
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Theorem 6.9. For any quantum channel N/,
Q(N) < Qppr (V) < Qr (N). (6.28)

Moreover, Qr (N') is a strong converse bound. That is, if the rate exceeds Qr (N), the error
probability will approach to one exponentially fast as the number of channel uses increase.

Proof. We first show that Qr (V) is a converse bound and then prove that it is a strong
converse. From Eq. (6.18), take regularization on both sides, we have

1
Qppr (N) = lim lim —QU), (N7, ¢)

e—~>0n—oo 1

<1im lim L [Qr (V) ~ log (1 - ) (6.29)

=Qr(NV).

In the last line, we use the additivity of Qr in Proposition 6.8.

For the n-fold quantum channel N'®", suppose its achievable rate is r. From Eq.
(6.18), we have nr < nQr (N') —log (1 — ¢), which implies

g >1—2MQrWV)=1) (6.30)

If r > Qr (N), the error will exponentially converge to one as n goes to infinity. O

Remark 6.10. For d-dimensional noiseless quantum channel Z;, we can show

Q(Zy) = Qr (Z) = logd. (6.31)

6.3.3 Comparison with other converse bounds

There are several well-known converse bounds on quantum capacity. In this sub-
section, we compare them with our SDP strong converse bound Qr. Especially, we
obtain an inequality chain among the strong converse bound Qr, channel’s Rains in-
formation R and partial transposition bound Qe.
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Strong converse rate |  Efficiently computable
QF (Rmax) v v
R v X (max-min)
Ec v X (regularization)
Qe v v
Emax v ?
Qk 4 v
e-DEG ? v
Qss ? ? (Unbounded dimension)

Table 6.1: Comparison of converse bounds on quantum capacity

Tomamichel et al. [TWW17] established that the Rains information of any quantum
channel is a strong converse rate for quantum communication. To be specific, the
Rains information of a quantum channel is defined as [TWW17]:

R(N):= p;?g%mﬁigllw D (Na—p (paa) ||oas) . (6.32)
where ¢ 4/ is a purification of p4 and the set PPT = {c € P (A® B) : |jo"||, <1}
We note that our bound Qr is weaker than the Rains information (cf. Corollary 6.13.)
However, R (V) is not known to be efficiently computable for general quantum chan-
nels since it is max-min optimization problem.

An efficiently computable converse bound (abbreviated as e-DEG) is given by the
concept of approximate degradable channel [SSWR17]. This bound usually works
very well for approximate degradable quantum channels such as low-noise qubit
depolarizing channel. See [LLS18, SWAT18] for some recent works based on this
approach. Otherwise, it will degenerate to a trivial upper bound. We can easily show
an example that Qr can be smaller than e-DEG bound, e.g., the channel N, in Eq.
(6.56) with 0 < r < 0.38. Also, it is unknown whether e-DEG bound is a strong
converse.

Another previously known efficiently computable strong converse bound for gen-
eral channels is given by the partial transposition bound,

Qo (V) :=log [N o T],,, (6.33)

where T is the transpose map and || - ||, is the completely bounded trace norm, which
is known to be efficiently computable by SDP in [Wat13].

The entanglement cost of a quantum channel [BBCW13], denoted as Ec, is proved
to be a strong converse bound. But it is not known to be efficiently computable for
general channels, due to its regularization. The entanglement-assisted quantum Qg
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is also a strong converse for the quantum capacity [BDH*14, BCR11] and there is a re-
cently developed to efficiently compute it [FF18]. Quantum capacity with symmetric
side channels [SSWO08], denoted as Qss, is also an important converse bound for gen-
eral channels. But it is not known to be computable due to the potentially unbounded
dimension of the side channel. It is also not known to be a strong converse.

Recently, Christandl and Miiller-Hermes [CMH17] derived the following strong con-

verse upper bound on the quantum and private communication:

E = i D / /
max (V) max min D (Narp (Paar)

‘O'AB) ’ (634)

where SEP represents the set of separable states. This bound is known as the max-
relative entropy of entanglement of a quantum channel. For quantum communica-
tion, Emax improves the partial transposition bound for some channels but is weaker
than our bound Qr (cf. Proposition 6.12).

Theorem 6.11. For any quantum channel N, it holds that

QW) <RWN)<Qr(N)<QeN). (6.35)

The first inequality has been proved in [TWW17]. We prove the second inequality
in Corollary 6.13 and the third inequality in Proposition 6.14.

In the following proof, we need to introduce an entanglement measure Eyy which
is defined in Eq. (3.17) in Chapter 3. We will see that the strong converse bound Qr
is a channel analogue of entanglement measure Ey and can be further reformulated

into a similar form as the Rains information.

Proposition 6.12. For any quantum channel N, it holds

Qr (M) = max Ew (Na—p(daar)) (6.36)

pa€S(A)

= max min  Dpax (NAHB (paar) ‘O'AB) , (6.37)

pES(A) c€PPT'(A:B)

where ¢ A a1 is a purification of p o and the set PPT’ (A : B) = {0’ €eP(A®B): ||, < 1}-

As a consequence, Qr (N') < Emax (N).
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Proof. Consider purification ¢p44 = pi{ 2P 4 A’P}q/ 2 <: pi‘/,zq) AA! p%z) , then

Narsp (paar) = Nasp (P}q/quAA'P}A/Z) (6.38)
= 0 *Narsp (Pan) oy (6.39)
= i Iney (6:40)

Take [ = 4"/ *Narp (pan) p,/? into the definition of Qr (V') (6.16) and sub-
stitute

Fap = p,""*Rasp,"?, (6.41)

then we have

Qr (N) = logmaxTr N a5 (¢pa4) Fap
s.t. FAB/pA > O,TrpA =1, (6.42)

— T4 < FZBB < lap
Due to the definition of Ey (3.17), we have

Qr (W) = max Ew (Nap (¢aa))- (6.43)

pPAES(A)

On the other hand, by Theorem 3.10, we have that

E = i Dmax . 6.44
w (p) el (pllo) (6.44)
Therefore,
Qr (N) = max Ew (Nap (aar)) (6.45)
pa€S(A)
= max min Dmax (NA’%B ((PA’A) HOAB) . (646)

p€S(A) c€PPT'(A:B)

Furthermore, noticing that SEP (A : B) C PPT’ (A : B), we have that

Qr (V) < max aes%}vi(rlxzzs) Dimax (Na—s (@ara) ||oas) (6.47)
= Emax (NV). (6.48)
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Corollary 6.13. For any quantum channel N, it holds
R(N) < Qr (N). (6.49)
Proof. Note that D (p||c) < Dmax (p|lc’) [Dat09], we have

= i Dmax 4 !
Qr (V) A (Nasp (Para) ||oas)

> in D (N / 6.50
> max _omin (Nass (Panr) ||oas) (6.50)
—RW).

O

Proposition 6.14. For any quantum channel N, it holds
Qr(N) < Qe (N). (6.51)
Proof. Assume that the optimal solution of I' (N') is {Rap, p4}, then
T (N) =TrJyRap = Tr J\ER . (6.52)

Recall the SDP of the diamond norm in Eq. (6.53),

1 1
ITo Nl = max 5 Tr (]fVBXAB) + 5 Tr (];{}‘XLB)

6.53)

1 X (

s.t. po (? AB > 0.
Xap 1®1

Let us add two constraints pp = p1 = p4 and Xap = XLB, then

pa®1p  Xap ) > 0.

]TB > max Tr ]TBX s.t.
l¢llo (N ) Xap  pa®1p

Noting that —p4 ® 1 < RZBB < pa @ 1p, then

pa®1p RZBB
Rl pa®1p

1(1 1 1/(1 -1
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Therefore, RIZBB satisfies the constraint above, which means that

17 lo = Te (JRRY:) =T (V). (6.55)

g

In Figure 6.5, we compare the converse bound Qr with Qg in the case of quantum

channel

where

In the following Figure 6.5, it is clear that Qr can be strictly tighter than Qg.
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Figure 6.5: This plot demonstrates the difference between converse bounds Qr (M)
and Qg (M, ). The dashed line depicts Qr (M) while the solid line depicts Qg (M, ).
The noise parameter r ranges from 0 to 0.5.
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6.4 Discussion

6.41 Summary

In this chapter, we contributed the semidefinite programs for estimating the quan-
tum communication capability of quantum channels in both the non-asymptotic and
asymptotic regimes. We summarize the important results of this chapter in the fol-

lowing box.

Summary of Chapter 6

(i) Semidefinite programming converse bounds for quantum communication with
finite resources:

Ql()lp)T (N’g) S g(N/S) == mil’lTI'SA
st. TrJyWap >1—¢,0< Wyp < pa ® 15,
Trpa=1,—Sa @15 < Wyh < Sp® 1.

There are similar bounds for the NSNPPT codes in Eq. (6.13) and Eq. (6.14).

(i) Max-Rains information - an SDP strong converse bound for quantum com-

munication:

Or (M) = mx min, Drex (N (94)

‘UAB) ,

= max Tr JarRap
s.t. RAB/PA 2 O,TrpA = 1,
—pa®@1p <R < pa® 15

Note that Qr was recently proved to be a strong converse bound for the
LOCC-assisted quantum capacity of an arbitrary quantum channel in [BW18].

(iii) Relationship between several well-known bounds:
QWN)<RWN)<Qr(WV)<Qe(N). (6.59)

See Table. 6.1 for a partial overview of the upper bounds on quantum capacity.

6.4.2 Outlook

The most fundamental noise is the isotropic noise in a depolarizing channel. But the
quantum capacity of this channel is still unsolved despite substantial effort in the past
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two decades (see e.g., [DSS98, FW08, S507, SSW08, SSWR17, LDS17, LW17]), and we
even do not know at which critical noise the capacity becomes zero. This represents a
major gap for us to fully understand the fundamental limits and power of quantum
error correction.

Moreover, from the view of strong converse, there is only a pretty strong con-
verse for the degradable channels [MW14b]. The bottleneck is that we do not know
whether the strong converse property holds for the 50% quantum erasure channel.
Due to a limited understanding on the strong converse property of quantum com-
munication, our understanding of the second-order asymptotics of quantum capacity
is also very limited, and the dephasing channel is the only one whose second-order
analysis of quantum communication has been fully established [TBR16].

Finally, we end this chapter with a table of the known and open problems in the

beyond i.i.d. regime of quantum communication.

‘ Degradable ‘ Dephasing ‘ Erasure ‘ Depolarizing
Q(N) [DS05] [DS05] [BDS97]
Strong converse | ? (Pretty strong [MW14b]) | [TWW17] ?
Second-order ? [TBR16] ?

Table 6.2: Table of quantum communication capabilities of basic channels
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Chapter 7

Advancing quantum zero-error

information theory

7.1 Introduction

7.1.1 Background

While the conventional information theory focuses on sending messages with asymp-
totically vanishing errors [Sha48], Shannon also investigated this problem in the zero-
error setting and described the zero-error capacity of a channel as the maximum
rate at which it can be used to transmit information with a zero probability of er-
ror [Sha56]. The so-called zero-error information theory [Sha56, KO98] concerns the
combinatorial problems in the asymptotic regime, most of which are difficult and
unsolved.

Recently the zero-error information theory has been studied in the quantum set-
ting and many new phenomena were observed. One remarkable result is the super-
activation of the zero-error classical/quantum capacities of quantum channels [DS08,
Dua09, CCH11, CS12, SS15]. Another important result is that, for some classical chan-
nels, quantum entanglement can be used to improve the zero-error capacity [CLMW10,
LMM™12], while there is no such advantage for the normal capacity [Sha48]. Fur-
thermore, there are more kinds of capacities when considering auxiliary resources,
such as the shared entanglement [DS08, CLMW10, LMM*12, DSW13, BBL*15], the
no-signalling correlations [Mat12, CLMW11, DW16, LM15], and the feedback assis-
tance [Sha56, DSW16]. All of these capacities are only partially understood, and the
zero-error information theory of quantum channels seems more complex than that of
classical channels.

To study the zero-error communication via quantum channels, the so-called “non-
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commutative graph theory” was introduced in [DSW13]. The non-commutative graph
(an object based on an operator system) associated with a quantum channel fully cap-
tures the zero-error communication properties of this channel [DSW13], thus playing
a similar role to confusability graph in the classical case. It is well-known that the
zero-error capacity is extremely difficult to compute for both classical and quantum
channels [BS07]. Nevertheless, the zero-error capacity of a classical channel is upper
bounded by the Lovasz number [Lov79] while the zero-error capacity of a quantum
channel is upper bounded by the quantum Lovédsz number [DSW13]. Furthermore,
the entanglement-assisted zero-error capacity of a classical channel is also upper-
bounded by the Lovdsz number [Beil0, DSW13], and this result can be generalized to

quantum channels by introducing the quantum Lovasz number [DSW13].

7.1.2 Outline

In this chapter, we begin with the basic notations and results of classical and quantum
zero-error information theory in Section 7.2. Then we show an approach to separate
the entanglement-assisted zero-error capacity and the quantum Lovasz number in
Section 7.3, which resolves a well-known open problem in the area of zero-error in-
formation theory. Furthermore, in Section 7.4, we introduce an activated zero-error

communication model and explore its novel properties.

7.2 Zero-error capacity of a quantum channel

7.2.1 Graphs and their quantum generalizations
Confusability graph and bipartite graph

Let us begin with a classical channel N' = (X, p (y|x),Y) with X and Y are the input
and output alphabets, respectively. To transmit messages through this channel with
no probability of confusion, different messages need to be associated to different in-
puts x in a way such that the output distributions p (-|x) are disjoint. This motivates
the introduction of the confusability graph G = (X, E) of a noisy channel [Sha56],
where X is the set of vertices (inputs) and E is the set of edges. An edge x ~ x’
exists if x and x’ can be confused via the channel, i.e., there exists some y such that
p (ylx) p (y[x") > 0.

The independence number « (G) is defined as the maximum size of an independent
set in G, which is the maximum number of messages that can be transmitted through
the channel without any possibility of confusion. For any classical channel with con-
fusability graph G, we also denote a (N') = a (G) as its one-shot zero-error capacity.
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Non-commutative graph

For a quantum channel N from £ (A’) to £ (B), with a Choi-Kraus operator sum
representation N (0) = ¥ ExpE/, its non-commutative graph [DSW13] is defined by

the operator subspace
S:=K'K = span{EJE; : j,k} < L (A"),

where S < £ (A’) means that S is a subspace of £ (A’).

Taking the above classical channel N = (X, p (y|x),Y) as an example, its Choi-
Kraus operators may be chosen as Ex, = /p (y[x)|y)(x|. Thus, its non-commutative
graph is given by

K =span{Z : Vx o ', (x| Z|x") = 0}.

Non-commutative bipartite graph

A classical channel N' = (X, p (y|x),Y) also induces a bipartite graph (X, E,Y), where
X and Y are the input and output alphabets, respectively. And E C X x Y is the set of
edges such that (x,y) € E if and only if the probability p (y|x) is positive. It is worth
noting that bipartite graph also plays an important role in the study of zero-error
information theory [Sha56] and graph theory.

Given a quantum channel V, its non-commutative bipartite graph (or Choi-Kraus

operator space) is denoted by
K =K (N) := span{E;}. (7.1)

Such space can be considered as a quantum analog of the bipartite graph since it
determines the zero-error capacity of a quantum channel in the presence of noiseless
feedback [DSW16], which plays a similar role to the bipartite graph of a classical
channel [Sha56]. We denote P4y as the projection onto the support of the Choi matrix
J of the channel, which is just the subspace (1 ® K) |®). This indicates that we could

use the Pp to characterize the non-commutative graph K.

Classical Channel | Confusability Graph | Bipartite Graph

Quantum Channel | Non-commutative graph | Non-commutative Bipartite graph

Table 7.1: Classical graphs and their quantum analogs

Taking the classical channel V' = (X, p (y|x), Y) as an example, its non-commutative
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bipartite graph is defined by

K = span{|y)(x| : (x,y) isanedgein (X,E, Y)}. (7.2)

Classical-quantum graph

A classical-quantum (cq) channel N : i — p; (1 < i < n) is a CPTP map with classical
inputs {i}""; and quantum outputs {p;}_,. The non-commutative bipartite graph of
a cq channel will be called a cq graph. In this case, the cq graph is given by

K = span{|y)(i| : |¢) € supp (p;)}- (7.3)

7.2.2 Zero-error capacity of a quantum channel

In the quantum world, we do measurements to distinguish the output quantum states
of the channel and the one-shot zero-error capacity of a quantum channel N is defined
by the maximum number of inputs such that the receiver can perfectly distinguish
the corresponding output states. Note that the set of output states can be perfectly

distinguished if and only if they are orthogonal.

Definition 7.1. This one-shot zero-error capacity can be equivalently defined as the
independence number « (S) of the non-commutative graph [DSW13] of \/, i.e., the
maximum size of a set of orthogonal unit vectors {|¢,) : m = 1,..., M} such that

Vi # m', g )@l € ST

The zero-error capacity is given by regularization of « (S), i.e.,

Co(N) =Co(S) = sup E loga (S¥"), (7.4)

n—oo

and the sup in Eq. (7.4) can be replaced by lim.

The entanglement-assisted independence number « (S) [DSW13] is motivated by
the scenario where sender and receiver share entangled state beforehand and it quan-
tifies the maximum number of distinguishable messages that can be sent via the chan-
nel NV with graph S when shared entanglement is free.

Definition 7.2. For a quantum channel with non-commutative graph S, @ (S) is the
maximum integer M such that there exist Hilbert spaces Ao, By and a state o €
L (Ap ® By), and CPTP maps &, : L (Ag) = L (A) (m =1, ..., N) such that the N out-



7. Advancing quantum zero-error information theory 135

put states p,, = (N o &, ®idp,) o are orthogonal. The entanglement-assisted zero-
error capacity of S is given by regularization of & (5), i.e.,

Coe (N) = Coe (S) = sup E loga (S°") . (7.5)

n—oo

Quantum Lovadsz number

The quantum Lovasz number introduced by Duan, Severini, and Winter [DSW13] is
a quantum analogue of the celebrated Lovasz number [Lov79], which upper bounds
entanglement-assisted zero-error capacity of the channel. It can be formalized by
semidefinite programming (SDP) as follows [DSW13]:

8 (S) = max (®| (1@ p+T) |®) (7.6)
st. TEST®L(A), Trp=1,
1®p+T>0, p>0,

where |®) =Y |i)ali) ar.
The dual SDP of 8 (S) is given by

8(S) =min || Tra Y|

(7.7)
st. YESQL(A), Y>|D)D|

By strong duality, the optimal values of the primal and dual SDPs of & (S) coincide.
In the following, the quantum Lovész number of a channel A is naturally given by
the quantum Lovédsz number of its non-commutative graph S, i.e., i (N) = 9 (S).

Theorem 7.3 ((DSW13]). For a quantum channel N with non-commutative graph S, 8 (S)
is an upper bound of the entanglement-assisted zero-error capacity of the channel, i.e.,

Co(S) < Co (S) < logd(S). (7.8)

7.2.3 An upper bound on the independence number

In this subsection, we are going to derive an upper bound on the one-shot zero-error
capacity of a quantum channel motivated in the same sipirit of Lovadsz’s number
[Lov79]. But we do not know whether this bound is efficiently computable or not.

Let us denote

. 1
k(N) = min max Wj\/(p)' (7.9)
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where Py, denotes the projection onto the support of AV (p) and ¢ is a quantum
state. As an analog to the geometrical explanation on page 2 of [Lov79], the set I1 =
{PN(p) : Vp} can seem as an “umbrella,” and we hope to find the “handle” ¢ that

minimizes the maximum “angle” between the handle and every rib of the umbrella.

Proposition 7.4. For any quantum channel N, the independence number o (N') is upper
bounded by x (N), i.e.,

a(N) <x(N). (7.10)

Proof. The idea of this proof follows Lovész’s idea in [Lov79]. Suppose that a (N') =
k, this means one could find k inputs {p; if;g such that

Te (M (o) N (pj)) =0, Vi # (7.11)

and this number k is optimal.

The above Eq. (7.11) just means there are no overlaps between the output states.
So let the projection onto N (p;) be P; for every i € {0,1,...,k — 1}, then Eq. (7.11) is
equivalent to

Tr (PP;) =0, Vi #J, (7.12)

which implies that

k—1
Yy P <1 (7.13)
=0

Hence, for the optimal ¢ in Eq. (7.9), we have

k—1 0((./\/)
1z§)TrP,-az )’

(7.14)

~—

7.3 Separating Cor and quantum Lovadsz number

An intriguing open problem in quantum zero-error information theory is whether
the entanglement-assisted zero-error capacity always coincides with the quantum
Lovész number for a classical or quantum channel, which is frequently mentioned
in [LMM*12, DSW13, Beil0, CLMW11, CMR*14, MSS13]. If they are equal, it will
imply that the entanglement-assisted zero-error capacity is additive, while the unas-
sisted case is not [Alo98].
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In this section, we resolve the above open problem for quantum channels. To
be specific, we construct a class of qutrit-to-qutrit channels for which the quantum
Lovész number is strictly larger than the entanglement-assisted zero-error capacity.
We utilize the one-shot NS-assisted zero-error capacity and simulation cost to deter-
mine the asymptotic NS-assisted zero-error capacity in this case, which is potentially
larger than the entanglement-assisted zero-error capacity. An interesting fact is that
this class of channels are reversible in a strong sense. To be specific, for this class of
channels, the one-shot NS-assisted zero-error capacity and simulation cost are iden-
tical. We then give a closed formula for the quantum Lovasz number for this class of
channels and use it to conclude that there is a strict gap between the quantum Lovéasz
number and the entanglement-assisted zero-error capacity. For this class of channels,
we also find that the quantum fractional packing number is strictly larger than the
feedback-assisted or NS-assisted zero-error capacity, while these three quantities are
equal to each other for any classical channel [CLMW11].

7.3.1 Zero-error communication quantities
NS-assisted zero-error communication

The no-signalling correlations arises in the research of the relativistic causality of
quantum operations [BGNP01, ESW02, PHHHO06, OCB12] and Cubitt et al. [CLMW11]
first introduced classical no-signalling correlations into the zero-error communication
via classical channels and proved that the fractional packing number of the bipartite
graph induced by the channel equals to the zero-error capacity of the channel. Re-
cently, quantum no-signalling correlations were introduced into the zero-error com-
munication via quantum channels in [DW16] and the one-shot NS-assisted zero-error
classical capability (quantified as the number of messages) was formulated as the fol-
lowing SDP:

Y (N) =Y (K) =maxTrRy
st. 0 < Upg < Rp®1p,
Trp Uag = 15,
TrPap (Ra ®1p — Uag) =0,

(7.15)

where P4p denotes the projection onto (1 ® K) |®). The asymptotic NS-assisted zero-

error capacity is given by the regularization:

1
Cons (N) = Cons (K) = sup ~logY (K®"). (7.16)

n—o0
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A remarkable feature of NS-assisted zero-error capacity is that one bit noiseless com-
munication can fully activate any classical-quantum channel to achieve its asymptotic
capacity [DW15].

NS-assisted zero-error simulation

A more general problem is the simulation of a channel, which concerns how to use a
channel N from Alice (A) to Bob (B) to simulate another channel M also from A to
B [KWO04]. Shannon’s noisy channel coding theorem determines the capability of any
noisy channel AV to simulate a noiseless channel [Sha48] and the reverse Shannon the-
orem was proved in [BSST02]. The quantum reverse Shannon theorem was proved re-
cently [BDH" 14, BCR11], which states that any quantum channel can be simulated by
an amount of classical communication equal to its entanglement-assisted capacity as-
sisted with free entanglement. In the zero-error setting, there is a kind of reversibility
between the zero-error capacity and simulation cost in the presence of no-signalling
correlations [CLMW11]. More recently, the no-signalling-assisted (NS-assisted) zero-
error simulation cost of a quantum channel was introduced in [DW16].

The zero-error simulation cost of a quantum channel in the presence of quantum
no-signalling correlations was introduced in [DW16] and formalized as SDPs. To
be specific, for the quantum channel N with Choi-Jamiotkowski matrix Jys, the NS-
assisted zero-error simulation cost of \V is given by

SoNs (V) = —Hmin (A|B);,. :=logZ (N), (7.17)

where

Y (N) = minTr T3,
s.t. ]N <14 ®Tp,

(7.18)

and Hmin (A|B);,, is the conditional min-entropy (cf. Eq. (2.61)). By the fact that the
conditional min-entropy is additive [KRS09], the asymptotic NS-assisted zero-error
simulation cost is given by

SO,NS (N) = IOgZ (N) . (719)

Furthermore, noting that the NS assistance is stronger than the entanglement as-
sistance, the capacities and simulation cost of a quantum channel introduced above

obey the following inequality:

Co < Cor < Cons < Ce < Sons, (7.20)
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where Cp is the entanglement-assisted classical capacity [BSST02].

7.3.2 Establishing the gap

In this section, we are going to show the gap between the quantum Lovéasz number
and the entanglement-assisted zero-error capacity. The difficulty in comparing Cog
and the quantum Lovédsz number is that there are few channels whose entanglement-
assisted zero-error capacity is known. In fact, Cog is even not known to be com-
putable. The problem whether there exists a gap between them was a prominent

open problem in the area of zero-error quantum information theory.

Our approach is to construct a particular class of channels and evaluate its NS-
assisted zero-error capacity, which is potentially larger than the entanglement-assisted

case.

A qutrit-qutrit channel in the spirit of the amplitude damping noise

Let us recall the class of channels N, which we established the strong converse prop-

erty for classical and private communication in Section 5.4.3:

Ny (p) = ExpE! + DopD! (0 < & < 71/4), (7.21)

where
E, = sina|0)(1] 4 |1)(2], (7.22)
D, = cosa|2)(1| + [1)0]. (7.23)

This qutrit-qutrit channel NV, is motivated in the similar spirit of the amplitude damp-
ing channel and it exhibits a significant difference from the classical channels.

The Choi-Jamiotkowski matrix of N, is given by

Jo = (1+sin® &) |ua (e | + (14 cos® &) |0 )(va],

where
sin & 1
[tta) = — e [10) + —————21), (7.24)
1+ sin®a 1+ sin®a
CcoSs 1

Vy) = ——— + —|01). 7.25
[0a) \/l—f—COSz(X‘ ) \/1+COSZDC| ) (7.25)
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Then, the projection onto the support of J, is

Py = |t 1ty | + |04 (V4] (7.26)

Zero-error capacity and simulation cost of N,

We first prove that both NS-assisted zero-error capacity and simulation cost of NV, are

exactly two bits.

Proposition 7.5. For the channel N, (0 < o < 71/4),
CoNs (Na) = Ce (Na) = Sons (Na) = 2. (7.27)

Proof. First, we show that Alice can trasmit at least 2 bits prefectly to Bob with a single
use of N, and the NS-assistance. The approach is to construct a feasible solution of
the SDP (7.15) of the one-shot NS-assisted zero-error capacity. To be specific, suppose
that R4 = 2 (cos? |0)(0] + |1)(1] + sin? a|2)(2|) and
Upp = cos® &|01)(01] + sin® a|21)(21| + [10)(10] + [12)(12]
+sina (]10)(21| + [21)(10]) + cos a (|01)(12| + [12)(01]) .

One can simply check that Ry @ 1p — Uap > 0, Trp Upp = Ipand Py (R4 ® 15 — Uap)
0. Therefore, {R4, Uap} is a feasible solution to SDP (7.15) of Y (N, ), which means

that
Cons (Ny) >1logY (N,) > logTrRy = 2. (7.28)

Second, we prove that the one-shot NS-assisted simulation cost of N, is at amost
2 bits. We utilize the SDP (7.18) of one-shot NS-assisted simulation cost and choose

Tp = 2 (sin® &|0)(0] + |1)(1] 4 cos® a|2)(2]) . (7.29)

It can be checked that 1 ® T — J, > 0. Thus, T is a feasible solution to SDP (7.18) of
Y. (Ny), which means that

Sons (Ny) <logZ (N,) <logTrTp = 2. (7.30)
Finally, combining Eq. (7.28), Eq. (7.30) and Eq. (7.20), it is clear that

Cons (Nu) = Cg (Ny) = Sons (Na) = 2. (7.31)
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Quantum Lovaisz number of N,

We then solve the exact value of the quantum Lovész number of N,.

Proposition 7.6. For the channel N, (0 < o < 71/4),
B (Ny) =2+ cos®a 4 cos 2 > 4. (7.32)
Proof. We first construct a quantum state p and an operator T € S+ ® £ (A’) such

that 1 ® p 4 T is positive semidefinite. Then, we use the primal SDP (7.6) of & (N;)
to obtain the lower bound of & (A).

To be specific, the non-commutative graph of N, is S = span{F, F», F3, F1+} with

F; = |00 4 cos® a|1)(1], (7.33)
F, = sin? a|1)(1] + [2)(2|, (7.34)
F5 = [0)(2] and Fy = [2)(0]. (7.35)
(7.36)
Let us choose )
COs” & 1
£ = T cora O Tcosza M 7.37)
and T = T} ® T + R, where
Ti= — 2 (lool -~ + S22y 739
' 1+ cos?a cos? i cos? & ’ '
T, = cos® a|0)0] — |1)(1], (7.39)
R = [00)(11] 4 [11)(00|. (7.40)

Itis clear that p > 0 and Trp = 1. Also, itis easy to see that for any matrix M € £ (A")
andj=1,2,3,4,
TrR (F;® M) = 0. (7.41)

Meanwhile, noticing that Tr (T F;) = 0 for j = 1,2,3,4, we have

T=T1®T,+ReS ®L(A). (7.42)
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Moreover, it is easy to see that

1
cos? a
2 4
COS” & — COS™ &
11%00| + ——————
+ [11)(00] + 1+ cos?u

2cos? —1

(1 + cos? a) cos?

1®p+ T = cos®x|00)00| +

111)(11] + [00)(11

120)(20| (7.43)

121)(21] > 0.

Then, {p, T} is a feasible solution to primal SDP (7.6) of & (\; ). Hence, we have that

O (No) = Te[| PP (L@ p + T))]
— Tr[|®)®| (1 © p+ T ® Ty + R)] (7.44)

=2+ cos®a + cos 2 a.

On the other hand, we find a feasible solution to the dual SDP (7.7) of & (Np). Ttis
easy to see that
St = span{M;, Ma, M3, My, Ms}, (7.45)

where M; = [0)(1]|, My, = |1X0|, M3z = [1)(2|, My = |2)(1] and M5 = [0)0] —
cos 2 a|1)(1] + tan? a|2)(2|. Let us choose

1+ cos®a
Y = Y4 (10)0] + [1)(1) + Ya & 2)2] + Sy, (7.46)
with
Yy = (14 cos® &) cos % a|0)(0| + (1 + cos®a) [1)(1], (7.47)
Y, = (2—cos %) |0)0] + (cos % & — sin® &) |1)(1] (7.48)
+ (14 cos® &) cos 2 a[2)(2], (7.49)
Ys =[00)(22| + [22)(00]. (7.50)

It is easy to see that for any matrix V € £ (A’) and j = 1,2,3,4,5, we have that
TrYs (M;® V) = 0. (7.51)
Meanwhile, since Tr (Y;M;) = 0fork =1,2and j = 1,2,3,4,5, we have that

1+ cos? w

Y = Y1 ® (J0)0] + [1)(1)) + Yo ©[2)(2] + —

eS®L(A).

3
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It is also easy to check that Y — |®)(P| > 0. Thus, Y is a feasible solution to SDP (7.7)

of & (N, ). Furthermore, one can simply calculate that
Tra Y = (2+cos®a +cos ) 15, (7.52)

Therefore,
B (Ny) < || Tra Yoo = 2+ cos? & + cos 2 a. (7.53)

Finally, combining Eq. (7.44) and Eq. (7.53), we can conclude that

8 (Ny) =24 cos®a 4 cos 2 a.

Gap between log & (\V,) and Co (V)
Now we are able to show a separation between log & (A, ) and Cor (N ).

Theorem 7.7. For the channel N, (0 < a < 71/4), the quantum Lovdsz number is strictly
larger than the entanglement-assisted zero-error capacity (or even with no-signalling assis-
tance), i.e.,

log@(-/\/‘oc) > CO,NS (Noc) > Cor <Nzx) . (754)

Proof. It is easy to see this result from Proposition 7.5 and Proposition 7.6. To be

specific, we have

log ¢ (N,) = log (2 + cos®a + cos 2 ) (7.55)
>2 (7.56)

= Cons (M) (7.57)

> Cor (Na) - (7.58)

g

Gap between quantum fractional packing number and feedback-assisted or NS-

assisted zero-error capacity

Shannon first introduced the feedback-assisted zero-error capacity [Sha56]. To be pre-
cise, his model has noiseless instantaneous feedback of the channel output back to the
sender, and it requires some arbitrarily small rate of forward noiseless communica-
tion. For any classical channel with a positive zero-error capacity, he showed that
the feedback-assisted zero-error capacity Cor of a classical channel  is given by the
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fractional packing number of its bipartite graph [Sha56]:

o (T') = max {va st ) oxp (ylx) <1Vy,0 <oy <1 Vx} .
X X

For any classical bipartite graph, the fractional packing number also gives the NS-

assisted zero-error classical capacity and simulation cost [CLMW11], i.e.,
Cons (K) = Sons (K) = loga™ (T).

The quantum generalization of fractional packing number in [DW16] was sug-
gested by Harrow as

A (K) =max{TrR4 : 0 < Ry, Trp Pap (R4 ® 1) < 1},

(7.59)
= min{Tr Tgs.t.0 < Tg, Trg Pap (]IA & TB) > ﬂA}.

This quantum fractional packing number A (K) has nice mathematical properties
such as additivity under tensor product [DW16].

For any bipartite graph I', quantum fractional packing number also reduces to the
fractional packing number, i.e.,

A(K) = a* (T). (7.60)

Furthermore, for a classical-quantum channel with non-commutative bipartite graph
K, it also holds that [DW16]

CO,NS (K) = logA (K) . (761)

However, if we consider general quantum channels, this quantum fractional pack-
ing number will exceed the NS-assisted zero-error capacity as well as the feedback-
assisted zero-error capacity. An example is the class of channels N\, and the proof is in
the following Proposition 7.9. For N, it is easy to see that the set of linear operators
{E:r E j} is linearly independent, which means that NV, is an extremal channel [Cho75].
Thus, its non-commutative bipartite graph K, is an extremal graph [DW16], which
means that there can only be a unique channel AV such that K (N') = K,.

For a general quantum channel, its feedback-assisted zero-error capacity depends
only on its non-commutative bipartite graph. And the feedback-assisted zero-error
capacity is always smaller than or equal to the entanglement-assisted classical capac-
ity [DSW16], i.e.,

Cor (K) < CrinE (K), (7.62)
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where Cping (K) is defined by
Cming (K) := min{Cg (N) : K(N) < K}. (7.63)

Considering the fact that Cons (K) < Cping (K) < Sons (K) [DSW16], it is easy to see
that Cping (Ky) is exactly two bits from Proposition 7.5.

Lemma 7.8. For non-commutative bipartite graph K, (0 < « < 7w/4), the quantum frac-

tional packing number is given by
A (Ky) =2+ cos?a + cos 2 a. (7.64)
Proof. Let us choose R4 = (2 — sin® &) [0)(0] + x|1)(1|, then

xsin? & x cos?

1X1 —_—
1+sin2¢x|0><0|+| X |+1—|—cos2zx

Ty Py (Ry ® 1) = 2)2.

When x = 1+ cos 2, it is clear that Try Py (R4 ® 15) < 1p. Therefore, Ry is a
feasible solution to the primal SDP of A (N, ), which means that

A(N,) > TrRy =2+ cos® a4 cos 2. (7.65)

Similarly, it is easy to check that T = (2 — sin®a) [1)(1] + (1 + cos™2a) [2)(2| is a
feasible solution to the dual SDP of A (N, ). Therefore,

A(N,) < TrTp =2+ cos®a + cos 2. (7.66)

Hence, we have that A (V) = 2 + cos®a + cos 2 a. 0

Now, we are able to show the separation.

Proposition 7.9. For non-commutative bipartite graph K, (0 < a < 71/4), we have that

COF (Kﬂt) < logA (sz) ’ (7~67)
Cons (Ka) < logA (Ky). (7.68)

Proof. For general non-commutative bipartite graph K, it holds that [DSW16]:
Cor (K) < CuminE (K). (7.69)
Then, by Proposition 7.5 and Lemma 7.8, we have

Cor (Kx) < Crmink (Kz) =2 < log A (Ky) . (7.70)
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From Proposition 7.5 and Lemma 7.8, it is also clear that Cyng (Ky) < log A (Ky).
0

7.4 Acivated zero-error communication

In this section, we further develop the theory of quantum NS-assisted communica-
tion by introducing the activated communication model. The model is introduced in
Section 7.4.1 and it considers the additional forward noiseless channel as a catalyst
for communication. For a quantum channel NV, we can “borrow” a noiseless classical
channel Z, then we can use N’ ® 7 to transmit information. After the communication
finishes we “pay back” the capacity of Z. The communication model follows the idea
of potential capacities of quantum channels introduced by Winter and Yang [WY15].
In Section 7.4.2, we show a striking result that one bit can even fully activate any cq
channel to achieve its asymptotic NS-assisted zero-error capacity (or the fractional
packing number). In Section 7.4.3, we further show that there is no activation in the
asymptotic regime. We also exhibit a quantum channel to separate the asymptotic

NS-assisted zero-error capacity and the semidefinite packing number.

7.4.1 Activated one-shot zero-error capacity

T,

me{l,... M & DPF—me{l,..., M}
N

Figure 7.1: Activated classical communication.

Definition 7.10. For a quantum channel N’ with non-commutative bipartite graph K,
the one-shot activated no-signalling assisted zero-error classical capacity is defined

as the following;:

ons (V) = Mins (K) = iuP[Mo,Ns (K®Ay) —logl], (7.71)
>1

where A is the non-commutative graph of the noiseless channel

/-1
Ly (p) = ;)Tr (plE)i) [2)l- (7.72)



7. Advancing quantum zero-error information theory 147

Definition 7.11. For a quantum channel A/ with non-commutative bipartite graph
K, the asymptotic activated no-signalling zero-error classical capacity is given by the

following regularization:

a a 1 a n
Cons (V) = Cyns (K) = sup EMO,NS (K=m). (7.73)

n>1

To provide a feasible formulation of the activated capacity M \g (NV), let us first
introduce a slightly revised SDP of Y (K) as follows,

Y (K) = maxTrS,
st. 0<Upp <Sa®1p,
TraUap < 1,
Tr Pap (Sa ® 1 — Uap) = 0.

(7.74)

The only difference between Y (K) and Y (K) is that now Tr, Uap is only required to
be less than or equal to 1, and an equality is not necessary. However, we will see
that such a small revision is of crucial importance. The dual SDP of Y (K) is given by

Y (K) = minTr T
s.t. Vup <1, ®Tp,
Trg Vap > 14, T >0,
(1= P)ap Vap (1 = P) 45 <0.

(7.75)

Note that by strong duality, the values of both the primal and the dual SDPs coincide.
It is also worth noting that for any given non-commutative bipartite graph K, it holds
that

Y (K) > Y (K). (7.76)

Now we are ready to present the main result.

Theorem 7.12. For any quantum channel N with non-commutative bipartite graph K,
Mins (V) =1logY (K). (7.77)

Proof. The intuition of this theorem is that the additional noiseless channel may play
the role of a catalyst during the communication task.

To prove the achievable part, it's important to observe that the additional noise-
less channel indeed provides a larger solution space of Y (K ® Ay). Let us first con-
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sider the case £ = 2 and assume that the optimal feasible solution of Y (K) is {Sa, Uap}.

Let us choose
Saar=5a® (10)(0] + [1)(1]) o (7.78)
and
Ugape =Uap @ (100)(00] + [11)(11]) 415 + Uap @ (|01){01] + [10)(10[) o1, (7.79)

where Upp = Tf—g‘A ® (1p — Tra Uap)-

This construction ensures that

TI'AA/ UAA’BB’ = TI‘A ((UAB + UAB) ® 13/) = ]lBB“ (780)

Moreover, we have

SAA’ ® ]lBB/ - UAA/BB/ - (SA ® ]lB - UAB) ® (’OO> <00’ + ’11> <11’)A’B’ (781)
+(Sa®1p—Uap) @ (|01)(01] + [10)(10]) 4,  (7.82)

which directly means that
Saa @ lgg — Ugapp = 0. (7.83)

Furthermore, the projection onto the support of the Choi-Jamiotkowski matrix of N’ ®
T is Pagarpr = Pap @ Darp with D 4rpr = (]00)(00] + |11)(11]) 4. Therefore, we have
that

Tr Paparp (Saar @ g — Uparppr) (7.84a)
= Tr (Pap ® Darp) [(Sa ® 1 — Uag) ® (|00)(00] + [11)(11]) 4/p/] (7.84b)
+Tr (Pap @ Darpr) [(Sa @ 1 — Uap) @ (|01)(01] + [10)(10]) 4/p/] (7.84c)
= TrPag (S4® 1g — Upng) x Tt Dy (|00)(00] + [11)(11]) 1 (7.84d)
4 Tr Pag (S © 1p — Uag) % Tr Dy (J01)(01] + [10)(10]) (7.84¢)
_o, (7.84f)

where the last equality follows from

Tr PAB (SA & ]IB - LIAB) = O, (785)
Tr D g (|01)(01] 4 [10)(10]) 5/ = O. (7.86)
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Now we are able to conclude that {S 44/, Us 4/pp } is a feasible solution of Y (K @ A),
which means that

squ(K@Ag) ZY(K®A2) 2TI‘SAA/ :?(K) (7.87)

>0 14 2 2
On the other hand, to prove the converse part, we will use the fact that Y (K®Ay) =

(Y (K), which is provided in the following Lemma 7.13. This fact directly implies that

~

< qup LKEA)

Y (K® Ay)
¢ L

sup =Y (K). (7.88)

(>2

Finally, by Eq. (7.87) and Eq. (7.88), we can conclude that

Mins (V) = Mf s (K) =1og Y (K). (7.89)

A simple but useful property of Y is shown as follows.

Lemma 7.13. For any non-commutative bipartite graph K, we have
Y(K®A) =LY (K).

Proof. On one hand, it is evident from the super-multiplicativity that Y (K ® A) >
(Y (K). On the other hand, note that an optimal solution for SDP (7.75) for Ay is
given by {1, Y.*_, |ii)(ii| 45 }, and we assume that the optimal solution of SDP (7.75)
for Kis {Tg, Vap}. It is evident that

¢
Vap @ Y iiii| apr < Taw ® T @ 1p. (7.90)
i=1
Then, it can be checked that { V4 ® Y1 |ii)ii| o, Ts @ 1/} is a feasible solution of
SDP(7.75) for Y (K ® Ay). Therefore,Y (K® Ay) < Tr Tz @ 1 = £Y (K). 0

We further discuss the activation via noisy quantum channels.
Proposition 7.14. Let us consider two quantum channels N7 with non-commutative bipar-

tite graphs Ky and Ky, respectively. If Y (Kz) —1 > 3 (}< L then
1

Mons (K1 @ Ka) — Mons (K2) > Mns (K1) - (7.91)

In other words, Ky can activate Ky if Ky is activatable. In particular, this inequality always
holds when Y (Ky) > 2.
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Proof. Let us assume that the optimal solution to the SDP (7.74) of Y (K1) is {Sa, Uap}
while the optimal solution to the SDP (7.15) of Y (K3) is {Sa/, Uarp' }-

Then we can choose

Sun = SA® S, (7.92)
Uaapp = Uap @ Uprp + Uap @ Varp, (7.93)

where VA/B/ = (SA/ &® ]lB/ — UA/B/) / (TI' SA’ — 1) and UAB = SA/TI' SA &® (]13 - TI'A uAB)-
This construction ensures that

TI'AA’ UAA/BB/ = ]lBB/. (794)

With some direct calculation, we have

Saa @ Ipg — Uanpp (7.95a)
1
= (SA®]IB_UAB)®UA’B’+ <TFSA/—1—TIS >5A®]13®VA’B/ (7.95b)
A
A T U eV (7.95¢)
Trs, AaUap @ Varpr. .

Then, one can check that the constructed solutions satisfy

Saa @ 1gg — Ugagp = 0. (7.96a)
Furthermore, we have
Tr (PAB X PA’B’) (SAA’ X ]lBB’ — uAA’BB’) (797&)
= TrPyp (SA ®1g — uAB) X Tr PagUapp
1
—|—T1‘PAB[ TrSy—1-— SA®]IB] X Tr Pargt Vg
TI'SA
S
+TrPap | 2 @TraUnp | X Tr Parg Varg: (7.97b)
TrSy
_o, (7.97¢)

where the last equality follows from Tr Pag (S4 ® 1p — Uap) = 0 and Tr Parg Varp =
0.

Therefore, {Saa, Uaapp } is a feasible solution to the SDP (7.15) of Y (K; ® K3),
which means that

Y (K1 ®Kp) > Y (K1) Y (Ka). (7.98)
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O

If we only consider using the channel N to activate itself, we have the following
result from the above proposition.
For any quantum channel A/ with non-commutative bipartite graph K, if Y (K) >

%, then
Y (K® K)

Y (©) > Y (K). (7.99)

Note that Y (K) > # means Y (K) — 1 — % > 0. Thus the result follows directly

from Proposition 7.14.

7.4.2 Classical-quantum channel

A classical-quantum (cq) channel N : i — p; (1 < i < n) is a CPTP map with classical
inputs {i}"; and quantum outputs {p;}_,. The non-commutative bipartite graph of
a cq channel will be called a cq graph. In this case, the cq graph is given by

K = span{|p)(i| : [¢) € supp (pi)}- (7.100)

Given a cq channel N : i — p; (1 <i<n) with c¢q graph K, its one-shot NS-
assisted zero-error capacity (quantified as messages) can be simplified to

Y (K) = masti

st. 0 < Si, 0 < Ri < Si (]l — Pl‘) , (7101)
Z (S,’Pj + Ri) =1.

1

where P; is the projection onto the support of p; for 1 <i < n.
Moreover, it was shown in [DW16] that the asymptotic no-signalling assisted
zero-error classical capacity of a cq channel is equal to the semidefinite (fractional)

packing number.

Lemma 7.15. (Theorem 4 in [DW16]) For any cq channel N : i — p; (1 <i < n) with c¢q
graph K,
Cons (V) = log A (K), (7.102)

with
A(K) = max} s;
i

(7.103)
s.t.0<s; ) siP; < 1.
i
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where P; is the projection onto the support of p; for 1 <i < n.

This result is a classical-quantum generalization of the fact that the fractional
packing/covering number [Sha56, SU11] of the bipartite graph (induced by the clas-
sical channel) is equal to its NS-assisted zero-error capacity [CLMW11]. Moreover,
Shannon proved that the feedback-assisted zero-error capacity of a classical channel
is also given by the fractional packing number [Sha56].

For any cq channel \ with cq graph K, the one-shot activated capacity M g (V) =
log Y (K) can be simplified to

Y (K) = max Esi

s.t. 0 < Si, 0 < Ri < Si (]1 — PI) , (7104)
Z (Sipi —+ Rl') < 1.

1

Theorem 7.16. For any classical-quantum channel N with cq graph K,
Mins (V) =1ogA (K) . (7.105)

In other words, for any cq channel, the asymptotic NS-assisted zero-error capacity (or the
semidefinite packing number) can be achieved via activated NS codes in the one-shot regime,
ie.,

Cons (V) = Mins (V) = log A (K). (7.106)

Proof. First, we will show A (K) > Y (K). Suppose that optimal solution of the
SDP (7.104) of Y (K) is {s;, R;}. Then,

Y si<1-) R <1, (7.107)
i i

which means that {s;} is a feasible solution for A (K). So we have A (K) > Y (K).

Second, let us assume the optimal solution of SDP (7.103) is {s;}, let R; = 0 for
all i. It is easy to check that {s;, R;} is a feasible solution of SDP (7.104), which means
that A (K) < Y (K). Therefore, for any cq graph K, it holds that

Y (K) = A(K). (7.108)
O

To see the existence of activation, let us consider an example here.
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Example 7.17. We begin with the simplest possible cq channel N/, which has only
two inputs and two pure output states P; = |;)(ip;|. Without loss of generality, we
assume that |pp) = «|0) + B|1) and |p;) = «|0) — B|1) witha > B = /1 —a2. In
[DW16], it has been shown that Y (K) = 1 and A (K) = % Hence, by Theorem 7.16,
we know

¥ (K) = W — % > Y (K) = 1. (7.109)

Furthermore, we have

Cins (N) = Ming (N) = —2loga > Mons (N) = 0. (7.110)

7.4.3 Asymptotic zero-error capacity

As we find the activation phenomenon of zero-error communication in the one-shot
regime, it’s natural to wonder whether there exists an activation in the asymptotic
regime. In the following theorem, we prove that the answer is negative.

Theorem 7.18. For any quantum channel N with non-commutative bipartite graph K with
positive zero-error capacity, let ny be the smallest integer such that Y (K®") > 2. Note that
ng always exists and depends only on K. Then for any n > ng, we have

2¥ (Ko0mm)) < ¥ (K7) < ¥ (K77). (7.111)
Moreover,
Chns (K) = suplog 1/ Y (K®n) = = lim log v/ Y (K®") = Cons (K) . (7.112)
n>1 o

Proof. On one hand, from Eq. (7.98) in Proposition 7.14, we have
Y (K) = Y (KOl @ km) > ¥ (K0 )y (K9m) > 2 (K20m)) - (7.113)
On the other hand, it always holds that Y (K®") < Y (K®"). Therefore, we obtain
Eq. (7.111).
Then,

& ®n) — n/ ®
nlgrlr;olog Y (Kem) nlgrololog Y (K®n) (7.114)

To prove Eq. (7.112), the technique is based on a lemma about the existence of
limits in [Fek23]. On one hand, log Y (K®") < 2nlogd. On the other hand, since Y (K)
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is super-multiplicative, then log Y <K®(’””)> > log Y (K®™) +log Y (K&"). Therefore,

NV (w®n V (K®n
sup logYéK) _ fim 108 (KT _ Cons (K). (7.115)

n>1 n—o00 n

O

7.4.4 Separating Cj ns and semidefinite packing nubmber

As the NS-assisted zero-error capacity of cq channel is given by the semidefinite (or
fractional) packing number A (K), an interesting question is whether this result also
holds for general quantum channels. The semidefinite packing number for a general

quantum channel was also introduced in [DW16] as follows:

A(N)=A(K)=maxTrSu

(7.116)
s.t. 0 < 54, Trps Pap (SA ®]18) < 1p.

To study whether Cy s equals to log A (N), the difficulty is that we currently do not

know efficient methods to calculate the asymptotic no-signalling zero-error capacity.

In the following, we will exhibit an example to show that Cy ys is not equal to the
semidefinite packing number for general quantum channels.

Proposition 7.19. There exists a quantum channel N with non-commutative bipartite graph
K such that Y (K) > A (K). Consequently,

CO,NS (N) 7’é IOgA (N) . (7.117)

Proof. Let K correspond to the quantum channel N (o) = Y2 E;pEf with Ey =

21001 + 51201, B = /3310)2] + /3511011 + |/ 8 [2)(2] and E> = {/38[0)(1].

By solving SDPs numerically [GB08], we find that
Y (W) ~ 1.1767 > 1.1751 > A (N). (7.118)

Then, it leads to
ConNs (N) > MO,NS (N) > logA (N) . (7.119)

O
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7.5 Discussion

7.51 Summary

In this chapter, we investigated the quantum zero-error information theory from sev-
eral aspects. In particular, we have shown that there is a separation between the

quantum Lovédsz number and the entanglement-assisted zero-error classical capacity.

An overview of the results in this chapter is summarized in the following box.

Summary of Chapter 7

(i) An upper bound on independence number:

1
< = mi e S— .
a(N) <x(N) Einmax - P’ (7.120)

where Py (,) is the projection onto the support of A (p).
(ii) Separation between quantum Lovasz number and Cog: 3 non-commutative

graph S such that
Cor (S) < log 8 (S). (7.121)

(iii) Activated NS-assisted zero-error capacity: for any quantum channel N with

non-commutative bipartite graph K,

ns (V) =1logY (K) = maxTr S,
5.0 < Uap < Sa®1p,Tralap < 1, (7.122)
TrPpp (Sa ® 13 — Uap) = 0.

(iv) The one-shot NS-assisted simulation cost of a general non-commutative bi-

partite graph is not multiplicative.

7.5.2 Outlook

Interestingly, for the channel VN, the quantum fractional packing number is equal
to the quantum Lovasz number. Let us recall that remarkable fact that the Lovéasz

number of a classical graph G has an operational interpretation [DW16] as

9 (G) = min{A (K) : K'K < S¢},
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where the minimization is over classical-quantum graphs K and S¢ is non-commutative
graph associated with G. A natural and interesting question is that for the non-

commutative graph S, do we have
9 (S) = min{A (K) : KtK < s}?

The non-commutative bipartite graph of N, might be such an interesting example
since Proposition 7.6 and Lemma 7.8 imply that & (NV;) = A (K,).

The classical zero-error information theory concerns asymptotic combinatorial
problems, most of which are difficult and unsolved. It remains unknown whether
Lovédsz number coincides with Cog for every classical channel. For confusability
graph G, a variant of Lovdsz number called Schrijver number [Sch79, MRR78] was
proved to be a tighter upper bound on the entanglement-assisted independence num-
ber than Lovédsz number [CMR'14] . However, it remains unknown whether Schri-
jver number will converge to Lovdsz number in the asymptotic setting, and a gap
between the regularized Schrijver number and Lovasz number would imply a sep-
aration between Cor (G) and ¢ (G). Moreover, it is also interesting to study how to
estimate the regularization of a sequence of semidefinite programs.

Finally, we end this chapter with a table of the known and open problems in

quantum zero-error information theory.

\ Classical \ Classical-Quantum \ Quantum

Co ? ? ?
Coe ? ? ?
CoNs [CLMW11] [DW16] ?
Cor < logd? ? ? [WD18]

Table 7.2: Zero-error capacities of different classes of channels
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