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Large-scale Machine Learning Algorithms for Big Data

ABSTRACT

Machine learning is a research area in artificial intelligence which aims to learn a model from
data. On one hand, the target is to learn a model yielding superior performance. On the other
hand, as the rapid increase of the size of the collected data, there emerges a demand for machine
learning algorithms to deal with large-scale problems.

Recent years have witnessed a sharp increase of the scale of the collected data. Taking recom-
mender systems as an example, the Yahoo Music dataset includes more than 262 million ratings.
In image classification, Imagenet contains more than 100 million images from the Internet. Such
a large scale brings a great challenge to machine learning algorithms: how could the machine
learning algorithms achieve satisfactory performance with less computational cost? In this dis-
sertation, I mainly focus on several specific machine learning tasks and their scalability issues in
either computation or storage aspects.

Computational cost plays a crucial role in machine learning algorithms. For instance, iter-
ation complexity is a commonly-used theoretical metric to evaluate how fast an optimization
algorithm converges. An example is the full singular value decompositions (SVDs) in the nu-
clear norm minimization for low-rank matrix completion. Its computational complexity can be
O(n?) where 7 is the size of the matrix. It would be computationally unfordable when 7 scales
up.

Memory cost is also a typical concern in machine learning. Recently deep neural networks
have captured much attention and been successfully applied to a variety of applications. These
deep models are known to be hungry for data, so training them usually requires a large number

of training samples. When the entire training set cannot be loaded into the memory simultane-
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ously, online (stochastic) learning can be applied. In such a memory-restricted scenario, both
theoretical analysis and empirical investigation are expected.

Targeting on the above two aspects in large-scale machine learning tasks, in this dissertation,
I investigate a variety of machine learning tasks and analyze their specific characteristics. Specif-
ically, I mainly focus on four tasks, i.e., matrix factorization for ordinal ratings, semi-supervised
learning, active learning for image classification, online learning for imbalanced streaming data.
For the first three tasks, I analyze the specific characteristics of the underlying problems and de-
sign new algorithm to optimize the objective. Theoretical verification such as computational
complexity is provided. For the last task, I propose an online learning algorithm to deal with

imbalanced problems under the strict memory constraint.

iv



Contents

INTRODUCTION I
orx  Background of Machine Learning . . . . . ... ... ... ... 1
0.2 Machine Learning Algorithms for Large-Scale Data . . . . . ... ... ... 3
0.3  Considered Machine Learning Tasks . . . . .. ... ... ... ... .... 4
LITERATURE REVIEW 12
LI Matrix Completion by Maximum Margin Matrix Factorization . . . . . . .. i7)
12 Semi-Supervised Learning by Label Aggregation . . . . ... ... ... ... 3
1.3 Active Learning for Image Classification by Privileged Information . . . . . . 4
1.4  Online Learning for Imbalanced Data . . . . . ... ... .. .. ...... 16
MATRIX COMPLETION BY MAXIMUM MARGIN MATRIX FACTORIZATION 18
2.1 Introduction . . . ... 18
2.2 M3FonFixed-rank Manifold . . . . . .. ... ... ... ... . ..... 19
23 Empirical Studies . . . .. ..o oo oo 25
2.4 Conclusion . . . .. .. 30
2.5 Appendix A: Computation of gradfAX,9) . . . . ... ... oL 30
2.6 Appendix B: Proof of Propositiont . . . . .. ... ... ... ... .... 31
SEMI-SUPERVISED LEARNING BY LABEL AGGREGATION 33



30 Introduction . . .. ... 33

32 TheProposedModel . . . . . . ... ... ... .. 34
3.3 Complexity Analysis . . . . ... .. ... L L 38
3.4 Experiments . . .. .. ... L 41
3.5 Conclusions . . . ... 45

4 AcTIVE LEARNING FOR IMAGE CLASSIFICATION BY PRIVILEGED INFORMA-
TION 46
41 Introduction . . . .. . ... 46
42  TheProposedModel . . . .. .. .. ... ... ... 47
43 Experiments . . . ... ... .. L 58
s ONLINE LEARNING FOR IMBALANCED DaATA 68
sa  Introduction . . . .. .. 68
5.2 Online Multiple Cost-Sensitive Learning . . . . . . .. ... ... ... ... 69
53 OMCSLforF-measure . . . . . . . . . . . . i 74
5.4 OMCSLfor AUROCand AUPRC . ... ... ... ... ......... 78
s.s  Experiments . ... 79
5.6 Conclusion . . . . . ... e 81
5.7 Appendix A: Proof of Propositions . . . . ... ... ... ... ... .. 81
5.8 Appendix B: Proof of Theorem= . . . . .. ... .. ... .. .. .. .. .. 83
5.9 Appendix C: detailed development of online AUROC and AUPRC . . . . . . 8s
6 CONCLUSION 88
REFERENCES 107

vi



2.1

2.2

3.1

3.2

3.3

4.3

4.4

5.1

Listing of figures

RMSE of BNRCG-M?F on binary ratingdata. . . . . ... ... ....... 27
Relative objective values of various methods. . . . . . .. ... ... ... .. 28
lustration of the proposed ROSSEL. . . . . ... ... ... . ....... 35

Average accuracy on the CNAE9 and dna datasts over 10 runs when label noise is
PrESENE. . . o v v i 41

Average accuracy over 10 runs on various datasets with different number of weak

ANNOTATOIS. « v v v v v v v v e e e e e e e e e e e e e e 42
Average results on various datasets. . . . . .. ... 61
Average results on various datasets. . . . . .. ... 62
Comparison of the contribution of uncertainty and diversity. . . . . . . . .. 63
Comparison on MSCOCO2-5000 and MSCOCO2. . . . .. .. .. .. ... 67
Online performance. . . . . . ... ... ... ... .. ... ... 77

vii



THIS THESIS IS DEDICATED TO MY BELOVED PARENTS AND GRANDPARENTS.

viii



Acknowledgments

First and foremost, I would like to thank my supervisor Professor Yi Yang. I feel extremely
fortunate to work with Professor Yi Yang and have learned and progressed so much since the
first day when I arrived in Australia. He guided me to investigate a variety of exciting research
projects and always encouraged me to look for my own research interests. More importantly, he
made me think critically and independently, about research, career and even life. Without this
great advice and help during the recent years, it is not possible for me to imagine where I would
be and what I would be doing right now. I am sure that I will keep progress under his deep and
valuable guidance in the future.

I'would like to thank Professor Ivor W. Tsang, Professor Mingkui Tan, Professor Tianbao
Yang, Professor Feiping Nie, Professor Dong Xu and Dr Wen Li. I enjoyed the discussions with
them. They were always patient to answer my questions. I also learned very much from them,
and gradually gained the domain knowledge of many attractive research areas. Their help and
advice guided me to find much more interests during my research. The guidance made me
increasingly more enthusiastic and eager to contribute more time and energy to my future re-
search.

I want to thank my colleagues and friends in University of Technology Sydney and the Uni-
versity of Iowa. Especially, I would like to thank Zhongwen Xu, Xiaojun Chang, Linchao Zhu,
Pingbo Pan, Bo Han, Guoliang Kang, Liang Zheng, Yanbin Liu, Xuanyi Dong, Hu Zhang,

Zhun Zhong, Yu Wu, Zhedong Zheng, Yi Xu, Zhe Li, Mingrui Liu, Zaiyi Chen, etc. I was for-

ix



tunate to learn much from them and participate in the wonderful seminars with them. I acquire
much knowledges and skills from them, not only the fields that I am working on, but also the

areas that I have never touched.



	Title Page
	Certificate of Original Authorship
	All Publications During the Candidature
	Abstract
	Contents
	Listing of Figures
	Acknowledgments



