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Abstract

This work presents a hybrid position-force control of robots in order to apply
surface treatments such as polishing, grinding, finishing, deburring, etc. The
robot force control is designed using sliding mode concepts to benefit from
robustness. In particular, the sliding mode force task is defined using equal-
ity constraints to attain the desired tool pressure on the surface, as well as to
keep the tool orientation perpendicular to the surface. In order to deal with
sudden changes in material stiffness, which are ultimately transferred to the
polishing tool and can produce instability and compromise polishing perfor-
mance, several adaptive switching gain laws are considered and compared.
Moreover, a lower priority tracking controller is defined to follow the desired
reference trajectory on the surface being polished. Hence, deviations from
the reference trajectory are allowed if such deviations are required to satisfy
the constraints mentioned above. Finally, a third-level task is also consid-
ered for the case of redundant robots in order to use the remaining degrees
of freedom to keep the manipulator close to the home configuration with
safety in mind. The main advantages of the method are increased robustness
and low computational cost. The applicability and effectiveness of the pro-
posed approach is substantiated by experimental results using a redundant
7R manipulator: the Rethink Robotics Sawyer collaborative robot.
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1. Introduction

Continuous advances in the manufacturing sector imply that processes
are progressively being partially or fully automated. The inclusion of flexible
machinery such as industrial manipulators, together with advanced sensing
capabilities (cameras, force transducers, etc.) have allowed step improve-
ments in terms of cycle times, operator safety and comfort, as well as in the
quality of the end product over more traditional hand-made methods.

One of the least automated processes is the quality control of surfaces [1,
2]. This is primarily attributed to the fact that automated processes remain
elusive in meeting strict requirements when it comes to short cycle time, low
cost and the high quality achieved in other manufacturing industries [3, 4].
As such, surface treatment operations and quality control continue to be
mainly manual processes being carried out by skilled workers, which give rise
to issues such as subjectivity in the evaluation criteria, human errors, etc.

Production quality control can be divided in two phases: the first one is
related with the detection of anomalies following an industry-set minimum
standard, and the second one is the actual elimination of these anomalies.
In the case of surface treatment, industrial solutions have been recently de-
veloped for anomaly detections in sectors such as automotive manufactur-
ing [5, 6, 7] and ceramics [8, 9]. However, to the best of the authors’ knowl-
edge, the second phase remains a manual mechanism in both industries.

It is the view behind the contribution in this paper that the task of auto-
matically eliminating product anomalies from a given surface can be handled
automatically by incorporating robotic systems equipped with the appropri-
ate sensing and intelligent controls. Since the robot tool has to be in contact
with the product surface to apply a specific treatment (e.g. polishing, debur-
ring, roughing, etc.), both the tool position and the exerted forces have to
be moderated. Moreover, the tool must be kept perpendicular to the surface
at all times to homogenize the pressure on all contact points [10]. Many
approaches can be found in the literature tackling this problem using robot
manipulators with force feedback. For instance, in [2] a method for main-
taining a constant polishing pressure with a numerical control (NC) polishing
system was proposed by controlling the force during the process. In [11] a
hybrid force/position control is developed for a compliant rescue manipu-
lator. In [12] a dual force/position control loop based on fuzzy techniques
was presented for robotic grinding applications. In [13] an analytically force
overshoot-free approach based on impedance control was developed to per-
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form force-tracking. In [10] an algorithm was proposed for planning the tool
location together with a compliance force control. In [14] a hybrid impedance
control of a robot manipulator is developed for wrist and forearm rehabili-
tation. In [15], a methodology based on sensor-less force control technique
and the quarry matrix was proposed to control the x and y trajectories of
the tool pose and the polishing force in the z-direction in a parallel machine.
Afterwards, in [16] and [17] this method was improved by using information
about trajectories and forces applied by skilled workers. Finally, a multisen-
sory approach was used in [18] gathering information from acoustic emissions,
forces and scattered light sensors mounted on the manipulator.

Other robot force control approaches are based on sliding-mode control
(SMC) theory [19]. Specifically, in [20] the authors developed a nonlinear
position and force controller for a two link flexible robot manipulator in-
teracting with a rigid environment. The controller was designed using a
first-order SMC to correct position and force tracking errors. Another exam-
ple can be found in [21] where SMC was used to suppress impact forces when
contacting the objects in the environment and to allow the system to continue
with a stable robot motion. In [22] a hybrid position/force control scheme
was proposed using first- and second-order SMC for position and force con-
trol, respectively. In [23] an impedance control structure was proposed for
monitoring the contact force between the robot tool and the objects in the
environment, and a model-free fuzzy SMC strategy was employed to design
the position and force controllers. In [24], a hybrid force-position control
is presented based on a dynamic decoupling performed using SMC. In [25],
a tracking and force control of a SCARA robot is presented using SMC.
In [26], several methods were developed to control a prosthetic hand and
the best results in terms of unwanted force overshoot were obtained using a
SMC with force, position and velocity feedback. In [27], an adaptive hybrid
force/position SMC for flexible joint robot was presented. In [28] first- and
second-order SMC was used in order for the robot to reach the goal point
even in the presence of unknown obstacles. In [29], a hybrid control scheme
was proposed using second-order SMC and contact force estimation.

One typical problem of SMC is related to the controller switching gain.
High values of the controller switching gain increase the chattering band,
which is a well known issue to be solved in SMC techniques [30, 31, 32]. On
the contrary, adjusting the switching gain to minimize the chattering band
at a certain operating point may cause the control to become unstable for
another operating point. For instance, in the specific problem treated in this
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paper (the surface treatment using the force sensor feedback) this problem is
present due to changes on the stiffness along the surface, e.g., hood or doors
on car bodies, textile materials on car seats, etc.

To overcome this problem, Adaptive SMC (ASMC) solutions have been
proposed in the literature, i.e., SMC approaches with an adaptive switching
gain (ASG). For instance, in [33] an ASMC was developed using an inte-
gral/exponential adaptation law with boundary-layer in order to reduce the
switching gain overestimation while simultaneously speeding up the system
response to the uncertainties. In [34] two fault-tolerant control schemes for
spacecraft attitude stabilization with external disturbances were proposed,
where a fault-tolerant SMC was incorporated with an adaptive technique to
accommodate actuator faults in order to relax the required boundary infor-
mation. In [35] a high-order ASMC was proposed based on the concepts of
integral sliding mode and real high-order sliding mode detector. In [36] the
over-adaptation problem in ASMC for rigid spacecraft attitude maneuvers
was investigated. For more SMCs with ASG solutions, the reader is referred
to [37, 38, 39], among others.

The problem of robot surface treatment is addressed in this work using
a hybrid force/position approach. In particular, force control is performed
using SMC in order to benefit from robustness, whereas position control is
performed using a conventional continuous tracking controller. The proposal
presents several distinctive features and innovations:

1. Instead of the classical compliance vector [40], this work uses a task
priority scheme to combine the force and position controllers. The
advantage of this approach is that it allows the inclusion of other ob-
jectives besides tracking reference forces and positions.

2. SMC is used to satisfy the equality constraints required to undertake
the surface treatment, i.e., to attain the desired tool pressure on the
surface and to keep the tool orientation perpendicular to the surface.

3. Several ASG algorithms are evaluated and compared to determine their
performance.

4. A third low-priority task is also considered for the case of redundant
robots (such as the one used in the experiments of this work) where
the remaining degrees of freedom of the robot are exploited to keep it
as close as possible to the home configuration for increased safety.

The paper is organized as follows. Next section introduces some prelim-
inaries, while Section 3 presents the SMC used in this work. The proposed
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approach for robotic polishing is presented in Section 4, while some impor-
tant remarks about the method are given in Section 4.4. A simulation is
presented in Section 5 in order to evaluate and compare several ASG laws.
The implementation of the proposed robot controller is detailed in Section 7.
The feasibility and robustness of the proposed approach is substantiated by
experimental results in Section 8 using a redundant 7R manipulator: the
Sawyer collaborative robot. Finally, some conclusions are given.

Nomenclature

ai i-component of vector a

a DH parameters (translation in X-
axis)

Ai Matrix for the i-th task

bi Vector for the i-th task

bm Motor viscous friction

d Unmeasured disturbance

d DH parameters (translation in Z-
axis)

dc Inaccuracy of the low-level control

e Error of the robot tool pose

f Vector field

fFC Bandwidth of the sensor filter

fKC,i Bandwidth of the kinematic control
in Level i

fRC Bandwidth of the robot controller

fSM Frequency of the SM control action

F Vector of forces and torques

Fz,ref Desire force in Z-axis

g Set of vector fields

im Armature current of the motor

J Robot Jacobian matrix

Jm Moment of inertia of the motor

Jn Geometric Jacobian relative to the
tool coordinate system

K3,p Position correction gain in Level 3

K3,v Velocity correction gain in Level 3

Kc Approaching parameter matrix

Kc,m Motor approaching parameter

Kint Speed adaptation parameter of con-
tinuous ASG methods

Km,e Motor electromotive force constant

Km,t Motor torque constant

Ks Stiffness coefficient matrix

KT,p Position correction gain in Level 2

KT,v Velocity correction gain in Level 2

l Robot kinematic function

Lfφ Lie derivative of φ in the f -direction

Lgφ Lie derivative of φ in the g-direction

Lm Motor electric inductance

M Number of tasks

Neq Number of equality constraints

Ni Null-space projection matrix for the
first i tasks

p Robot pose

p̈c Commanded acceleration for the
robot tool pose

pref Reference pose

ps Surface position and orientation

q Robot configuration

q Quaternion vector

q0 Home configuration

q̇c Commanded velocity

q̈c Commanded acceleration
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q̈c,i Solution of the commanded acceler-
ation for the first i tasks

Rm Motor electric resistance

Ts Control period

u Control input

u+ Switching gain

Vm Motor input voltage

W Switching gain weights

W Modified switching gain weights

x State vector

α Roll angle

α DH parameters (rotation in X-axis)

β Pitch angle

4φ Chattering band of φ

∆s Deformation of the sensor

η Configuration parameter of contin-
uous ASG methods

γ Yaw angle

µ Speed adaptation parameter of dis-
crete ASG method

ω Motor angular velocity

ωref Reference for the motor velocity

φ Modified constraint functions

φm Motor modified constraint function

Φ Allowed space

ψ Configuration parameter of contin-
uous ASG methods

σ Original constraint functions

σm Motor original constraint function

τ Joint torques

θ DH parameters (rotation in Z-axis)

2. Preliminaries

Kinematics. Following the standard notation [41], the robot pose p depends
on the robot configuration q as follows:

p = l(q), (1)

where the nonlinear function l is called the kinematic function of the robot.
The first- and second-order kinematics of the pose vector p result in:

ṗ =
∂l(q)

∂q
q̇ = Jq̇ (2)

p̈ = Jq̈ + J̇q̇, (3)

where J is the Jacobian matrix of the robot.

Robot control. This work assumes the existence of a low-level robot controller
in charge of achieving a particular joint acceleration from the commanded
acceleration q̈c, and that its dynamics is fast enough compared to that of q̈c.
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Hence, the relationship:

q̈ = q̈c + dc (4)

holds approximately true, where dc represents inaccuracies due to distur-
bances. Note that the dynamic model of the robot system should be taken
into account to properly design the mentioned underlying joint controller.
Obviously, for stability reasons, the bandwidth of this underlying robot con-
trol should be faster than that of the used kinematic control.

Task-priority based redundancy resolution. It is useful to consider the task-
priority strategy [41] to tackle several (possibly incompatible) objectives si-
multaneously assigning an order of priority to each one. Thus, a lower-
priority task is satisfied only by using the degrees of freedom in the null
space of the higher-priority ones [42]. When an exact solution is not pos-
sible for a given task at a particular priority level, its error is minimized.
The formulation for this approach is detailed below. Let us consider M tasks
which consist on calculating a command vector q̈c (i.e., the commanded joint
acceleration vector) in order to fulfill the following acceleration equality con-
straint:

Aiq̈c = bi, i = 1, . . . ,M, (5)

where matrix Ai and vector bi of the ith task are assumed known and index i
represents the priority order: i = 1 for highest priority and i = M to lowest.

The solution q̈c,M that hierarchically minimizes the error of equations
in (5) is given by the following recursive formulation, proposed in [43]:

q̈c,i = q̈c,i−1 + (AiNi−1)
†(bi −Aiq̈c,i−1) (6)

Ni = Ni−1(I− (AiNi−1)
†(AiNi−1)), (7)

with i = 1, . . . ,M, q̈c,0 = 0, N0 = I,

where I and 0 denote the identity matrix and zero column vector, respec-
tively, of suitable size, superscript † denotes the Moore-Penrose pseudoinverse
and q̈c,i and Ni are the solution vector and null-space projection matrix, re-
spectively, for the set of first i tasks.
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3. Sliding Mode Control

Theorem 1. Consider the dynamic system given by:

ẋ = f(x,d) + g(x)u, (8)

where x(t) is the state vector, d(t) is an unmeasured disturbance or model
uncertainty, u(t) is the control input vector (possibly discontinuous), f is a
vector field and g is a set of vector fields.

Consider also that the system state vector x is subject to equality con-
straints φi(x) = 0, i = 1, . . . , Neq, where φi(x) is the ith equality constraint
function. Thus, the manifold Φ of the state space compatible with the con-
straints on state x is given by:

Φ = {x | φi(x) = 0} , (9)

with i = 1, . . . , Neq.
Then, assuming that the constraint functions φi are differentiable, the

control action u that fulfills the variable structure control below guarantees
that the system converges to Φ in finite time and remains there henceforth:

Lgφu = −Wsign(φ) u+ (10)

u+ > ‖Lfφ‖1/diagmin(W), (11)

where φ is a column vector with all the constraint functions φi, the scalar

Lfφi =
∂φTi
∂x

f and the row vector Lgφi =
∂φTi
∂x

g denote the Lie derivatives of
φi(x) in the direction of vector field f and in the direction of the set of vector
fields g, respectively, column vector Lfφ contains the elements Lfφi of all
equality constraints, matrix Lgφ contains the row vectors Lgφi of all equality
constraints, sign(·) represents the sign function (typically used in SMC), pos-
itive scalar u+ is the so-called switching gain, which can be either constant
or varying in time, W is a diagonal matrix representing the switching gain
weights for the constraints, ‖ · ‖1 represents the 1-norm (also known as the
Taxicab norm) and function diagmin(·) computes the minimum value of the
diagonal elements of a matrix.

Proof. The proof can be obtained straightforward from the Proof 2.1 in [44]
and its generalization. Details omitted for brevity.
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3.1. Chattering

The upper bound for the chattering band 4φ of the proposal can be
obtained using the Euler-integration of the discontinuous control action given
by Eq. (10), that is:

4φ = Ts |Lgφ u| = Ts u
+ diag(W), (12)

where Ts is the sampling time of the robot system and function diag(·) gives
a column vector with the diagonal elements of a square matrix.

3.2. Adaptive sliding mode control

Since the switching gain u+ can be varying in time, a common option
consists in using an adaptive switching gain (ASG) in order to minimize
its value online and, thus, the control effort and chattering amplitude are
reduced. Next, some relevant ASG laws in the literature are detailed:

• Method in [45, 46] (M1):

u+(t) = u+(t0) +Kint

∫ t

τ=t0

‖φ‖ dτ , (13)

where u+(t0) is the initial SMC switching gain and Kint is a positive
configuration parameter that determines the speed of the adaptation.
Note that this ASG method is based on the fact that when the system
reaches the SM behavior the constraint function φ is equal to zero.
However, this method has the disadvantage that the switching gain
value cannot decrease due to the integral term. In fact, from a practical
point of view, the chattering phenomenon mentioned in Section 3.1
makes the switching gain increase indefinitely with this method, even
if the chattering band is small.

• Method in [47, 48] (M2):

u+(t) =

∣∣∣∣u+(t0) +Kint

∫ t

τ=t0

(‖φ‖ − ψ) dτ

∣∣∣∣ , (14)

where ψ is a positive constant lower than the SM band 4φ. Note
that this method improves the aforementioned method M1 including
the parameter ψ in the integral term in order to allow decreasing the
switching gain.
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• Method in [37, 33] (M3):

u+(t) = η
(
e‖φ‖ − 1

)
+Kint

∫ t

τ=t0

(‖φ‖ − ψ) dτ , (15)

where η is a positive configurable parameter. Note that this method is
similar to method M2 but introduces an exponential term that tends
to zero as the system tends to the SM surface given by φ = 0.

• Method in [38, 33] (M4):

u+(t) = η
(
e‖φ‖ − 1

)
+Kint

∫ t

τ=t0

‖φ‖ sign (‖φ‖ − ψ) dτ . (16)

Note that this method is similar to method M3 but modifies the integral
term using the sign function.

• Discrete method in [49, 50] (M5):

u+(k) = |u+(k − 1) + Ts µ sign(φ(k)) sign(φ(k − 1))|, (17)

where u+(k) and u+(k− 1) are the values of the switching gain for the
current and the previous time steps, respectively, φ(k) and φ(k−1) are
values of the constraint function for the current and the previous time
steps, respectively, and µ is a positive configuration parameter that
determines the speed of the adaptation. Since the SMC consists in a
first-order control law, the SM surface should be crossed in every succes-
sive time step and, hence, the ASG law in (17) increases the switching
gain if the SM surface has not been crossed and decreases it otherwise.
Thus, the method aims to lead the system to cross the SM surface while
minimizing the switching gain. This discrete approach works properly
for ideal or simple systems. Nevertheless, its performance is compro-
mised in real complex systems due to the unmodeled dynamics of the
system (nonlinearities, delays, noisy signals, etc.), which could make it
difficult to cross the SM surface in just one time step. Therefore, it
is proposed in this work to “relax” the commutation condition for real
systems, i.e., to consider a few time steps (e.g., two or three) instead of
just one time step to evaluate if the SM surface has been successfully
crossed or not in order to decrease or increase the switching gain.
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KcJ︸︷︷︸
A1

q̈c = −Wsign(φ) u+

︸ ︷︷ ︸
b1

Wk=Wk−1+Ts µ sign(φk)sign(φk−1)

LEVEL 1 (SMC constraints)

J︸︷︷︸
A2

q̈c =
p̈ref +KT,vė+KT,pe

−(Jdc + J̇q̇)
︸ ︷︷ ︸

b2

LEVEL 2 (Reference tracking)

I︸︷︷︸
A3

q̈c = −K3,vq̇+K3,p(q0 − q)︸ ︷︷ ︸
b3

LEVEL 3 (Home configuration)

q̈c,i = q̈c,i−1 + (AiNi−1)
†(bi −Aiq̈c,i−1)

Ni = Ni−1

(
I− (AiNi−1)

†(AiNi−1)
)

i = 1, 2, 3 q̈c,0 = 0, N0 = I

TASK PRIORITY
REDUNDANCY RESOLUTION

∫

FORCE
SENSOR

+
LOW PASS
FILTER

INTEGRATION
F

F

JOINT
SENSORS
{q, τ}

{q, q̇,p}

{q, q̇,p}

ROBOT
CONTROLLER

pref

q̈c,3 q̇c

Figure 1. Block diagram of the method.

4. Proposed approach

Fig. 1 shows the block diagram of the proposed method. Three tasks
with different priority levels are considered. Level 1 (high-priority task) is
developed using the SMC theories described in Section 3 in order to fulfill
the equality constraints required to accomplish the surface treatment task
with the robot tool. Level 2 (medium-priority task) is designed for reference
tracking in order to apply the treatment with the tool on a specific area
of the surface. Deviations from the reference trajectory are allowed if such
deviations are required to satisfy the above constraints. Level 3 (low-priority
task) is considered for the case of redundant robots to keep the robot close
to the home configuration.

The input to these levels are: the robot state {q, q̇} and pose vector
p obtained from the robot controller; the vector F of forces and torques
measured by a sensor located at the robot tool, which has already been
filtered by the sensor electronics; and the reference pose pref . Each level must
satisfy an acceleration equality of the form Aiq̈c = bi (5) whose square error
must be minimized. For this purpose, the task priority redundancy resolution
given by Eqs. (6) and (7) is used to obtain the commanded acceleration
q̈c,3, which is integrated and sent to the robot controller. Finally, the robot
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controller performs a low-level control loop to track the commanded velocity
q̇c using the current angles q and torques τ measured by the joint sensors.

4.1. Level 1: Constraints

The acceleration equality for Level 1 is obtained below using the SMC
presented in Section 3. In particular, the following steps must be followed to
apply Theorem 1:

1) Define a dynamic system in the form of Eq. (8).

2) Define the equality constraints φi(x) = 0, i = 1, . . . , Neq to be satisfied.

3) Compute the lie derivatives Lgφi.

4) Compute the control action u from equality (10), where the switching
gain u+ and switching gain weights W are the control parameters.

For the first step 1), a dynamic system is considered with state vector

x =
[
qT q̇T

]T
, disturbance vector d = dc and input vector u = q̈c. Hence,

the model is a double integrator, and from (4) the state equation results in:

ẋ =

[
O I
O O

]
x +

[
0
dc

]
+

[
O
I

]
u, (18)

and, therefore, the Lie derivatives for the constraint function φi are given by:

Lgφi = (∂φi/∂q̇)T (19)

Lfφi = (∂φi/∂q)T q̇ + (∂φi/∂q̇)T dc. (20)

The remaining steps 2), 3) and 4) are tackled below.

4.1.1. Force model

The constraints required to accomplish the surface treatment are defined
below depending on the forces and torques between the tool and the en-
vironment, which are measured by a force sensor located at the robot end
effector. In many applications, the interaction forces between the tool and
the environment can be approximated by the ideal elastic model below [51]:

F(q, t) = Ks ∆s(q,ps) =
[
Fx Fy Fz Fα Fβ Fγ

]T
, (21)

where F is the force vector relative to the tool coordinate system, Ks is a
diagonal matrix with the stiffness coefficients for each tool axis and vector ∆s
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is the mechanical deformation of the sensor relative to the tool coordinate
system, which depends on the robot configuration q and the position and
orientation ps of the surface of the environment. Note that, in general, both
Ks and ps are variable.

4.1.2. Modified constraints

Approaching the constraints at high speed is not advisable because, in
general, large joint accelerations q̈ would be required to slow down the robot
motion in order to keep it on the constraint manifold Φ. Therefore, the actual
constraint σi(q, t) = 0 will be modified to include the speed of movement as
follows:

φi(q, q̇, t) = σi +Kc,iσ̇i = 0 (22)

where Kc,i is a free design parameter that determines the rate of approach
to the original constraint σi = 0.

4.1.3. Constraints for the surface treatment

Three equality constraints are defined for the surface treatment as follows:

σz(q, t) =
[
0 0 1 0 0 0

]T
F− Fz,ref = 0 (23)

σα(q, t) =
[
0 0 0 1 0 0

]T
F = 0 (24)

σβ(q, t) =
[
0 0 0 0 1 0

]T
F = 0, (25)

where the first equality constraint is used to attain the desired force Fz,ref
between the tool and the surface in the tool Z-axis (which is longitudinal to
the robot end effector), whereas the last two equality constraints are used to
keep the tool orientation perpendicular to the surface, since the torques in
X- and Y -axes (i.e., Fα and Fβ) are zero if the tool is perfectly perpendicular
to the surface. Note that the torque in the Z-axis is not constrained and can
be used for the specific treatment application: polishing, grinding, etc.

Taking into account (19) and (21)–(25), the Lie derivative Lgφ required
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for the SMC in (10) is given by:

Lgφ = (∂φ/∂q̇)T = Kc (∂σ/∂q)T

= Kc




0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0


Ks Jn = Kc



Ks,z

Ks,α

Ks,β


Jn, (26)

where Jn is the geometric Jacobian relative to the tool coordinate system,
σ is a column vector composed of all equality constraints σi, Kc is a diag-
onal matrix composed of all parameters Kc,i and {Ks,z, Ks,α, Ks,β} are the
stiffness coefficients for the linear Z-axis and the rotational X- and Y -axis,
respectively.

4.1.4. Acceleration equality for Level 1

Since the stiffness coefficients Ks in Lgφ (26) may not be known, they
can be included without loss of generality in the switching gain weight matrix
W, so that the SMC given by (10) is modified as follows:

Kc Jn q̈c = −Wsign(φ) u+ → A1q̈c = b1, (27)

where A1 and b1 are the matrix and vector for the first task in (5) and:

W =



W z 0 0
0 Wα 0
0 0 W β


 =



Wz/Ks,z 0 0

0 Wα/Ks,α 0
0 0 Wβ/Ks,β


 . (28)

Note that the SMC given by (27) only requires: the control param-
eters {u+,W i, Kc,i}; the geometric Jacobian Jn; and the constraint func-
tions {φz, φα, φβ}, which are computed from the force sensor measurements
{Fz, Fα, Fβ, Fx, Fy} and their first-order time derivatives.

4.2. Level 2: Reference tracking

This work considers the classical operational space robot control [51] that,
taking into account Eqs. (3) and (4), results in:

Jq̈c =p̈c − (Jdc + J̇q̇), (29)

where p̈c is the commanded acceleration for the robot tool pose and dc is
typically set to zero since it represents an unknown disturbance.
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Moreover, considering the classical acceleration-based kinematic con-
troller used for trajectory tracking [52], i.e., a correction based on the position
and velocity errors plus a feedforward of the second-order derivative of the
reference, the commanded acceleration p̈c results in:

p̈c =p̈ref +KT,vė +KT,pe, (30)

where e is the error of the robot tool pose, i.e., e = pref − p, and KT,p and
KT,v are the correction gains for the position and velocity errors, respectively.

By comparing the acceleration equality (29) for Level 2 with equation (5)
it is obtained that A2 = J and b2 = p̈c − J̇q̇.

4.3. Level 3: Home configuration

This level is considered only for the case of redundant robots (such as
the one used to experimentally validate the proposed work, presented in Sec-
tion 8) since otherwise there are no remaining degrees of freedom at this
level. Therefore, the inclusion of this level allows to avoid an uncontrolled
self-motion of the redundant robot. While there are various options de-
scribed in the literature [53, 54], this work considers “pushing” the robot to
a home configuration q0 for increasing safety, away from critical areas due
to e.g. joint limits, singular configurations or possible obstacles in the robot
workspace. To achieve this purpose, the following equality is considered:

q̈c = −K3,vq̇ +K3,p(q0 − q), (31)

where K3,v and K3,p are the gains used for the velocity and position correc-
tions, respectively.

By comparing the acceleration equality (31) for Level 3 with equation (5)
it is obtained that A3 = I and b3 = −K3,vq̇ +K3,p(q0 − q).

4.4. Additional remarks

Control action. In this work the joint accelerations are considered as the SM
discontinuous control action, which yields two advantages: the joint veloci-
ties are continuous (smoother control) and it allows to reach smoothly the
boundary of the constraints in the high-priority Level 1. If the actual control
action are the joint velocities (or positions), a single (or double) integrator
can be applied to the discontinuous control signal to compute the actual
continuous control action, see Fig. 1.
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It is worth mentioning that if the robot can be commanded using joint
torques, which is not the case of most industrial robots, the proposed ap-
proach can be adapted for robot dynamic control computing the joint torques
from the commanded joint accelerations using the inverse dynamic model of
the robot. However, from a practical point of view, it could be advisable
to use the kinematic control to take advantage of the low-level joint con-
trol provided by the robot manufacturer, which is typically designed (and
fully optimized) taking into account a more complete robot dynamic model,
including frictions, dead-zones, etc.

Stability. The stability of the SMC in Level 1 is guaranteed if u+ fullfills (11)
and matrix Lgφ is full row rank. That is, taking into account (27), the row
rank of the robot Jacobian has to be equal to the number Neq of constraints.
If this is not satisfied at a certain time, e.g., the current robot configuration
is singular, the robot operation should be aborted since the fulfillment of the
constraints cannot be guaranteed. For Level 2 and Level 3, which represent
classical kinematic and inverse kinematic control algorithms, the reader is
referred to [55], where the stability of this kind of algorithms is analyzed in a
task prioritization framework. It is also worth mentioning that the limitation
of degrees of freedom for the tracking controller is the common situation in
hybrid position/force control, e.g., see the classical approach in [40].

Time derivatives. The method requires the first-order time derivatives of
F and J for the SMC in Level 1 and the tracking controller in Level 2,
respectively. The simplest way to deal with this issue consists in using nu-
merical differentiation, e.g., the well-known backward Euler approximation.
However, some kind of filtering should be previously applied to the actual
variable when non-negligible noise is present, although the filter bandwidth
must not limit the bandwidth of the control law, see Section 6.1.

4.5. Advantages of the proposed method

An advantage of the proposed approach is complementarity : the SMC
is in charge of controlling the tool force and orientation, whereas the lower
priority classical controller is in charge of tracking the reference trajectory.
Other advantages of the proposed SMC to satisfy the constraints are:

• Smoothness : firstly, the joint velocities are continuous since the SM
control action are the joint accelerations; and, secondly, the constraints
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manifold Φ is reached progressively depending on Kc,i, i.e., the velocity
perpendicular to the manifold Φ is progressively reduced to zero.

• Robustness : the SMC algorithm is robust against the Lie derivatives
Lfφi since they are collinear [19] with the discontinuous control action.
Therefore, it is not affected by the terms included in Lfφi, such as: the
inaccuracies dc of the low-level control loop; the pose ps (position and
orientation) of the surface of the environment and its derivative; the
time derivative of the Jacobian matrix J̇; the joint velocities q̇; etc.

• Low computational cost : Only partial information of the system model
is used, i.e., the Lie derivatives Lfφi are not needed (see the terms listed
above), only the Lie derivatives Lgφi are required. In particular, the
SMC given by (27) only requires the robot Jacobian and the constraint
functions φi, which are computed from the force sensor measurement F
and its time derivative. Hence, the method only requires a few program
lines and has reduced computation time, see Section 7.

5. Simulation

In this section, the SMC described in Section 3 together with the ASG
laws described in Section 3.2 are simulated for comparative purposes using
the simple DC motor model given by:

ω̇ = (Km,t im − bm ω)/Jm (32)

i̇m = (−Rm im + Vm −Km,e ω)/Lm, (33)

were ω is the rotor angular velocity, im the armature current, Vm the voltage
source, Jm the moment of inertia of the rotor, bm the motor viscous fric-
tion constant, Km,e the electromotive force constant, Km,t the motor torque
constant, Rm the electric resistance and Lm the electric inductance.

For this model, the output of the system will be the rotor speed ω and
the input or control action the voltage Vm. In order to track the reference
velocity ωref the original and modified constraints for the SMC are defined
as follows:

σm(ω) = Error = ωref − ω = 0 (34)

φm(ω, ω̇) = σm +Kc,mσ̇m = 0, (35)
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where Kc,m is the approaching parameter to the original constraint. Note
that the relative degree between the constraint function φm(ω, ω̇) and the
control action Vm is equal to one, as required by SM control theory.

5.1. Simulation conditions and parameter values

The simulation was run under the following conditions:

• Parameters used for the DC motor model: Jm(t0) = 0.1 kg.m2, bm =
0.1 N.m.s, Km,e = 0.01 V.s, Km,t = 0.01 N.m/A, Rm = 1 Ω and
Lm = 0.5 H.

• The approaching parameter to the original constraint is Kc,m = 0.1.

• The parameters used for each switching gain law are:

– FSG (fixed switching gain): u+ = 100

– M1: u+(t0) = 100, Kint = 500

– M2: u+(t0) = 100, Kint = 500, ψ = 0.01

– M3: η = 160, Kint = 1000, ψ = 0.01

– M4: η = 160, Kint = 1000, ψ = 0.01

– M5: u+(k0) = 100, µ = 500.

• The simulation period Ts was set to one millisecond

5.2. Simulation results

The simulation results presented below were obtained using MATLAB R©.
A first simulation has been conducted with a constant reference velocity

ωref of 0.5 rad/s and a variable moment of inertia Jm for the motor (see the
bottom plot in Fig. 2) in order to emulate a system with changing conditions:
for the interval 0–2s the value of Jm is constant and equal to 0.1 kg.m2;
for the interval 2s–3s the value of Jm progressively increases to 0.3 kg.m2;
subsequently, for the interval 3s–5s the value of Jm is constant and equal to
0.3 kg.m2; furthermore, for the interval 5s–6s the value of Jm progressively
decreases to 0.033 kg.m2; and, finally, for the interval 6s–8s the value of Jm
is constant and equal to 0.033 kg.m2. Fig. 2 shows that the FSG case does
not work properly when the value of the moment of inertia Jm is large, see
the error signal in the top plot. Besides, once the initial error has been
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Figure 2. Simulation with changes in the moment of motor’s inertia Jm: comparison of
FSG and ASG methods in terms of error and control switching gain.
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Figure 3. Simulation with constant motor parameters and sinusoidal and constant ref-
erence velocity: comparison of the FSG and ASG methods.
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corrected, among the ASG methods only methods M1, M4 and M5 maintain
the zero error, see the detail view in the second plot, which means that
they operate in SM during all the simulation (except for a short time at
the beginning of the simulation, while the initial error is being corrected),
as required. However, only the discrete method M5 properly modifies the
switching gain according to each part of the simulation (see the third and
fourth plots): a medium value for Jm = 0.1, a large value for Jm = 0.3
and a small value for Jm = 0.033. Furthermore, the chattering band for the
discrete method M5 is significantly smaller than that for methods M1 and
M4 since the switching gain obtained by method M5 is smaller, see the third
plot. Therefore, although methods M1 and M4 properly operate in SM, their
ASG laws clearly overestimate the switching gain, which is not advisable.

Another simulation has been considered with constant motor parameters
a reference velocity ωref consisting of two segments (see the bottom plot in
Fig. 3): for the first segment the reference is a sinusoidal wave ωref (t) =
0.5 + 0.5 sin(1.33πt) rad/s, whereas for the second segment the reference
velocity is a constant value of 0.5 rad/s. As before, once the initial error
of both segments has been corrected, only the discrete method M5 properly
modifies the switching gain according to the reference velocity (see the middle
and bottom plots in Fig. 3): for the sinusoidal segment the switching gain is
approximately a periodic signal with the same period of the reference signal;
whereas for the constant segment the switching gain remains constant. Note
that despite that the system conditions are constant for the second segment,
among the ASG methods only the discrete method M5 properly reaches a
low constant value for the switching gain.

Therefore, according to the above simulation analysis it can be concluded
that the discrete ASG method M5 has the best performance, since it adapts
promptly and effectively the switching gain in order to reduce the control
effort and the chattering amplitude. Hence, this method is used for the real
experimentation in Section 8.

6. Procedure to design the control parameters

6.1. Study of system frequencies

Next, the various signal rates and bandwidths involved in the design of
the proposed control method are discussed. Fig. 4 shows a frequency diagram
with the following parameters: fSM = (2Ts)

−1 is the frequency of the SM
control action; fFC is the bandwidth or cutoff frequency of the sensor filter,
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which is implemented in the sensor electronics; fRC is the bandwidth of the
robot controller, imposed by design by the robot manufacturer; and fKC,i is
the bandwidth of the kinematic control performed at Level i, which is given
by its poles. In particular, the pole of the kinematic control in Level 1, which
defines the approaching speed to the original constraint σi = 0, see (22),
is given by the inverse of the approaching parameter Kc,i. The poles of
the kinematic control in Level 2, which are used for reference tracking, are
given by the roots of the polynomial with coefficients [1 KT,v KT,p]. Finally,
the poles of the kinematic control in Level 3, which are used to avoid an
uncontrolled self-motion for the case of a redundant robot, are given by the
roots of the polynomial with coefficients [1 K3,v K3,p].

0
f

fKC,i fSM {fFC , fRC}

Figure 4. Frequency diagram.

As shown in Fig. 4, the frequency fSM of the SM control action has to be
lower than the filter cutoff frequency fFC , i.e., the filter attenuation at this
frequency should be relatively small. Similarly, the frequency fSM must also
be lower than the bandwidth fRC of the robot controller, otherwise changes
in the SM control action would not be properly “followed’. Furthermore, the
bandwidth fKC,i of the kinematic control should be significantly lower than
the SM frequency fSM for stability reasons.

1st Step 2nd Step 3rd Step 4th Step 5th Step

fFC fSM (Ts) Kc,i {KT,v,KT,p} {K3,v,K3,p} Fz,ref {u+,W i, µ}

Table 1. Steps to design the control parameters.

6.2. Practical guidelines for selecting the parameter values

Table 1 summarizes the steps to design the control parameters, whereas
the guidelines to select them are detailed as follows:

1st) The bandwidth fFC of the sensor filter is selected as high as possible
but guaranteeing that the measurement noise is effectively negated in
practical terms.
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2nd) The control sampling time Ts is selected as low as possible but guaran-
teeing that the SM frequency fSM = (2Ts)−1 is lower than the band-
widths of the sensor filter fFC and robot controller fRC .

3rda) The approaching parameter Kc,i should be as low as possible to reduced
the chattering of the original constraint function σi, see (22), but it also
has to guarantee that the bandwidth fKC,1 = K−1c,i is significantly lower
than the SM frequency fSM . The proposed relationship fKC,1 ≈ fSM/4
has been used in the work hereby presented with successful results.

3rdb) The parameter KT,v is chosen to obtain a reference tracking with
fast overdamped response. In particular, since the critically damped
response is given by KT,v,crit = 2

√
KT,p, it is proposed to use

KT,v ≈ 3
√
KT,p. Moreover, the parameter KT,p is chosen to guaran-

tee that the bandwidth of the reference tracking, which is given by
its fastest pole, fulfills the relationship fKC,2 ≈ fSM/6, since successful
experimental results have been obtained using this relationship.

3rdc) It is proposed to use K3,v ≈ 3
√
K3,p to obtain a fast overdamped re-

sponse. Since Level 3 is used to control robot self-motion, its dynamics
can be relatively slow without degrading robot performance. Hence, the
parameter KT,p is selected to fulfill the relationship fKC,2 ≈ fSM/10.

4th) The reference force Fz,ref is established depending on the requirements
of the actual surface treatment task. Some examples are given below
in Section 8 for the practical scenarios presented.

5th) The switching gain u+ and switching gain weights W i are empirically
tuned as small as possible to reduce the chattering effect whilst guar-
anteeing that the SM behavior of the control action remains effective
in pursuing a desired reference trajectory for the task at hand. More-
over, the speed adaptation parameter µ for the discrete ASG law is
tuned as high as possible whilst ensuring low oscillation behavior for
the switching gain.

7. Controller implementation

The pseudo-code of the proposed method is shown below. The algorithm
is executed at a sampling time of Ts seconds and uses the following auxiliary
functions:
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• Expression A[i, j] is used to access the element of matrix A at row i
and column j; whereas expression A[i1 : i2, j1 : j2] is used to access the
submatrix of A from the i1-th row to the i2-th row and from the j1-th
column to the j2-th column

• Symbol ◦ denotes the element-wise or Hadamard product.

• Function length(x) returns the number of elements of vector x.

• Function atan2(y, x) computes the four-quadrant arctangent of y/x.

• Moore-Penrose pseudoinverse (·)†, see Section 2, which is computed
via the singular value decomposition (SVD) method [56] and using a
tolerance to set to zero the very small singular values in order to avoid
extremely large values for the commanded accelerations. In particular,
the singular values whose modulus is less than a hundredth of the
magnitude of the maximum singular value are set to zero.

• Function GetRobotStateAndPoseFromController() returns the current
robot state {q, q̇} and end-effector pose p (orientation is represented
by the robot controller in quaternions q and, hence, function Con-
vertQuaternionsToRPY below is used to convert them to the roll-pitch-
yaw angles of the pose p).

• Function GetForceVector() returns the current force F, which has al-
ready been filtered by the sensor electronics.

• Function SendToJointControllers(q̇c) sends the current commanded
joint velocity vector to the joint controllers.

The computation time per iteration of the algorithm in a computer with
Intel Core i7-4710HQ processor at 2.5 GHz clock frequency using compiled
C code was around 15 microseconds for the experiment in Section 8.

8. Real experimentation

The setup used for the experiments consists of (Fig. 5): a Sawyer collabo-
rative robot; a Force/Torque Sensor: Nano25 SI-25-25 attached to the robot
end-effector; a tool consisting of a cylinder of 43x43x10mm attached to the
sensor; and an object with flat flexible surface as target.
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Algorithm executed at sampling time of Ts seconds

1 [q, q̇,p] =GetRobotStateAndPoseFromController();
2 F =GetForceVector();
3 [J,Jn] =GetRobotJacobian(q, p);
4 ṗref = (pref − pref,prev)/Ts ; // Derivative

5 p̈ref = (ṗref − ṗref,prev)/Ts ; // Derivative

6 J̇ = (J− Jprev)/Ts ; // Derivative

7 Ḟ = (F− Fprev)/Ts ; // Derivative

8 ṗ = Jq̇ ; // Eq. (2)
9 p̈c = p̈ref +KT,v(ṗ− ṗref ) +KT,p(p− pref ) ; // Eq. (30)

10 φ =



Fz − Fz,ref +Kc,zḞz

Fα +Kc,αḞα
Fβ +Kc,βḞβ


 ; // Eqs. (22)-(25)

11 W =
∣∣Wprev + Ts µ sign(φ) ◦ sign(φprev)

∣∣ ; // Eq. (17)

12 A1 = Kc Jn ; // Eq. (27)

13 b1 = −Wsign(φ) u+ ; // Eq. (27)
14 A2 = J ; // Eq. (29)

15 b2 = p̈c − J̇q̇ ; // Eq. (29)
16 A3 = I ; // Eq. (31)
17 b3 = −K3,vq̇ +K3,p(q0 − q) ; // Eq. (31)

18 q̈c,1 = A†1b1 ; // Eq. (6), i = 1

19 N1 = I−A†1A1 ; // Eq. (7), i = 1
20 q̈c,2 = q̈c,1 + (A2N1)

†(b2 −A2q̈c,1) ; // Eq. (6), i = 2
21 N2 = N1(I− (A2N1)

†(A2N1)) ; // Eq. (7), i = 2
22 q̈c,3 = q̈c,2 + (A3N2)

†(b3 −A3q̈c,2) ; // Eq. (6), i = 3
23 q̇c = Tsq̈c,3 + q̇c,prev ; // Integration

24 SendToJointControllers(q̇c);
25 q̇c,prev = q̇c ; // For next iteration

26 pref,prev = pref ; // For next iteration

27 ṗref,prev = ṗref ; // For next iteration

28 Jprev = J ; // For next iteration

29 Fprev = F ; // For next iteration

30 φprev = φ ; // For next iteration

31 Wprev = W ; // For next iteration
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Computation of the robot Jacobian

1 Function GetRobotJacobian(q, p):
2 Z = 0 ∈ R3x3, I = diag(1) ∈ R3x3, U = diag(1) ∈ R4x4,

N = length(q), Jn = 0 ∈ R6xN ;

3 [θ,d, a,α] =GetDHParameters(q);
4 for i = N ; i ≥ 0; i = i− 1 do

5 U=




cos θi − sin θi cosαi sin θi sinαi ai cos θi
sin θi cos θi cosαi − cos θi sinαi ai sin θi
0 sinαi cosαi di
0 0 0 1


U;

6 Jn[1 : 6, i] =




−U[1, 1]U[2, 3] +U[2, 1]U[1, 4]
−U[1, 2]U[2, 4] +U[2, 2]U[1, 4]
−U[1, 3]U[2, 4] +U[2, 3]U[1, 4]

U[3, 1]
U[3, 2]
U[3, 3]


;

7 end

8 M =

[
1 0 sin p5
0 cos p4 − sin p4 cos p5
0 sin p4 cos p4 cos p5

]
;

9 T =
[
I Z
Z M−1

][
U[1 : 3, 1 : 3] Z

Z U[1 : 3, 1 : 3]

]
;

10 J = TJn;
11 return [J,Jn]

Computation of the robot DH parameters

1 Function GetDHParameters (q):

2
[
θ d a α

]
=




q1 0.3159 0.081 −π/2
q2 + π/2 0.1925 0 π/2
q3 + π 0.4 0 π/2
q4 −0.1685 0 −π/2

q5 + π 0.4 0 −π/2
q6 0.1363 0 π/2

q7 − 1.7449 0.1337 0 0


;

3 return [θ,d, a,α]
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Conversion from quaternions to roll-pitch-yaw angles

1 Function ConvertQuaternionsToRPY(q):

2 M =

[
1− 2(q22 + q23) 2(q1q2 − q4q3) 2(q1q3 + q4q2)
2(q1q2 + q4q3) 1− 2(q21 + q23) 2(q2q3 − q4q1)
2(q1q3 − q4q2) 2(q2q3 + q4q1) 1− 2(q21 + q22)

]
;

3 if |M[3, 3]| < 10−6 and |M[2, 3]| < 10−6 then
4 α = 0;
5 β =atan2(M[1, 3],M[3, 3]);
6 γ =atan2(M[2, 1],M[2, 2]);

7 end
8 else
9 α =atan2(−M[2, 3],M[3, 3]);

10 β =atan2(M[1, 3],cosαM[3, 3]− sinαM[2, 3]);
11 γ =atan2(−M[1, 2],M[1, 1]);

12 end
13 return [α, β, γ]

Figure 5. Experimental setup: 7R serial manipulator with a force sensor rigidly attached
to the robot end-effector, a tool consisting of a cylinder of 43x43x10mm attached to the
sensor to emulate a surface preparation operation and a flat surface as target.
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The controller is implemented in an external PC (Intel Core i5-3470 pro-
cessor at 3.2GHz) using Ubuntu 16.04 as O.S., ROS Lunar distribution,
Intera 5 SDK from Rethink Robotics, and the netft rdt driver ROS package
provided by ATI Industrial Automation. All Sawyer robot, force sensor and
external PC are connected to a router and communicate via UDP protocol.

8.1. Parameter values

The control parameters shown below were selected using the steps and
practical guidelines detailed in Section 6.2.

i) The force sensor signal is filtered using a first-order low-pass filter with
a cutoff frequency fFC of 73 Hz (see 1st step in Section 6.2), which is
implemented in the sensor electronics.

ii) The estimated bandwidth fRC for robot controller is about 30 Hz and,
hence, the control period Ts is set to 20 milliseconds, i.e., fSM = 25 Hz
(see 2nd step in Section 6.2).

iii) Parameters used for the Level 1 SMC described in Section 4.1: parame-
ters of the constraint functions Kc,z = Kc,α = Kc,β = 0.15 (see 3rda step
in Section 6.2) and Fz,ref = −15 N (see 4th step in Section 6.2); FSG
method given by u+ = 0.84 and {W z = 0.01,Wα = 1,W β = 1} (see
5th step in Section 6.2). Furthermore a second option has been tested
for the switching gain using the discrete ASG method given by (17)
with µ = 0.02 (see 5th step in Section 6.2), where the commutation
condition has been relaxed to two sample times, see Section 3.2.

iv) Parameters used for the Level 2 described in Section 4.2: parameters
of the tracking controller KT,v = 5 and KT,p = 3 (see 3rdb step in
Section 6.2); and a 2D reference trajectory consisting of a circle of
radius 80mm and period 10 seconds.

v) Parameters used for the Level 3 described in Section 4.3: pa-
rameters of the PD controller K3,v = 3 and K3,p = 1
(see 3rdc step in Section 6.2); and home configuration q0 =[
0.003 −0.577 0.002 2.044 −0.067 0.104 3.382

]T
rad.
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8.2. Comparison experiment
Firstly, an experimental comparison has been conducted between the

SMC with FSG and discrete ASG methods when the tool is exposed to dif-
ferent stiffness along its trajectory on the object surface. For this purpose,
a polycarbonate flat object of 400x400x3mm is used, see the red surface on
the table in Fig. 5. This flat object allows some flexibility and can be folded
along the trajectory of the tool, modifying thus the stiffness of the flat object
in its perpendicular direction. The switching gain u+ or initial switching gain
u+(0) for the FSG and ASG methods, respectively, was experimentally tuned
to obtain the lowest chattering band and better system performance when
the flat object is completely rested on a table, as shown in Fig. 5. The video
of both experiments can be played at https://media.upv.es/player/?id=
eeb6fad0-21b0-11e8-b43a-51b816915a74. The comparison below between
both methods is focused on the constraint used to attain the desired force
between the tool and the surface in the tool Z-axis, since the differences for
the other two constraints used to keep the tool orientation perpendicular to
the surface are not significant.

As shown in Fig. 6, the SMC with FSG u+ is not able to keep the pressure
on the surface when changes in the flat object stiffness arise. In particular,
the system behavior for the first 26 seconds is the one expected, keeping the
contact on the object surface and compensating the pressure on it switching
properly the constraint function φz according to the sensor measurements.
From then on, the flat object has different stiffness along the tool trajectory
because one corner of the object is held above the table, see snapshots of the
video recording depicted in Fig. 7. For this situation, the SMC with FSG is
not able to compensate for such disturbances and thus the pressure exerted
on the object surface is different at several locations. In particular, around
time instants 30s, 40s, 50s and 60s the SM behavior is clearly lost (see the
commutation function), which means that the pressure exerted is not enough
and the tool is but lightly brushing the flat surface. This poor performance
can lead to loss of contact with the object, as indeed occurs around time 70s,
which results in task failure.

It is interesting to note that the amplitude of the chattering band for the
constraint function φz is significantly reduced during the SM phases of the
second part of the experiment, i.e., when one corner of the object is held
above the table. This is because the stiffness coefficient Ks,z is significantly
reduced when the surface has no support and, since the used value for W z

remains constant, it effectively means that the actual value for Wz is also
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fied and original constraints functions (φi in dark-blue and σi in light-cyan), commutation
function and switching gain u+z = W z u
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(a) video 0m48s; graph 30s (b) video 0m49s; graph 31s (c) video 0m50s; graph 32s

(d) video 1m28s; graph 70s (e) video 1m30s; graph 72s (f) video 1m31s; graph 73s

Figure 7. Frames of the video of the comparison experiment. The time instant is
indicated for each frame.

reduced, see (28). The end result is a lower chattering band, see (12), as can
be clearly observed in the top plot of Fig. 6 from time instant 26s.

In contrast to the FSG approach, when the SMC with the discrete ASG
algorithm is used, the system is able to compensate for the changes in object
stiffness during the entire experiment and the SM behavior is not lost, as it
is shown in Fig. 8. Note that from the interval 25s–70s the controller needs
to increase the switching gain in order to deal with changes in the object
stiffness, whereas the switching gain from 0s to 24s and from 80s to the end
remains around 0.01, which is the optimal value previously designed when
the flat object is completely rested on the table, as it is the case. Note as
well that the constraint function φz is permanently switching for the entire
experiment, thus allowing to keep the pressure exerted on the object surface
regardless the stiffness changes.

Note also that, as before, the amplitude of the chattering band for the
constraint function φz is reduced during the second part of the experiment,
i.e., when one corner of the object is held above the table. However, this
reduction is lower than that obtained for the FSG case because the value of
W z does not remain the constant, it is increased by the discrete ASG law,
as seen at the bottom plot in Fig. 8.
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(a) video 0m50s; graph 39s (b) video 0m55s; graph 44s (c) video 0m58s; graph 47s

(d) video 1m37s; graph 86s (e) video 1m40s; graph 89s (f) video 1m45s; graph 94s

(g) video 2m45s; graph 154s (h) video 2m48s; graph 157s (i) video 2m51s; graph 160s

Figure 9. Frames of the video of the dynamic experiment. The time instant is indicated
for each frame.
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8.3. Dynamic and reorientation experiments

In order to verify the robustness and performance of the proposed ap-
proach, a more dynamic experiment has been conducted introducing changes
in the position, orientation and stiffness of the flat target object. The video
of this experiment can be played at https://media.upv.es/player/?id=

fe067e10-21ac-11e8-b43a-51b816915a74 and Fig. 9 shows several instants
of the video: Fig. 9(a), 9(b) and 9(c) show the robot behavior when the flat
target object rests on the table; the other frames in Fig. 9 show the system
behavior when the flat object is held above the table at different positions
and orientations. Fig. 10 shows the performance of the system in terms of
constraints, where it can be seen that the constraint functions {σz, σα, σβ} are
switching around zero as expected. This means that the surface treatment
task is being carried out as expected: the tool orientation is kept perpendic-
ular to the object surface and the pressure with the tool on the surface is
maintained regardless of the changes on the object position, orientation and
stiffness. The figure also shows the variation of the computed switching gain
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Figure 12. Dynamic experiment: Trajectory followed by the robot tool (thin-blue line)
and circular reference trajectory (thick-red line). Left: 3D representation. Right: top
view.

in order to maintain a stable pressure on the object surface regardless of the
changes in stiffness. Fig. 11 and 12 show the Cartesian trajectory followed
by the tool pose as a function of time and the corresponding 3D represen-
tation, respectively. Note that the tool coordinates in X- and Y -axes follow
the reference signals so closely that they can be hardly distinguished.

Another experiment has been conducted to highlight the reorienta-
tion capability of the SMC in Level 1. For this experiment, the refer-
ence trajectory for the tracking controller is just a 2D point. The video
of this experiment can be played at https://media.upv.es/player/?id=

79c83140-21aa-11e8-b43a-51b816915a74, where it can be seen that the
controller is able to dynamically adapt the tool orientation for a wide range
of values: three snapshots of this experiment are shown in Fig. 13 to illustrate
that the robot tool is kept perpendicular to the surface in very challenging
cases.

8.4. Discussion

Regarding the first advantage listed in Section 4.5 for the proposed SMC,
it can be seen in the above experiments that due to the approaching parame-
ter Kc,i, the original constraint functions σi are significantly smoothed when
compared to φi, see the first plot in Fig. 6 and Fig. 8 and the first three plots
in Fig. 10.
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(a) 1m09s (b) 1m30s (c) 1m48s

Figure 13. Frames of the video of the reorientation experiment. The time instant is
indicated for each frame.

Regarding the robustness of the method, the dynamic experiments have
revealed how the robot is able to automatically adapt the tool position and
orientation to properly perform the surface treatment regardless of changes
in the object position, orientation and stiffness. In fact, the proposed SMC
algorithm is robust [19] against all the terms included in the Lie derivatives
Lfφi: the inaccuracies dc of the low-level control loop; the pose ps (posi-
tion and orientation) of the surface of the environment and its derivative;
and, in general, all the reasonable perturbations and unmodeled dynamics
(non-linearities, friction forces, etc.) that can be met in practical scenarios
for the task of surface treatment, as the challenging examples shown have
demonstrated (please refer also to all the video links included).

Furthermore, the SMC algorithm only requires the Lie derivatives Lgφi,
which are given by the robot Jacobian. Thus, the proposed method can be
programmed in a few lines of code, see Section 7, which translates in efficient
computational times for the control loop: 15 microseconds for the above
experiments using a modern computer.

As is the case with other SMC-based controllers, the main disadvantage
of the method is the chattering drawback, see Section 3.1, although this
problem becomes negligible for reasonable fast sampling rates.

9. Conclusions

A hybrid position-force control approach has been developed in this work
for robotic surface treatment using task priority and sliding mode control.
In particular, sliding mode control has been used to satisfy equality con-
straints in order to perform surface treatment tasks, i.e., to attain a desired
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tool pressure on the surface and to keep the tool orientation perpendicular
to the surface. In order to deal with sudden changes of the material stiff-
ness suffered by the polishing tool along the trajectory, which can produce
instability and poor polishing performance, several adaptive switching gain
laws have been considered and compared. Furthermore, two more tasks have
been considered: a medium-priority task defined to track the desired refer-
ence trajectory on the surface being polished and, for the case of redundant
robots, a low-priority task used to keep the manipulator close to the home
configuration.

The applicability and effectiveness of the proposed approach is substanti-
ated by experimental results using a redundant 7R manipulator: the Rethink
Sawyer collaborative robot.
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