Abstract: As agent-based modelling gains popularity, the demand for transparency in underlying modelling assumptions grows. Behavioural rules guiding agents’ decisions, learning, interactions and possible changes in these should rely on solid theoretical and empirical grounds. This field has matured enough to reach the point at which we need to go beyond just reporting what social theory we base these rules upon. Many social science theories operate with various abstract constructions such as attitudes, perceptions, norms or intentions. These concepts are rather subjective and remain open to interpretation when operationalizing them in a formal model code. There is a growing concern that how modellers interpret qualitative social science theories in quantitative ABMs may differ from case to case. Yet, formal tests of these differences are scarce and a systematic approach to analyse any possible disagreements is lacking. Our paper addresses this gap by exploring the consequences of variations in formalizations of one social science theory on the simulation outcomes of agent-based models of the same class. We ran simulations to test the impact of four differences: in model architecture concerning specific equations and their sequence within one theory, in factors affecting agents’ decisions, in representation of these potentially differing factors, and finally in the underlying distribution of data used in a model. We illustrate emergent outcomes of these differences using an agent-based model developed to study regional impacts of households’ solar panel investment decisions. The Theory of Planned Behaviour was applied as one of the most common social science theories used to define behavioural rules of individual agents. Our findings demonstrate qualitative and quantitative differences in simulation outcomes, even when agents’ decision rules are based on the same theory and data. The paper outlines a number of critical methodological implications for future developments in agent-based modelling.
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Introduction

1.1 The computational social science community has witnessed an exponential growth in agent-based models (ABMs). ABMs are often used to represent human behaviour in applications beyond pure social sciences, for example to study dynamics of coupled human-natural systems [An2012] and regime shifts in those [Filatova et al.2016]. Social scientists acknowledge that human decisions are shaped by a range of behavioural factors, that they follow a multi-stage process, are prone to social network influences and vary from context to context [Steg et al.2005, Bolderdijk et al.2013, Edmonds 2017]. Since there is no single generic social science theory explaining human decisions, academics have explored which theory is best to use for specific research problems [Schlüter et al.2017]. At the same time, there is a growing concern that how which modellers interpret qualitative social science theories in (quantitative) ABMs may differ from case to case [Dressler & Schulze 2016a, Parker 2018]. Yet, formal tests of these differences are scarce, and there is no systematic approach to analyze possible
1.2 The issue is illustrated using the case of energy ABMs. Significant increase in green-house gas emissions is correlated with escalating energy consumption by nearly every sector of modern economies worldwide (Solomon et al. 2007; Edenhofer et al. 2011; Intergovernmental Panel on Climate Change 2015). Behavioural changes in energy consumption become increasingly crucial to account for (Stern et al. 2016), yet are difficult to analyse formally (Nauck & Enkvist 2009). Due to their bottom-up nature, agent-based simulations became a prominent tool to study aggregated impacts of behavioural changes in energy consumption. By connecting micro-behaviour with macro-level outcomes (cumulative changes in CO₂, economic net benefits, diffusion rate of specific practices or technologies) ABMs assess potential impacts of policies that are particularly geared to inducing behavioural changes among individual households. Since both price and non-price factors are relevant here, most energy ABMs go beyond rational decision-making models with perfect information (Jager 2000) by including uncertainty and preferences for non-monetary aspects of decision-making, by introducing heterogeneity in the latter, and by treating peer influence explicitly through social networks. All this requires input from social science theories (Balke & Gilbert 2014).

1.3 In particular, psychology theories play a dominant role in defining agents’ behavioural rules in ABMs, including energy applications. One of the most prominent theories in the agent-based literature on household decision making is the Theory of Planned Behaviour (TPB) by Ajzen (1991). This psychological theory considers decision-making as a process where a particular choice or behavioural action depends on intentions, shaped by one’s attitude, the influence of existing social norms and one’s perceived control over the situation. This straightforward way of explaining the process of individual decision-making has made TPB popular among empirical social science scholars as well as in the ABM domain. The TPB is extensively used in ABMs to specify agents’ behavioural rules. TPB-ABM are used to study technology diffusion among households (Schwarz et al. 2016; Schwarz & Ernst 2009; Robinson & Rai 2015; Gamal Aboelmagd 2010), migration decisions (Klabunde & Willekens 2016; Kniveton et al. 2012; 2011), farmers’ decision-making (Kaufmann et al. 2009), healthy lifestyle choices (Richetin et al. 2010), waste recycling (Ceschi et al. 2015), adoption of food safety measures (Verwaart & Valeeva 2011), urban development (Silva & Wu 2014) and segregation decisions (Wang & Hu 2012), traffic behaviour (Roberts & Leg 2012; Yu & Gou 2014) and ethical problem solving (Robbins & Wallace 2007). This makes of TPB a good case of a social theory for the purpose of this article.

1.4 This recognition of TPB in the ABM literature seemingly resolves the issue of theoretical micro-foundations of agent behaviour (Mansury 2015). However, there is one methodological challenge. As is the case in many social science theories, TPB still remains rather subjective. Its constructs – attitudes, subjective norms, intentions – remain abstract and open to interpretation when operationalizing the theory in a model code. As a modeller, one must first decide, what form to give to these conceptual psychological notions, and then has to use one’s own creativity to operationalize them as specific elements in the code. The question is to what extent do these different operationalizations of the same theory behind agents’ behavioural rules in an ABM code make a qualitative or quantitative difference in any simulation results. Notably, TPB is not unique in this. Other social science theories that are regularly employed in formal models, including ABMs, are likely to suffer from the same problem (Dressler & Schulze 2016a; Polhill & Gotts 2017). The differences in formalizing abstract theoretical constructs in a code of a simulation model might be classified along a number of dimensions, leading to specific research questions:

1. Different Architecture: Factors influencing a decision-making process are identical between two models, and are represented in the same way but are embedded in different model architectures. In other words, even the same factors may be put together in a different manner, a sequence and a functional form, or following a different structure of agent’s decision rules. For example, income may be considered as part of a multi-attribute utility function or serve as a threshold to compare options outside the utility estimation. The first research question RQ1 arises, pointing to whether a change in the ABM architecture, ceteris paribus, produces qualitatively different results.

2. Different Factors: Models – even with the same architecture – may differ in the number and types of factors, which are assumed to influence a specific decision making process. This is usually the most obvious difference when, for example, in addition to economic and environmental factors a modeller assumes that social networks or behavioural biases also influence an individual agent’s decision. Accordingly, RQ2 questions what difference a change in factors influencing a decision-making process produces in terms of simulation outcomes.

3. Different Representations: Even when factors influencing a decision-making process are the same and are embedded in the same model architecture, they may be represented by means of different measures. The
represents the sensitivity of simulation outcomes of an ABM to the distribution of data fed into it.

4. **Different Data**: Finally, two models that are identical in architecture, factors and their representations may vary in the salient aspects of empirical data employed. Namely, while modellers are often transparent about values and sources of empirical data used for models' parameterization, a reader knows little about underlying distributions in those data sets since usually only an average is reported. RQ4 therefore addresses the sensitivity of simulation outcomes of an ABM to the distribution of data fed into it.

1.5 **The ABM field has already made significant progress in communicating model details.** There is a common protocol [Grimm et al. 2010; Polhill et al. 2008], and there is an understanding that solid theoretical [Axtell 2005; Schlüter et al. 2017] and empirical [Robinson et al. 2007; Smajgl et al. 2011; Boero & Squazzoni 2005] micro-foundations of behavioural rules of agents have to replace ad hoc assumptions. However, the transparency and reliability of our models seems to be undermined if formalizations of social science theories diverge without understanding the consequences of these variations. This paper aims to make a step in addressing this methodological gap by testing the impact of different interpretations of the same theory in ABMs of the same class – models grounded in the same theory and designed to address the same research problem.

1.6 **We have taken energy ABMs based on the TPB as a test case to systematically explore this problem.** Firstly, we test three different operationalizations of TPB used to define rules of household agents, which decide on whether to install solar panels or not (i.e., RQ1). We focused on PV installations since householders' actions, which matter most in terms of CO$_2$ reduction, concern technology installations. Secondly, we introduced an additional factor that may influence household agents' decisions – information on the financial aspects of PVs – and study how it may influence PV diffusion. Information was empirically proven to be of significance for this type of decisions [Kastner & Matthies 2016; Rai et al. 2016], but not yet implemented in energy ABMs, (i.e., RQ2). Thirdly, any factor can be represented in a number of ways. For example, information may enter an individual decision maker in terms of an uncertainty bias or as a costly time investment to reduce it (i.e., RQ3). Lastly, we present a stylized example on the influence of various disaggregated data sets when going beyond averages in setting up agent's characteristics or elements of rules. Since we only had one data set available for individual households' preferences, we changed the distribution of individual information endowment over the whole agent population using the same mean but various random distributions to explore RQ4.

1.7 **The paper is organised as follows.** The methodology sections present three alternative ABMs based on the same theory (TPB) and the setup of simulation experiments to explore the research questions RQ1-4. Subsequently, we discuss the simulation results grouped around the four experiments. The paper concludes by summarizing the critical methodological implications for future developments of the ABM field.

**Methodology**

2.1 **To understand the impact of different operationalizations of a social science theory in ABMs of the same class,** we developed a base ABM and systematically change its setup along the four dimensions discussed above. Namely, we varied its architecture, driving factors behind agents' decisions, a representation of these factors by particular measures, and a distribution of data used to parameterize a key factor. Appendix A briefly introduces TPB and describes the 3 TPB operationalizations in the ABM code in details. This section provides a summary of the differences among our 3 TPB-ABMs and explains the assembly of the simulation experiments addressing our main research goal.

**Different architectures: Theory of Planned Behaviour in ABMs**

2.2 **The ABM, which we took as a basis for testing differences in architecture, factors, representations and data,** was developed to study the diffusion of renewable energy among households [Tariku 2014; Muelder 2016]. We refer to this base version as MF ABM (after the authors). MF ABM is designed to study aggregated outcomes of individual household decisions regarding PV installation in a municipality of Dalfsen, one of the pioneering green municipalities in the Netherlands. There are 5,800 agents representing home-owners of various income classes.
The approaches were implemented in our base data availability, a few adjustments were required (see Section A., Appendix A for details). Their corresponding architecture of the TPB-ABMs. To bring the ABMs developed by making agents bounded-rational \( MF \) to the information agents possess in the current step only, this approximation of utility maximization is myopic, holds compare this to their status quo utility to choose the highest. Since this choice of a better options is limited calculating the individual multi-attribute utility of taking an action (Equation \( six.pnum \)), i.e., investing in PVs. Household social norms (Equation \( six.pnum, Table \( two.pnum \)). A/ter estimating individual utilities of their status quo, agents continue by four decisive factors to the overall utility and weight them based on their attitudes towards these factors and utility estimation and information barrier check – from those who are not. Agents estimate contributions of the \( eight.pnum \) factors to the overall utility and weight them based on their attitudes towards these factors and utility estimation and information barrier check – from those who are not. Agents estimate contributions of the four decisive factors to the overall utility and weight them based on their attitudes towards these factors and social norms (Equation \( five.pnum, Table \( two.pnum \)). It filters out households that are going to consider a PV installation decision – i.e. continue with their status quo utility to choose the highest. Since this choice of a better options is limited to the information agents posses in the current step only, this approximation of utility maximization is myopic, making agents bounded-rational \( MF \) in Table \( two.pnum \). Section A.1 in Appendix A describes the \( MF \) architecture in details.

2.3 The architecture of the decision flow of \( MF \) households (Figure\[b\]) captures the main elements of TPB (Figure\[a\], Appendix A). Our simulations run over 30-time steps, one step corresponding to a half year period. Each time step household agents in \( MF \) ABM assess their PBC implemented as a probabilistic affordability barrier (Equation \( five.pnum \), Table \( two.pnum \)). It filters out households that are going to consider a PV installation decision – i.e. continue with utility estimation and information barrier check – from those who are not. Agents estimate contributions of the four decisive factors to the overall utility and weight them based on their attitudes towards these factors and social norms (Equation \( five.pnum, Table \( two.pnum \)). After estimating individual utilities of their status quo, agents continue by calculating the individual multi-attribute utility of taking an action (Equation \( six.pnum \), i.e., investing in PVs. Households compare this to their status quo utility to choose the highest. Since this choice of a better options is limited to the information agents posses in the current step only, this approximation of utility maximization is myopic, making agents bounded-rational \( MF \) in Table \( two.pnum \). Section A.1 in Appendix A describes the \( MF \) architecture in details.

2.4 We then compare \( MF \) ABM to its two alternatives inspired by the TPB-ABM of Schwarz & Ernst \( two.pnum/zero.pnum/zero.pnum/nine.pnum \) and the TPB-ABM of Rai & Robinson \( two.pnum/zero.pnum/one.pnum/five.pnum \), to which we further refer to as \( SE \) and \( RR \) studies. These models consider environmental, social and economic reasons for a technology investment of households whose decisions are framed according to TPB. We reproduced the \( SE \) and \( RR \) alternatives in our model code to test differences in the architecture of the TPB-ABMs. To bring the ABMs developed by \( SE \) and \( RR \) into the context of our case-study and data availability, a few adjustments were required (see Section A.2, Appendix A for details). Their corresponding approaches were implemented in our base \( MF \) ABM to create the \( SE \) and \( RR \) prototype ABMs, to which we further referred to as \( SE \) ABM and \( RR \) ABM. All results in Section A3 are produced by the code of our ABM either under the \( MF \), \( SE \) or \( RR \) operationalizations of TPB and parameterized using the same data from our Dutch case-study. The \( SE \) and \( RR \) ABMs reproduce architecture, factors and their representation of the TPB-based \( SE \) and \( RR \) studies. They are not reproductions of the results of the \( SE \) and \( RR \) studies.

Table 1: Representations of factors influencing PV installation decisions of household agents in TPB-ABMs.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Representation</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>Payback period</td>
<td>( u_{eco} = \frac{(t_{pv} - t_{pp})}{t_{pv}} ) with ( t_{pp} = t(C_{pv} &lt; t_{pv}) ) (1)</td>
</tr>
<tr>
<td>Environmental</td>
<td>CO(_2) emission saving</td>
<td>( u_{env} = \frac{e^{(s_{co2} - t_{co2})}}{(1 + e^{(s_{co2} - t_{co2})})} ) (2)</td>
</tr>
<tr>
<td>Social</td>
<td>Social network</td>
<td>( u_{soc} = \frac{n_{soc}}{n_{tot}} ) (3)</td>
</tr>
<tr>
<td>Comfort</td>
<td>Stochastic Variable</td>
<td>( u_{cof} = [-1; 1] ) (4)</td>
</tr>
</tbody>
</table>

\( u \) - utility, \( eco \) - economic, \( env \) - environmental, \( soc \) - social, \( cof \) - comfort, \( t_{pp} \) - PV lifetime, \( t_{pp} \) - payback period, \( C_{pv} \) - PV costs, \( t_{pv} \) - PV revenue, \( s_{co2} \) - \( CO_2 \) emission saving of a particular PV, \( n_{soc} \) - average \( CO_2 \) emission savings, \( n_{tot} \) - total neighbours household

Figure 1: TPB-based architecture of an individual decision-making process on energy technology adoption in \( MF, SE \) and \( RR \) ABMs.

\( \text{JASSS, 21(4) 5, 2018} \quad \text{http://jasss.soc.surrey.ac.uk/21/4/5.html} \quad \text{Doi: 10.18564/jasss.3855} \)
**Table 2: Architectural elements and equations in the three ABMs.**

<table>
<thead>
<tr>
<th>ABM</th>
<th>PBC Barrier</th>
<th>Utility resolution mechanism</th>
<th>Functional form</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>$t_{\text{inc}} = 1 + \frac{1}{e^{nx} + b}$</td>
<td>Myopically choose the maximum</td>
<td>$U_{\text{RR, MF}} = w_{\text{eco}} * u_{\text{eco}} + w_{\text{env}} * u_{\text{env}} + w_{\text{soc}} * u_{\text{soc}} + w_{\text{cof}} * u_{\text{cof}}$</td>
</tr>
<tr>
<td></td>
<td>$t_{\text{inc}} &gt; r$</td>
<td></td>
<td>(6)</td>
</tr>
<tr>
<td>RR</td>
<td>$t_{\text{inc}} &gt; u_{\text{eco}}$</td>
<td>Myopically choose the maximum</td>
<td>$U_{\text{SE}} = (i_{\text{att}} * u_{\text{att}} + i_{\text{pbc}} * u_{\text{pbc}}) * (1 - i_{\text{soc}})$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+ $w_{\text{soc}} * u_{\text{soc}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+ $w_{\text{env}} * u_{\text{env}} + w_{\text{eco}} * u_{\text{eco}} + w_{\text{cof}} * u_{\text{cof}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$u_{\text{pbc}} = u_{\text{eco}} * U_{\text{inc}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$U_{\text{RR, MF}} = w_{\text{eco}} * u_{\text{eco}} + w_{\text{env}} * u_{\text{env}} + w_{\text{soc}} * u_{\text{soc}} + w_{\text{cof}} * u_{\text{cof}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(10)</td>
</tr>
</tbody>
</table>

$t_{\text{inc}}$ - income threshold, $n$ - average income, $x$ - household income, $r$ - random number 0-1, $b = 6$ - shift saturation curve on x-axis, $U$ - multi-attribute utility, $w$ - preference/weight of each individual agent for a specific factor, $i$ - importance, $att$ - attitude, $pbc$ - Perceived Behavioural Control, Definitions and equations for $u_{\text{eco}}, u_{\text{env}}, u_{\text{soc}}, u_{\text{cof}}$ are listed in Table 2.

2.5 According to the **architecture** of SE ABM (Figure 3), households combine economic, environmental, social and comfort factors (Table 3) by means of a multi-attribute utility. However, the SE study introduces PBC as part of agents’ utility, instead of a two-step decision making process in MF ABM where PBC acts as a barrier between intention (utility) and behaviour (compare SE and MF in Figure 1). Each time step SE agents start directly from assessing their multi-attribute utility and employ additional weighting in the utility function: by comparing the importance of their own attitudes $i_{\text{att}}$ and of PBC $i_{\text{pbc}}$ against the importance of prevailing social norms $i_{\text{soc}}$ (Equations 8-10, Table 2). Hence, SE ABM treats PBC and social norms in TPB architecturally different compared to MF ABM.

2.6 As with the other two ABMs, the **architecture** of RR ABM is grounded in TPB (Figure 1). RR agents start by assessing PBC implemented as an income barrier similar to MF ABM (compare RR with MF in Figure 1). The main difference between RR and MF ABMs is in the benchmark, to which this income threshold $t_{\text{inc}}$ is compared. The MF ABM assesses PBC by comparing the income threshold $t_{\text{inc}}$ to a stochastic value $r$ (Equation 5, Table 2). Instead, RR ABM compares incomes to payback assessments (Equation 7, Table 2). Given that the PBC barrier is passed, RR households assess their potential utility of a PV investment decision using multi-attribute utility (Equation 6, Table 2). Their decision for or against PV is taken by comparing individual multi-attribute utilities of the PV installation to a threshold value instead of the myopic optimization in MF and SE ABMs (compare the bottom hexagons in the three TPB-ABMs in Figure 1). Consequently, the RR architecture diverges from MF ABM in how payback enters both PBC and utility assessments and in how agents form intentions by resolving utility differently. The differences between the architectures of the 3 TPB-ABMs are discussed in detail in Section A.2, Appendix A.

**Different factors: Information as a new factor**

2.7 Information, which consumers receive about financial aspects of a technology investment, matters [Rai et al. 2016; Yun & Lee 2015; Rai & McAndrews 2012; Kastner & Matthies 2016]. Most households seeking to install PVs receive information on the financial aspects from their installers or local craftsmen [Yun & Lee 2015; Rai & McAndrews 2012; Kastner & Matthies 2016] rather than from their social network [Rai et al. 2016]. If households are informed about technology by a local craftsman, his or her influence increases and the influence of the social network loses importance [Rai et al. 2016]. Stakeholders’ interviews in the Dutch municipality of Dalfsen and our participatory workshop reveal that an availability or an absence of information on practical aspects of PVs installation affects individual choices [Boer 2015]. Although information and information biases were important, neither was originally included in the 3 above-discussed ABMs.

2.8 In the next step, we included information as an additional factor that influences households’ decisions. Consumers consider (lack of) information on the financial aspects of the highest importance compared to information on other aspects [Rai & McAndrews 2012]. Hence, information impacts individual uncertainty regarding the investment payback period (Figure 1) and therefore, is part of the economic utility ($u_{\text{eco}}$ in Equation 1, Table 1) in MF, SE and RR ABMs. Since economic payback is part of the PBC assessment in the architecture of RR ABM (Figure 5), the new information factor will also affect the PBC barrier (Equation 7, Table 2). Moreover, the influence of information on investment payback and final household’s decisions regarding technology could be formalized...
differently. Economists consider information – or time spent on acquiring this information – as additional costs, which one bears to decrease uncertainty. Traditionally in economics, these costs are monetized and added to the overall investment costs of a specific technology. In contrast, social scientists rarely appreciate a monetary representation of such an intangible factor as information. Instead, one may focus on the fact that a presence (absence) of information reduces (adds) uncertainty to an individual decision-making. Whether one presents information as **monetary costs** or as **non-monetary uncertainty** may influence the aggregated results in terms of technology diffusion. This difference in representations is just one of the possible disciplinary divides that may influence a modeller’s choice on how to implement a specific factor.

**Different representations: Information from alternative disciplinary perspectives**

### Information as non-monetary uncertainty

2.9 Information can be represented as an (in)accuracy in individual payback calculations. According to [Rai et al. 2016], 44.7% of all households considering PVs are informed on the financial aspects by their installer. Hence, in our simulations 44.7% of households estimate their payback accurately and the rest may over- or underestimate it. These remaining 55.3% of the household agents may have information biases regarding an anticipated economic payback of a PV investment ($u_{eco}$, Equation [6], Table [1]). Each time step these households are assigned an information bias regarding a possible payback of a PV investment $r_{inf}$ drawn from a distribution $p$ unique to each agent:

$$r_{inf} = p(u_{eco}) \quad (11)$$

where $u_{eco}$ is the mean of the objective estimate of the economic payoff of an investment equivalent of covering an agent’s house roof with PVs. We assume that the more time invested in the information search, the more precisely household agents estimate their economic payback utility, implying that the two distributions mirror each other. After agents are endowed with the possibility of an inaccurate payback calculation, they continue with their overall utility assessment (Equation 6 or Equations [6]-[10] Table [2]), replacing the objective $u_{eco}$ with their subjective $r_{inf}$ in MF, SE and RR ABMs. The payback factor $u_{eco}$ is also used as the PBC barrier in RR ABM (Equation [7]).

10 In summary, households were either informed by their installer and estimate their respective economic payback utility correctly, or they needed to search for information themselves. In the latter case, uncertainty decreases as households are better informed on the financial aspects of PV systems. The higher they estimate their economic payback utility and, consequently, their overall utility $U$, the higher the chances of PV adoption.

### Information as monetary costs

2.11 When a household agent spends time on collecting information, associated costs can be quantified in terms of time. It is quite common – for example in transportation studies, labour market analysis or in assessing costs of illness – to express time spending in terms of monetary values. Our 3 ABMs with monetary representation of information assume that information acquisition costs are part of the initial PV investment ($C_{pv}$, Equation 12), which together with PV revenues ($r_{pv}$) influences the payback period (Equation [1] Table [1]).

$$C_{pv} = c_{pv} \ast a + c_{inf} \quad (12)$$

where $c_{pv}$ are PV installation costs per $m^2$, $a$ the roof size and $c_{inf}$ the costs of the time spent on the information search.

2.12 The time allocated in information search could have been otherwise spent on leisure or as additional working hours, both related to monthly household incomes $I_{mth}$. It also delays the inflow of monthly revenues $R_{mth}$ from to-be-installed PVs. As in the transport literature, we assume that the value of this time spent constitute just a proportion $c_{time}$ of the households’ earnings, which in our case equal to the sum of monthly incomes $I_{mth}$ and future PV revenue streams $R_{mth}$. Waiting time costs in traffic constitutes 30% of households’ earnings [DG MOVE 2014]. Following our sensitivity analysis on $c_{time}$, we assume that the waiting time costs constitute 40% of households’ earnings over the corresponding time investment.

2.13 In the absence of data on hours spent on information search, we randomly draw a value $r_{inf}$ from a distribution unique to each agent with the mean being the economic utility estimate to capture that time investments vary across households. Hence, the monetary value of the search time investment is:

$$c_{inf} = (I_{mth} + R_{mth}) \ast c_{time} \ast r_{inf} \quad (13)$$
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Given Equations 12 and 13, the value of the economic utility $u_{eco}$ (Equation 11) varies across the agent population based on how much time, and consequently costs, they invest into the information search on financial aspects of their desired PVs. As before, we assumed that 44.7% of all households considering PVs are informed on the financial aspects by their installer. Thus, the time investment in the information search for this share of population is zero. As a result, only 55.3% of the households in our experiments spend time searching for information at their own costs, which depend on individual time investments (Equation 13). The more time they invest in the information search, the higher the initial investment costs, and therefore the lower their payback utility. Investing in the information search thus may decrease households’ chances to install PV.

**Different data: Distribution of information in an agent population**

Data used to parameterize $r_{inf}$ in either of the two alternative representations of information, may impact simulation results. Rarely does a reader know the underlying distributions of data used in ABMs, since usually only averages are reported. The amount of information $r_{inf}$ – expressed either in terms of time invested for its search or in the level of uncertainty resolved – is randomly drawn and unique for each agent (see Sections 2.9-2.14). We set simulation experiments to test the impact of a distribution in data behind the average value $u_{eco}$ of $r_{inf}$, individual to each agent.

In the absence of micro-level data for the Dutch case, we used four different options to test for any qualitative differences in technology diffusion arising from the fact that unequal information was distributed among households. [Rai et al. (2016)] provide evidence on how much time households spend on the process of buying a PV. Considering that most of this time is spent on clarifying the financial aspects of a PV system and its performance [Rai & McAndrews (2012)], we tested the performance of our three ABMs assuming that $r_{inf}$ mirrors this empirical distribution of data. Consequently, the distribution of time spent by agents to gather information on financial aspects of PV under the monetary representation of information or the distribution of the information bias under uncertainty may look like Figure 14. Additionally, to test the sensitivity of results to the underlying distribution of data, we compare it with Uniform, Normal (Gaussian) and Poisson distributions (all four with identical means, Figure 2) under both representations of information.

![Probability Distribution](image)

**Figure 2:** Distribution of information in the agent population, $P$ lies in the interval [0,1]

**Results**

To explore the implications of various interpretations of social science theories in a formal computer code of a typical ABM, we ran a series of simulation experiments. Specifically, we ran our energy ABM using the $MF$, $SE$ and $RR$ architectures, with and without information as an additional factor (Sections 2.7-2.14). When present, the information factor was implemented either as monetary costs or as non-monetary uncertainty and is tested under each of the four random distributions of $r_{inf}$ (Sections 2.9-2.16). In addition, an extensive sensitivity analysis is performed, including such parameters as thresholds on income and PBC in $MF$ and $RR$ ABMs and the initial value of the importance of attitude in $SE$ ABM. We ran each combination of settings 50 times, resulting in 1950 simulation runs across all model versions. We reported the simulation results in terms of technology diffusion curves to indicate the differences in the overall spread of PV adoption and in its temporal pattern. Each figure illustrates the mean diffusion curve across the 50 repeated runs under the same settings; the standard deviation is small (Table 5). In addition, Table 6 presents the resulting regional green energy production, estimated as

$$E_{tot} = e_{max} \ast t_{sun} \ast p \ast a \quad (14)$$
with $\varepsilon_{\text{max}}$ - PV peak power, $t_{\text{sun}}$ - sunshine hours, $p$ - performance ratio of the PV and $a$ - roof size; the corresponding $CO_2$ savings:

$$S_{\text{CO}_2} = E_{\text{tot}} \times \bar{\text{CO}_2}$$

(15)

where $\bar{\text{CO}_2}$ are the average CO2 savings per KWh, here defined as 0.68 ktonne [CBS 2009]; and lastly the cumulative financial benefits for the households in the region.

$$S_{\text{mon}} = r_{\text{tot}} - C_{\text{PE}}$$

(16)

The total revenue of the PV is here defined as $r_{\text{tot}}$, the total cost as $C_{\text{PE}}$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MF Baseline</td>
<td>—</td>
<td>0.910(0.004)</td>
<td>316(1.1)</td>
<td>3533.8(12.3)</td>
<td>251(0.9)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>uniform</td>
<td>0.923(0.003)</td>
<td>320(1.0)</td>
<td>3578.5(11.3)</td>
<td>254(0.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.914(0.003)</td>
<td>317(1.0)</td>
<td>3544.8(11.2)</td>
<td>252(0.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.912(0.003)</td>
<td>316(1.1)</td>
<td>3539.1(12.3)</td>
<td>252(0.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.907(0.004)</td>
<td>315(1.2)</td>
<td>3524.0(13.0)</td>
<td>251(0.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>uniform</td>
<td>0.910(0.003)</td>
<td>316(0.9)</td>
<td>3535.2(9.9)</td>
<td>251(0.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.910(0.004)</td>
<td>315(1.2)</td>
<td>3533.5(13.2)</td>
<td>251(0.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.909(0.003)</td>
<td>315(0.8)</td>
<td>3530.9(9.4)</td>
<td>251(0.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.910(0.003)</td>
<td>316(1.0)</td>
<td>3533.2(11.2)</td>
<td>251(0.8)</td>
<td></td>
</tr>
<tr>
<td>SE Baseline</td>
<td>—</td>
<td>0.748(0.004)</td>
<td>253(1.6)</td>
<td>2836.3(17.5)</td>
<td>202(1.2)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>uniform</td>
<td>0.781(0.004)</td>
<td>265(1.6)</td>
<td>2967.7(17.6)</td>
<td>211(1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.762(0.004)</td>
<td>258(1.6)</td>
<td>2890.5(18.0)</td>
<td>206(1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.760(0.005)</td>
<td>257(1.9)</td>
<td>2883.7(21.8)</td>
<td>205(1.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.774(0.004)</td>
<td>263(1.6)</td>
<td>2939.8(17.7)</td>
<td>209(1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>uniform</td>
<td>0.749(0.005)</td>
<td>253(1.7)</td>
<td>2838.3(19.3)</td>
<td>202(1.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.748(0.005)</td>
<td>253(1.8)</td>
<td>2835.7(20.3)</td>
<td>202(1.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.749(0.005)</td>
<td>254(1.5)</td>
<td>2839.7(16.26)</td>
<td>202(1.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.748(0.005)</td>
<td>253(1.7)</td>
<td>2835.3(19.75)</td>
<td>202(1.4)</td>
<td></td>
</tr>
<tr>
<td>RR Baseline</td>
<td>—</td>
<td>0.576(0.003)</td>
<td>226(0.8)</td>
<td>2534.5(9.4)</td>
<td>180(0.7)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty</td>
<td>uniform</td>
<td>0.984(0.002)</td>
<td>337(0.3)</td>
<td>3777.8(3.7)</td>
<td>269(0.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.898(0.003)</td>
<td>318(0.8)</td>
<td>3566.6(9.4)</td>
<td>254(0.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.820(0.002)</td>
<td>300(0.6)</td>
<td>3361.6(6.6)</td>
<td>239(0.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.982(0.002)</td>
<td>336(0.5)</td>
<td>3766.7(5.2)</td>
<td>268(0.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>uniform</td>
<td>0.810(0.005)</td>
<td>297(1.8)</td>
<td>3321.7(20.3)</td>
<td>236(1.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>normal</td>
<td>0.696(0.064)</td>
<td>259(19.5)</td>
<td>2896.5(218.0)</td>
<td>206(15.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>poisson</td>
<td>0.697(0.064)</td>
<td>259(19.4)</td>
<td>2899.2(216.9)</td>
<td>206(15.4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td>0.602(0.017)</td>
<td>232(4.2)</td>
<td>2602.9(47.5)</td>
<td>185(3.4)</td>
<td></td>
</tr>
</tbody>
</table>

50 random seed runs per configuration

Table 3: Results across all the simulation experiments, mean (standard deviation).

**Different architecture**

3.2 Figure 3a compares PV diffusion rates under various implementations of the same social science theory – TPB – in MF, SE and RR ABMs. The differences in the model architecture are evident: depending on a modeller’s choice when interpreting subtle qualitative psychological concepts, the resulting technology diffusion rates vary significantly from 58% in RR, to 75% in SE and 91% in the MF models, ceteris paribus. This means 16-33% less renewable energy produced in SE and RR ABMs compared to MF, with proportional consequences for emissions and monetary savings. Notably, the differences in the models’ architectures interact in a complex way. While MF and SE ABMs share the same assumption on the utility resolution mechanism (Table 2), the MF and SE diffusion curves are qualitatively different (Figure 3a). The same is true for the MF and RR diffusion curves (Figure 3a) despite the fact that these models share the same assumption of the PBC assessment preceding the utility estimation (see MF and RR in Figure 1), which has the same functional form (Table 2). The three PV diffusion curves differ, with SE and RR architectures producing qualitatively similar shapes although there are different mechanisms leading to it. The speed of diffusion also varies, as indicated by the saturation points in Figure 3a. The results from SE and RR ABMs indicate that there were almost no more adopters observed
starting from the period 4 and 5 respectively. Yet, the spread of PVs continues in MF ABM until time step 28, overshooting the final diffusion rates at the end of the observed period by 18% and 37% compared to SE and RR ABMs respectively.

![Graph of PV diffusion rates](image)

**Figure 3:** Diffusion rates of the PV technology given different interpretation of the Theory of Planned Behaviour in the ABM architecture

### 3.3 Sensitivity analyses

Figures 3b–3d and Appendix B present a sensitivity analysis of the three base models (Figure 3a) to their crucial exogenous architectural parameters. Namely, the benchmark $r$ (Equation 5) to compare the income threshold in MF ABM, the importance of attitude $i_{att}$ (Eq.8) in SE ABM, and the PBC barrier threshold $th_{inc}$ (Equation 7) in RR ABM probably impacted the results. The RR architecture was the most sensitive of the three models with results varying by almost 97% between the base value of 0.05 and 0.1-0.2 settings (Figure 3d). The difference from the default values in MF and SE ABMs was a maximum of 14% and 25% respectively (Figures 3b and 3c).

### Different factors

#### 3.4 Different factors

Figure 3a illustrates the aggregated regional PV diffusion trends in MF, SE and RR ABMs assuming that economic, environmental, social and comfort factors influence individual decisions of households. Here we tested how adding information as a decisive factor impacted the emergent PV diffusion rates in each version of the TPB-ABM architecture (Figure 4). In this set of simulation experiments the lack of information comes as agents’ uncertainty regarding the financial aspects. The key variable $r_{inf}$ was parameterized using secondary data on...
time spent to clarify financial aspects of a PV system and its performance [Rai & McAndrews 2012]. Instead of assuming that households were perfectly informed of PVs performance and their financial consequences, we assumed that a population of agents was heterogeneous in the level of information they possess. Consequently, some household agents may have over- or underestimated the economic payback.

Figure 4: Diffusion rates of the PV technology either in the absence or in the presence of information as an additional factor influencing household decisions. Information was represented as uncertainty here and parameterized to mirror empirical data (Figure 2a).

3.5 As in the base case (Figure 3a), the curve shapes and final rates of adoption varied across the three architectures (Figure 4). Interestingly, an inclusion of information as an additional factor in an individual decision process made little difference to the resulting regional diffusion rates in MF ABM. According to this model, a population of agents with objective information is likely to install as many PVs as the population that partially lacks information and may over- or underestimate the economic utility of undertaking the action. In the presence of information biases, MF ABM demonstrated a slightly lower PV share only initially (time steps 5-15). This difference disappeared when both curves – with and without information bias – approached a steady state, implying that full information provision barely impacts renewable energy production, CO2 savings and cumulative financial benefits for households in the region (MF-Baseline vs. MF-Uncertainty-Empirical, Table 3). Similarly, the PV diffusion curve was initially below the baseline when information bias was included in SE ABM (Figure 4b), but gradually overtook the baseline curve around time step 7. The steady state PV share in the presence of information bias is 77% compared to 75% in the base SE ABM. Hence, when part of the SE agents over- and underestimated economic utility, there was 3.5% improvements in the regional sustainable energy production.

3.6 The inclusion of information as an additional factor mattered most for RR ABM (Figure 4). In contrast to MF and SE ABMs, information influenced more than economic utility ueco alone. Given the architecture of RR ABM information was now also part of the PBC assessment (Figures 1 and 3a). When household agents over- and underestimated their payoff, in turn influencing the PBC barrier, the regional impact on PVs diffusion was significant. Only 58% of the population invested in PVs when they were fully informed compared to 98% when households had an information bias (Table 3). Hence, incorrect information in these model settings on average led to overoptimistic assessments of individual benefits and resulted in 71% more regional renewable energy and CO2 savings. In the model this is likely to be sensitive to PV costs and whether they fall over time as more adoption occurs, testing for which is outside the scope of the current article. Apart from the steady state, there was a difference in the diffusion process in RR ABM. With information bias, the increase in PV investments occurs slower, leading to the steady state being reached in step 30 instead of 10 in the baseline RR ABM. The shape of the RR-Information curve is similar to that of MF (Figure 4b). By introducing a stochastic element (rinf) to the RR PBC barrier, we make it resemble the MF probabilistic income barrier. Hence, two different factors may have a similar effect on model behaviour under given different architectures.

3.7 The purpose of this paper was not to test which model version is correct. Rather we aimed to quantitatively explore the implications in the differences of interpreting qualitative concepts in the formal code of a simulation model. If the three models were to include information about PVs performance and their financial consequences as a new factor that varies among household agents, they would arrive at different conclusions. The RR ABM indicated that a fully informed population of households invests less compared to the one that either underestimates or overestimates an economic payback. When used to explore information policy impacts – such as running information campaigns or creating incentives to make information on PV specification and costs more accessible to public – the RR architecture would imply that communicating full objective information on financial consequences has adverse effects in terms of reduced PV diffusion (given fixed costs of technology). Instead, the outcomes of MF and SE ABMs suggested that an information policy would not have a significant
effect. Given the crucial importance of these implications, more research is needed on the validation of the assumptions about behavioural drivers and their integration in formal models (ABMs or others).

**Different representations**

3.8 To further explore how information of PV specifications and costs influenced households decisions, we compared results of our ABMs with the representation of information as uncertainty vs. as monetary costs (Sections 2.9-2.16). Figure 5 illustrates dynamics of PV diffusion rates among households in the region under the two alternative representations of information in MF, SE and RR ABMs. For both alternatives we ran a sensitivity analysis to understand how emergent diffusion rates change with different underlying values and distribution of the key parameter $r_{inf}$ (Table 3), to be discussed further in Sections 3.12-3.16. Figure 5 shows only the results of the three ABMs with $r_{inf}$ parameterized using the Uniform distribution as the one that shows the most important differences between the two representations of the information factor in the models’ code.

![Figure 5: Diffusion rates of the PV technology given two different representations of information: uncertainty caused by information biases vs. costs incurred on searching for information. Information is parameterized to follow the Uniform distribution (Figure 2a).](image)

3.9 Figures 5a and 5b revealed no differences in the regional diffusion of PVs between the base MF and SE ABMs with no information and when households incur additional costs to search for information on PV specifications. Information as costs had a small impact on the economic payback utility. Since the latter is also weighted by each individual household agent against other important factors such as comfort, environmental and social aspects, information as costs play an insignificant role in the overall decision on whether to install PVs in these two ABM architectures. The drastic difference occurs in RR ABM where information as costs enters both the economic utility and the PBC barrier. RR agents start investing time in searching for information on the financial costs of a PV investment given the size of their house. Even if they do it at their own costs, their payback estimates allow them to pass the PBC barrier. Compared to the baseline with no information, the compound effect of these individual dynamics results in 41% higher overall diffusion rates of technology and 49% more renewable energy produced at the regional scale (Table 3).

3.10 A representation of ‘information as uncertainty’ showed a difference compared to ‘information as costs’ or ‘no information base case’ in all 3 ABMs. Figure 6 illustrates that emerging diffusion rates go 1.4% and 4.4% up when information represented as uncertainty enters agents’ decision-making in MF and SE ABMs correspondingly, given that with $r_{inf}$ follows the Uniform distribution. In RR ABM, the presence of information as uncertainty triggered a 71% increase in PV adoption and made a difference in how quickly the steady state PV share is reached. When uncertainty in financial information enters households decision making, it took 5 times longer to reach saturation point (time step 29 instead of 5 in the absence of the information factor, Figure 5c).

3.11 Hence, even given a single theory explaining individual behaviour there could be variations in the way specific factors are represented in ABMs, potentially leading to different conclusions. Our example with two options to represent the influence of information as a decisive factor indicates 1.4%, 4.1% or 18% difference in resulting PV shares between runs with information as uncertainty vs. information as costs in MF, SE and RR ABMs (Table 3 Uniform distribution).

**Different data**

3.12 Lastly, we ran analyses to explore how PV diffusion curves change with a distribution of $r_{inf}$ (Figure 2), with each agent keeping their individual mean value. When information was represented as costs, most of the runs
across our three ABMs and four distributions showed no qualitative differences compared to no information case, except RR ABM. Thus, in addition to the latter case, we discuss only the variability in results of the three ABMs with information represented as uncertainty under the four distributions of $r_{inf}$ (Figure 6).

Figure 6: Diffusion rates of the PV technology given different distributions of micro-level data on information over an agent population. The horizontal black line indicates the baseline value of the diffusion rate at the end of the simulation in the respective ABM mode, MF, SE and RR with no information.

3.13 A population of households with different information endowments representing uncertainty over their PVs’ payback in MF ABM shows robust patterns (Figure 6a), as does a society of agents in SE ABM (Figure 6b). In the case of MF ABM, the diffusion rate of PV with information biases parameterized using Poisson, Uniform and Normal distributions and multi-modal distribution that follows the patterns from the secondary data source nearly match the base case with no information (black horizontal line in Figure 6a). The largest difference is in the case of uniform distribution. The results depict a slight increase in the PV investments carried out by 2% of regional population instead of 1% when information is absent, increasing green energy production, $CO_2$ savings and financial benefits of households by 1% - 1.3% (Table 3).

3.14 The interactions in the population of SE ABM parameterized with Uniform, Normal and Empirical distributions of $r_{inf}$ led to diffusion curves that cluster above the baseline value without any information biases (Figure 6b), meaning that more agents over- than underestimated their payback. The maximum overestimation compared to the ‘no information’ baseline (+4.4% difference) occurred in the population of SE agents with information biases distributed following the Uniform distribution.

3.15 The case of the RR architecture, where information impacted both the economic utility and the PBC assessment, illustrates the most pronounced effect. The compound effect of information affecting these two factors influenced the results under both representations of information: as uncertainty and as costs. As Figure 6c il-
lustrates, more household agents were prepared to invest in PVs compared to the baseline, regardless of the distribution behind individual uncertainty on financial aspects. The PV diffusion is increased by 71%, 71%, 56% and 42% when agents’ information biases followed Uniform, Empirical, Normal and Poisson distributions, leading to 33%-49% difference in green energy production, CO₂ savings and financial benefits of households (Table 3). When costs of information search are monetized and enter households PV investment decisions, the RR population endowed with Uniform r_{inf} was 41% more willing to install PVs (Figure 10). When costs of information follow the multi-modal empirical distribution, the diffusion curve nearly follows the baseline. Overall, RR ABM shows a total variation of steady state PV share of around 64% across the different information representation and distributions, which was higher than for either in the SE or the MF case.

3.16 Notably, all the curves in Figure 10 were from the same set of average values per agent of r_{inf}. The shape of the distribution – Normal, Uniform, skewed Poisson or multi-modal empirical – determined the initial households endowments of this stochastic information factor, which were further impacted through social interactions, individual income levels and other decision variables. Hence, there was no clear pattern on whether a particular distribution affects diffusion rates in a predefined direction: the relationships are non-linear and are influenced by both the architecture of the models and the representation of information as an additional factor. Consequently, it is vital to consider them in combination when assessing behaviour of a particular model.

Conclusion

4.1 As agent-based modelling gains popularity, the demand for transparency in underlying modelling assumptions grows. Behavioural rules guiding agents’ decisions, learning, interactions and possible changes should rely on solid theoretical and empirical grounds. The field has matured enough to reach the point that we need to go beyond just reporting what social theory we base these rules upon and listing average values of data used for parameterization. Many theories operate with various abstract constructs such as attitudes, perceptions, norms or intentions. These concepts are rather subjective and remain open for interpretation when operationalizing them in formal model code. As a number of ABMs based on the same theory grows, it becomes increasingly important to compare how the same theory is implemented in various models. This paper aims to shed light on the consequences of variations in formalizations of a social science theory on the simulation outcomes of ABMs of the same class – models grounded in the same theory and designed to address the same research problem. Four types of differences are considered: in model architecture concerning specific equations and their sequence, in factors affecting agents’ decisions, in the representation of these factors potentially from different disciplinary perspectives, and finally in the underlying distribution of data used in a model. We illustrate emergent outcomes of these differences using the example of an agent-based simulation model, which is developed to study regional impacts of household solar panel investment decisions, and applying the Theory of Planned Behaviour as one of the most common social science theories used to define agents’ behavioural rules.

4.2 With respect to architecture – types and sequence of equations and if/else rules in which different factors influencing decisions are assembled – we design the ABM inspired by TPB-ABMs from the literature. The simulation results under 3 different TPB implementations varied both quantitatively, in terms of the maximum share of population investing in PVs (91%, 75% and 58% in MF, SE and RR ABMs correspondingly), and qualitatively, in terms of shapes of diffusion curves and the timing of the saturation point (time step 28 in MF vs. 5 and 7 in SE and RR). Consequently, there was 18% (according to SE TPB-ABM) and 37% (RR TPB-ABM) less green energy produced, fewer CO₂ emissions prevented and less cumulative financial benefits for households achieved in the region. Importantly, slight differences in the interpretation of a qualitative social science theory, which lays the foundations of behavioural rules of individual agents in the code of a formal model, get amplified when applied to thousands of agents and lead to significant deviations in the emergent outcomes.

4.3 Motivated by the empirical literature and feedback from our stakeholder workshop, we introduced information on PV installation as a decision factor in addition to economic, environmental, comfort and social aspects important to households agents. While one may expect a deviation in simulation results with an addition of a new factor, we found that effects depended on the model’s architecture and was sensitive to a particular representation of the information factor. We scrutinized our models by introducing two means of representing information on PVs: as uncertainty regarding the payback and as monetary costs of searching for information. Indeed, we contrasted a formalization of quality of information represented as inaccuracy in PV payback assessments, with quantity of information, measured in cost of time spent to reduce uncertainty. The implementation of the inaccuracy of information caused changes in the steady state PV share for all 3 ABM architectures. The introduction of information costs however, made no significant difference for ABM architectures.

Conclusion

4.1 As agent-based modelling gains popularity, the demand for transparency in underlying modelling assumptions grows. Behavioural rules guiding agents’ decisions, learning, interactions and possible changes should rely on solid theoretical and empirical grounds. The field has matured enough to reach the point that we need to go beyond just reporting what social theory we base these rules upon and listing average values of data used for parameterization. Many theories operate with various abstract constructs such as attitudes, perceptions, norms or intentions. These concepts are rather subjective and remain open for interpretation when operationalizing them in formal model code. As a number of ABMs based on the same theory grows, it becomes increasingly important to compare how the same theory is implemented in various models. This paper aims to shed light on the consequences of variations in formalizations of a social science theory on the simulation outcomes of ABMs of the same class – models grounded in the same theory and designed to address the same research problem. Four types of differences are considered: in model architecture concerning specific equations and their sequence, in factors affecting agents’ decisions, in the representation of these factors potentially from different disciplinary perspectives, and finally in the underlying distribution of data used in a model. We illustrate emergent outcomes of these differences using the example of an agent-based simulation model, which is developed to study regional impacts of household solar panel investment decisions, and applying the Theory of Planned Behaviour as one of the most common social science theories used to define agents’ behavioural rules.

4.2 With respect to architecture – types and sequence of equations and if/else rules in which different factors influencing decisions are assembled – we design the ABM inspired by TPB-ABMs from the literature. The simulation results under 3 different TPB implementations varied both quantitatively, in terms of the maximum share of population investing in PVs (91%, 75% and 58% in MF, SE and RR ABMs correspondingly), and qualitatively, in terms of shapes of diffusion curves and the timing of the saturation point (time step 28 in MF vs. 5 and 7 in SE and RR). Consequently, there was 18% (according to SE TPB-ABM) and 37% (RR TPB-ABM) less green energy produced, fewer CO₂ emissions prevented and less cumulative financial benefits for households achieved in the region. Importantly, slight differences in the interpretation of a qualitative social science theory, which lays the foundations of behavioural rules of individual agents in the code of a formal model, get amplified when applied to thousands of agents and lead to significant deviations in the emergent outcomes.

4.3 Motivated by the empirical literature and feedback from our stakeholder workshop, we introduced information on PV installation as a decision factor in addition to economic, environmental, comfort and social aspects important to households agents. While one may expect a deviation in simulation results with an addition of a new factor, we found that effects depended on the model’s architecture and was sensitive to a particular representation of the information factor. We scrutinized our models by introducing two means of representing information on PVs: as uncertainty regarding the payback and as monetary costs of searching for information. Indeed, we contrasted a formalization of quality of information represented as inaccuracy in PV payback assessments, with quantity of information, measured in cost of time spent to reduce uncertainty. The implementation of the inaccuracy of information caused changes in the steady state PV share for all 3 ABM architectures. The introduction of information costs however, made no significant difference for MF and SE ABMs, while for RR ABM
Our work has several methodological implications. 

1. **Transparency on implementation and systematic tests**: From a modelling perspective there could be different ways to formalize qualitative social science concepts in a formal model. The way such intangible notions as social norms, attitudes, perceived control and alike are implemented in a model, influences results both qualitatively and quantitatively. The sensitivity of results to the four types of tested differences indicate that emergent PV diffusion rates vary between 0.98 and 0.576. Hence, the transparency and reliability of any modelling results depend on whether the consequences of variations in the interpretations of the same social science theory in ABMs of the same class are well understood. Other studies performing a systematic analysis for the four types of differences – architecture, factors, representations and data – are desirable. Future research could focus on revealing the status of using other social science theories (beyond TPB) in bottom-up computational models.

2. **Modellers & behavioural scholars**: Despite the fact that TPB is often used by modellers, some interpretations of its concepts remain questionable and would ideally require a serious consultation with psychology scholars to resolve ambiguities. Our modelling exercise has revealed three aspects where the theoretical interpretation of the TPB use in the modelling literature should be challenged. Firstly, according to Ajzen [1991], PBC is a combination of self-efficacy and controllability. Yet, to our knowledge the PBC assessment comes only as a test for controllability in ABMs represented by economic (in most ABMs) and sometimes physical constraints (as in the original Rai & Robinson [2015] study). The fact that it omits other possible aspects – such as perception of individual efficacy and psychological stimuli to undertake an action – is debatable. Secondly, while TPB differentiates between the individual intention and the actual action (Figure 7), the step between them is insufficiently represented in current ABM literature. The utility function assesses agents’ intentions in MF and RR ABMs and PBC should mediate between intentions and actions. Yet, it is done indirectly: to minimize the computational time, we reverse the order by assessing agents’ PBC first and then going through a more computationally intensive multi-attribute utility estimation with a smaller share of population. SE ABM has PBC within the utility function under-mining the difference between a one-step and a two-step decision making process. Moreover, in all three ABM implementations we tested here, PBC is approximated to agents’ actual behavioural control instead of perceived behavioural control [Ajzen 1991]. The difference between the actual and the perceived assessments could be modeled as a delay function of the actual calculated value as in System Dynamics literature [Sterman 2000] or by explicitly representing self-efficacy in the PBC assessment. The discussion on how and where the PBC barrier should appropriately be set from a conceptual perspective is an important point that could be resolved in collaboration with psychologists. Thirdly, conceptually TPB distinguishes between attitudes towards behaviour and subjective norms (Figure 7). The modelling literature merges both within the multi-attribute utility function (Tables 1 and 2). The architecture of MF and RR ABMs assumes that subjective norm is one of the 4 decision factors, which are weighted against each other with weights equal to individual attitudes towards all four. SE ABM treats attitudes towards a particular technology apart from technology-specific weights for main decision factors. The decision to implement subjective norms and attitudes in a particular way is not explicitly reasoned by modellers in the published literature and is not contested by behavioural scholars who study these processes empirically.

In summary, the conceptual interpretation and validity of these modelling assumptions from the psychological point of view remains unclear. Moreover, modellers get locked into a particular theory that has been used for a class of decision-making problems before, overlooking state-of-the-art advances in psychological research. The dialogue between the two worlds – behavioural sciences and simulation modellers – could lead to a better understanding of qualitative concepts, their more elegant implementa-
tion in formal models and potentially to improvements in behavioural theories. The Consumat approach \cite{Jager2000} is a good example of a collaboration between modellers and social scientists. Not only does it diminish ambiguity in interpretations of behavioural concepts in ABMs, but also sharpens the theory by aligning its qualitative concepts with empirical data on behaviour through joint development of questionnaires grounded in theory and designed to fit ABMs \cite{vanDuinen2016}.

3. Micro-level data on behaviour: We will not repeat here the acute need for empirical data to parameterize and validate ABMs \cite{Robinson2007, Windrum2007, Smajgl2011}. Rather, we focus on the use of empirical data grounded in a behavioural theory to specify decision and interaction rules of agents. The ambiguity in modellers’ interpretation of vague theoretical concepts, as the TPB-ABM issues discussed in the point above, might be potentially resolved by a thorough analysis of micro-data to actually test whether all the theoretical components are significant and how they are connected. In other words, the empirical validity of a theory in a particular context should precede the modelling stage. It might seem obvious, yet the problem is in the inherit feedback between behavioural data collection and validation of a theory, in which a particular questionnaire or behavioural experiments are grounded. Namely, we collect only the information that we ask for. Thus, if our data collection omits a measurable proxy of a specific intangible concept, we cannot test a relationship that may appear obvious during the modelling stage. Hence, a recursive process is needed, where the design of behavioural data collection grounded in a theory should go hand-in-hand with the development of a stylized ABM grounded in the same theory. The latter calls for a sharper questionnaire formulation to be able to derive proxies for qualitative concepts, and often provides insights on unexpected system behaviour, demanding additional questions to test relationships earlier unforeseen by this theory. Besides, data on individual decision making is essential when extending one theory with the insights from another, as in our ‘information factor’ example. Our representation of information deals either with its quantity or quality, stemming from different theoretical stands and leading to different kinds of conclusions from the simulations. Future research should focus on how (lack of) information impacts individual decisions, for example on energy technology adoption, and how trust and search time and/or costs influence individual behaviour. Studying this empirically on large datasets will help differentiating between competing theories.

4. Standardization and modular approach for alternatives: Theories of human decision-making in various contexts provide an essential ground for understanding cause-effect links between stimuli or barriers and individual actions, and feedbacks between individual decisions and social norms or policies. As such they serve as microfoundations for designing agents’ behavioural rules necessary for any solid academic use of the ABM method. Moreover, results of theory-grounded ABMs can be directly compared to conventional analysis (empirical, statistical or analytic) driven by the same theory, that serves as a natural benchmark for comparison with advanced agent-based simulations. Yet, to continue using social science theories in ABMs the modelling community needs to systematize the way, in which we implement them to gain a better control on assumptions that qualitatively influence models’ results. Ideally, one would like to have an open-access open-source library of standardized modules with implementation of different social science theories accommodating points 1-3 above. Storing and sharing of reusable modules rather than entire models, often too complex and rigid to be recyclable, has multiple advantages \cite{Bell2015}. The modelling community may polish the implementation of most commonly used behavioural theories and potentially agree upon a standard way to code them. Having such a library of modules would significantly boost the scientific and practical value of models, help reusing and constantly improving them. Naturally, the theory implementation in a code as differentiated along the 4 dimensions (architecture, factors, representation and data) may depend on a case-study context. Therefore, the library of decision-making theories modules could still – and even most likely will – contain a number of alternative peer-reviewed modules implementing a behavioural theory in a computer code. Even though alternative implementations exist, exposing modules’ architecture to scrutiny could stimulate the modelling community convergence on the issue. The modular approach to code sharing is a prominent direction in modelling \cite{Voinov2013, Dressler2016} and the open-source movement is on a rise \cite{Janssen2017}. It makes it a perfect moment to expose and discuss openly the assumptions behind implementing a particular theory in an ABM. Importantly, given the open-source nature of the code sharing facilities such as CoMSES Network, these modules are subject to the natural evolutionary process as new evidence on their performance is appearing, either validated against data or tested with a critical eye of behavioural scholars.

4.5 The identification of four different sources of disagreement in the computational social science models does not imply that one needs to abandon the method all together. These hidden differences in subtle modelling
nuances are common among all types of modelling, including land use models (Alexander et al. 2017), macro-economic computable general equilibrium models (Koks et al. 2016; West 1995) and integrated assessment models (Greenstone et al. 2013). Indeed, agent-based modelling has a clear advantage for resolving this methodological challenge. Other modelling approaches suffer from having weak theoretical grounds (Stern 2016; Pindyck 2013; Meyfroidt 2016), that at times hinder understanding of data patterns. ABMs have a unique position to connect observed decision-making, including participatory settings (Barreteau 2003; Voinov & Bousquet 2010; Elsawah et al. 2015), and a variety of theories developed by behavioural scholars. Inheriting to its nature, the agent-based method links individual behavioural data and decision rules to observed aggregated phenomena, serving as a vehicle to support social sciences in addressing the classical micro-macro-aggregation problem (Coleman 1990; Forni & Lippi 1997; Kirman 1992) and making it a win-win collaboration. Future work along the four directions outlined above will assure solid grounds for theoretical micro-foundations of ABMs, aligned with data and state-of-the-art achievements in behavioural sciences. Addressing this challenge makes agent-based modelling a mature scientific method, assuring a higher credibility, especially when providing a policy advice.

Appendix A: Alternative implementations of Theory of Planned Behaviour in ABMs

A.1 The base model: Theoretical and empirical background

Theory of Planned Behaviour

TPB was introduced by (Ajzen 1991) who suggests that human behaviour is driven by behavioural beliefs (attitudes), normative beliefs (subjective norms currently prevailing, peer pressure as perceived by an individual) and beliefs about facilitating or impeding factors (perceived behavioural control). These three trigger a formation of an intention to act (Figure 7). Perceived behavioural control (PBC) serves as a proxy for an actual behavioural control, and may represent a barrier between intentions and actual choices (Yun & Lee 2015).

The TPB is extensively used in ABMs. TPB-ABM are used to study technology diffusion among households (Schwarz et al. 2016; Schwarz & Ernst 2009; Robinson & Rai 2015; Gamal Aboelmaged 2010), migration decisions (Klabunde & Willekens 2016; Kniveton et al. 2012; 2011), farmers’ decision making (Kaufmann et al. 2009), healthy lifestyle choices (Richetin et al. 2010), waste recycling (Ceschi et al. 2015), adoption of food safety measures (Verwaart & Valeeva 2011), urban development (Silva & Wu 2014) and segregation decisions (Wang & Hu 2012), traffic behaviour (Roberts & Lee 2012; Yu & Gou 2014) and ethical problem solving (Robbins & Wallace 2007). This makes of TPB a good case of a social theory for the purpose of this article.

An agent-based model to study energy technology diffusion in the Netherlands

The ABM, which we take as a basis for testing the four types of differences – in architecture, factors, representations and data – is developed to study the diffusion of renewable energy among households (Tariku 2014; MueUter 2016). We refer to this base version as to the MF ABM (after the authors). The MF ABM is designed to...
study the aggregated outcomes of individual household decisions regarding PV installation in a municipality of Dalfsen, which is one of the pioneering green municipalities in the Netherlands. There are 5800 agents that represent houseowners of various income classes spread over the spatial landscape. The model is coded using NetLogo [Wilensky1999]; the model code is available online, under this link. We use GIS data, data on income distribution and accommodation sizes provided by the Dalfsen municipality [Boer2015]. In addition, we elicited factors, which play a role in solar panel (PV) installation decisions of people, and their relative importance (weights) during a participatory workshop in late 2015 [Flacke & de Boer 2016], followed by a small focus group questionnaire in 2016 [Moghayer et al. 2016; Tariku 2014]. Four factors appeared important for people when considering PVs: financial considerations, environmental impact, psychological comfort (displeasure or esteem), and familiarity or experience with PVs within their social network. In addition, participants of the workshop indicated that a lack of practical information (differences between types of PVs, their effectiveness and costs, reliable providers) served as a barrier. Most of these factors are discussed in the empirical literature [Yun & Lee 2015; Rai & McAndrews 2012; Kastner & Matthies 2016; Rai et al. 2016] and all factors except ‘information’ have been studied earlier in the ABM literature [Robinson & Rai 2015; Palmer et al. 2015; Rai & Robinson 2015; Schwarz & Ernst 2009; Bravo et al. 2013].

**Representation:** Following the participatory workshop discussions, we characterize households’ agents decision-making in the MF ABM based on the four factors using specific measures (Table 1). The economic factor \((w_{eco})\) is represented as a payback period of a PV \((t_{pp})\) relative to its lifetime \((t_{pv})\), Equation 1. The environmental impact factor \((w_{env})\) is represented by the total CO\(_2\) emission savings through the lifetime of to-be-installed PVs. This factor depends on the specific CO\(_2\) emission savings for a household, the technology in question \((s_{co2})\), the average emission saving \((s_{co2})\) for that technology (Equation 2, Table 1), and follows an S-shaped function. The CO\(_2\) emission savings are approximated using the reduction of CO\(_2\) emissions of each household’s PV cell in comparison to fossil energy sources over the course of the PV lifetime in tonnes. The social factor \((w_{soc})\) is based on the share of technology users \((n_{tec})\) in a households social network \((n_{net})\) (Equation 3, Table 1). In the MF ABM each household agent is connected to three household of the same income class, making the “social grouping” based on shared socio-economic background [Sociovision 2004; 2007; Mollenhorst 2015]. Lastly, psychological comfort \((w_{eco})\) represents either the esteem that individuals experience due to owning PVs or the individual displeasure due to a spoiled view. This factor is represented as a stochastic variable \([-1;1]\), assuring that our agent population has a variety of positive and negative attitudes towards PV (Equation 4, Table 1).

**Architecture:** The decision flow (Figure 1a) captures the main elements of the TBP. Each time step household agents in the MF ABM assess their PBC implemented as a probabilistic affordability barrier. It filters out households that are going to consider a PV installation decision – i.e. continue with utility estimation and information barrier check – from those who are not. Instead of having a cut off income criteria, we assume that all households have a chance to consider this decision (Equation 5, Table 2), but household agents with a higher income are more likely to do it [Ameli & Brandt 2015; Ramos et al. 2015]. In Equation 5 each household’s income \((x)\) is normalized by the average household income \((m)\), and the distribution of an income threshold \((th_{inc})\) over all household follows a saturation curve with a value which increases with income.

Household agents continue with explicit assessment of their PV decisions after the PBC consideration. Namely, agents estimate contributions of the four decisive factors to the overall utility and weight them based on their attitudes towards these factors and social norms (Equation 6, Table 2). After estimating individual utilities of their status quo, agents continue with calculating the individual multi-attribute utility of taking an action (Equation 6), i.e. investing in PVs. Households agents compare it to their status quo utility and choose the highest of the two. Since households choose the best option in accordance with their utility given a horizon of the current time step only, their optimizing behaviour is bounded to the timing of their decisions. Given this imperfect information, agents utility maximization is not global making them myopic making agents boundedly-rational (Table 2). All global variables of interest such as diffusion rate of the technology and social norms are regularly updated (Figure 1a).

### A.2. Different architectures: Theory of Planned Behaviour in ABMs

As any other social science theory, TBP operates with theoretical constructs such as beliefs, norms or PBC, that creates deviations in how they are operationalized in an ABM. Let us compare two cases: a TBP-ABM of [Schwarz & Ernst 2009] and a TBP-ABM of [Rai & Robinson 2015], to which we further refer as SE and RR studies correspondingly. Both models consider environmental, social and economic reasons for a technology investment, and are based on TBP and multi-attribute utility theory. We reproduce SE and RR alternatives in our base MF model to be able to test differences in the architecture of TBP-ABMs. To bring the ABMs developed by SE and RR
into the context of our case-study and data availability, a few adjustments are required. We explain how their corresponding approaches were implemented in our base MF ABM to create SE and RR prototype ABMs, to which we further refer as SE ABM and RR ABM. All the results presented in Section 3 are produced by the code of our base ABM either under the MF, SE or RR operationalizations of TPB and parameterized using the same empirical data from our Dutch case-study. The SE and RR ABMs reproduce architecture, factors and their representation of the TPB-based SE and RR studies. They are not reproductions of the results of the SE and RR studies.

**TPB in the original model of Schwarz and Ernst and in the SE ABM**

Schwarz & Ernst (2009) consider large and small scale technology investment choices between different solutions for sustainable water use by a household and a diffusion of water-saving technologies in a residential sector in Germany. Households’ decisions in the original SE study depend on such factors as environmental attitudes, savings and social influences of a household, and the ease of use, compatibility with infrastructure of the technology and installation costs of the technology. Some factors used in the original SE study were omitted due to the irrelevance for our case (e.g. characteristics of multiple technologies since only solar panels are considered as a single technology in question) or due to a lack of data (e.g. no savings data). In the original SE study savings factor was part of the utility function and, thus, had an allocated weight. To represent the economic factor in SE ABM we replace savings by the payback assessment, which is weighted with \(w_{eco}\) when estimating overall utility. The environmental and social components in SE ABM have the same representations as in MF ABM (Equation 2 and Equation 3 Table 1). The comfort factor (Equation 4 Table 1) is added to SE ABM to make it consistent with MF ABM. All four factors in SE ABM have the same representation as in MF ABM (Table 1). The agents in the SE study are grouped according to 8 lifestyles (Sociovision 2004, 2007), which define the weight sets in the original utility function. For our case the weights in SE ABM are replaced by those coming from the participatory workshop \(\{w_{eco}, w_{ent}, w_{soc}, w_{cof}\}\) to ensure comparability. The changes implemented on Schwarz & Ernst (2009) operationalization of TPB, thus, concern the factors essential to a household decision, their weights and the adaptation of the economic sub-utility.

The architecture of the original SE model is grounded in the TPB (Figure 1b). The SE ABM households combine economic, environmental, social and comfort factors (Table 1) and individual weights by means of a multi-attribute utility (Equation 8, Table 2). However, Schwarz and Ernst do not introduce PBC as a barrier (compare SE as opposed to MF in Figure 1). Consequently, each time step households agents in SE ABM start directly from assessing their multi-attribute utility (Figure 3). Instead of a PBC barrier the SE agents employ additional weighting in the utility function: by comparing the importance of own attitudes \(i_{att}\) and of PBC \(i_{pbc}\) against the importance of prevailing social norms \(i_{soc}\) (Equation 9, Table 2). Hence, the original SE study and its prototype SE ABM treat social norms in TPB architecturally-different compared to MF ABM. The importance of agents’ attitudes and of their PBC are exogenous, technology related parameters in the SE study 2. The importance of the social norm \(i_{soc}\) is an agent-group related value in the SE study. Thus, in our prototype SE ABM it is equal to the weight of the social component of utility. Households use own attitudes \(u_{att}\) and PBC \(u_{pbc}\) to assess their multi-attribute utility (Equation 10 and Equation 10 Table 2). As in MF ABM, the SE agents are assumed to compare their status quo utility to the utility of investing in PVs, and to choose the highest given a limited time horizon. After all agents have considered a PV installation decision, all relevant macro-measures are updated (Figure 1b).

**TPB in the original model of Rai and Robinson and in the RR ABM**

Rai and Robinson study individual households decisions regarding PV installations and the resulting diffusion of PVs in a residential sector in Texas, USA (Rai & Robinson 2015, Robinson & Rai 2015). Their household agents make decisions based on economic, environmental and social factors. The original RR study has unique access to high quality micro-level survey data and measures these factors with a detailed set of representations. The economic component is represented by the households estimation of a payback period, profitability of the system and net monthly electricity bill savings. In the RR ABM it is represented by the economic utility \(i_{eco}\) (Table 1). Environmental impact in the original RR study is a combination of three measures: \(CO_2\) emission saving, households’ environmental concerns, and their willingness to pay to protect the environment and own neighbourhood. When transferring the RR study into the RR ABM, we omit the latter two measures due to data absence in the Dutch case-study. Further, the RR study measures social influence as the contribution of neighbors and other acquaintances to an individual household attitude towards PVs. Specifically, the number of PVs installed in the neighborhood, combined with the confidence obtained from neighborhood systems and the number of contacts with PV owners who are not in the household’s neighbourhood all contribute to the social factor of agents’ decision-making. The RR study does not have psychological comfort or aesthetics factor included in
their households agents decision-making. Thus, \( w_{cof} \) comes as a new factor in \( RR ABM \). All four factors in \( RR ABM \) are measured in the same way as in \( MF ABM \) (Table 1). The economic, environmental and social factors in the original \( RR \) study are weighted using the survey-based importance. For the Dutch case the weights in \( RR ABM \) are replaced by those coming from our participatory workshop (\( w_{eco}, w_{env}, w_{soc} \) and \( w_{cof} \)).

As with the other two ABMs, the architecture of the original \( RR \) model is grounded in TPB (Figure 1). \( RR \) agents start by assessing PBC implemented as a barrier based on income as in \( MF ABM \) (compare \( RR \) with \( MF \) in Figure 1). The main difference between \( RR \) and \( MF ABMs \) is in the benchmark, to which this income threshold \( \text{th}_{\text{inc}} \) is compared. The \( MF ABM \) assesses PBC by comparing the income threshold \( \text{th}_{\text{inc}} \) to a stochastic value \( r \) (Equation 5, Table 2). Instead, \( RR ABM \) compares incomes to payoff assessments (Equation 7, Table 2). This income in the original study depends on a tree cover, sunlight intensity adjusted to the house size and a standard error (Robinson & Rai 2015). When adapting the original \( RR \) study to our case-study, we omit the tree cover ratio and sunshine in the \( RR ABM \) prototype due to lacking data. In terms of model architecture, the \( RR ABM \) maintains the original representation of the PBC assessment.

Given the PBC barrier is passed, \( RR \) households assess their potential utility of a PV investment decision using multi-attribute utility function (Equation 6, Table 2). Their decision for or against PV is taken by comparing individual multi-attribute utilities of the PV installation to a threshold value (compare the bottom hexagons in \( RR \) against \( MF \) and \( SE \) in Figure 1). In contrast, households in \( SE \) and \( MF ABMs \) pursue an action with the highest utility: \( SE \) and \( MF \) agents compare utility of adopting the technology with utility of not adopting (Table 2).

**Synthesis: differences in the formalization of TPB in technology adoption ABMs**

Figure 3, which is an adapted version of Figure 7, on the Theory of Planned Behaviour, summarizes the differences discussed above. The three models of technology diffusion agree on relating PBC primarily to income, on representing attitude as a combination of several context-dependent factors, and implementing a subjective norm as a share of a social network adopting the technology in question. For this complex decision the three ABMs employ multi-attribute utility functions, which blend attitudes and subjective norms into an intention to act. Yet, there are a number of architectural differences in the three formalizations of the same theory.

Models differ in assigning the role to PBC. In \( MF \) and \( RR ABMs \), PBC acts as a barrier for pursuing an action outside the utility assessment, which in turn indicates an intention to act. One may argue on whether PBC should act as a barrier between intention and behaviour, or whether both the utility assessment and the PBC barrier should feed into intention. The difference becomes evident when considering \( SE ABM \), which reduces the two-step decision making process into a one-step procedure. Here PBC, subjective norm and attitudes lead to forming an intention, which equals to taking an action. In \( SE ABM \) PBC and attitudes fall under the same type, and both can be impacted by subjective norms (\( SE \) in Figure 6). The weighted sum of all components in \( SE ABM \) results in an action, whereas in \( RR \) and \( MF ABMs \) attitude and subjective norm result in an action only given that PBC is high enough (see the dotted line in \( MF \) and \( RR \), Figure 6).

Another difference reveals itself in a possible feedback between PBC and attitudes, as suggested in \( RR ABM \) architecture (\( RR \) in Figure 8). In particular, the economic payback in \( RR ABM \) enters PBC and economic attitudes creating a bi-directional influence between them. This dependence becomes even stronger once information is included as an additional decision factor.

**Figure 8: Alternative operationalizations of the Theory of Planned Behaviour in the \( MF, SE \) and \( RR ABMs \).** Here, the blue ovals stand for the main TPB constructs constituting a decision making process. Representations of context-specific decision factors behind these constructs are in green and purple rectangles. They are connected with solid lines to the theoretical TPB constructs they fall under. A hexagon represents a threshold barrier.
Appendix B: Sensitivity analysis

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>Income</td>
<td>$r \in [0, 1]$</td>
<td>0.91(0.004)</td>
<td>316(1.1)</td>
<td>3533.8(12.3)</td>
<td>251(0.9)</td>
</tr>
<tr>
<td></td>
<td>Threshold</td>
<td>0.00</td>
<td>0.956(0.002)</td>
<td>325(0.9)</td>
<td>3639.0(9.9)</td>
<td>259(0.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.05</td>
<td>0.923(0.003)</td>
<td>320(0.9)</td>
<td>3579.4(10.2)</td>
<td>254(0.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.10</td>
<td>0.923(0.003)</td>
<td>320(0.9)</td>
<td>3579.4(10.2)</td>
<td>254(0.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.20</td>
<td>0.782(0.003)</td>
<td>286(1.1)</td>
<td>3205.8(12.6)</td>
<td>228(0.9)</td>
</tr>
<tr>
<td>SE</td>
<td>Importance</td>
<td>0.00</td>
<td>0.564(0.004)</td>
<td>253(1.6)</td>
<td>2147.0(17.7)</td>
<td>152(1.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.20</td>
<td>0.748(0.004)</td>
<td>253(1.6)</td>
<td>2836.3(17.5)</td>
<td>202(1.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.40</td>
<td>0.835(0.004)</td>
<td>283(1.4)</td>
<td>3164.6(15.5)</td>
<td>225(1.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.60</td>
<td>0.882(0.004)</td>
<td>299(1.4)</td>
<td>3351.5(15.3)</td>
<td>238(1.1)</td>
</tr>
<tr>
<td>RR</td>
<td>PBC Barrier</td>
<td>0.00</td>
<td>0.770(0.004)</td>
<td>283(1.4)</td>
<td>3172.2(15.5)</td>
<td>226(1.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.05</td>
<td>0.576(0.003)</td>
<td>226(0.8)</td>
<td>2534.5(9.4)</td>
<td>180(0.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.10</td>
<td>0.458(0.006)</td>
<td>168(2.2)</td>
<td>1876.2(24.9)</td>
<td>133(1.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.20</td>
<td>0.020(0.002)</td>
<td>4(0.5)</td>
<td>51.6(5.8)</td>
<td>4(3.7)</td>
</tr>
</tbody>
</table>

Table 4: Sensitivity analysis of MF, SE and RR ABMs, mean (standard deviation).

<table>
<thead>
<tr>
<th>Importance PBC $i_{pbc}$ in Table 2 Equation 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 5: Sensitivity analysis of SE - Diffusion rate, mean.

Notes

1 Results also depend on the assumption about the distributions of the micro-level data on the $r_{iin,j}$ value, as discussed in details in Sections 3.12-3.16.

2 The value of importance parameter is not provided in the paper [Schwarz & Ernst, 2009]. Yet, since the value of importance is technology-dependent, its original value is not vital for our case. The exogenous settings used for this paper were set after conducting a sensitivity analysis (Appendix B). The results in this paper are based on $i_{att} = 0.2$ and $i_{pbc} = 0.2$.

3 It is worth noticing that, while the MF and RR ABMs do include PBC to mediate between intention and action, they do it indirectly. Specifically, to minimize the computational time, it is done in the reversed order before assessing the intention to filter out the agent population that will not go through a more computationally intensive multi-attribute utility estimation. It makes no difference for the results though.
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