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Abstract

Every year, gully erosion causes substantial damage to agricultural land, residential areas and infrastructure, such as roads. Gully erosion assessment and mapping can facilitate decision making in environmental management and soil conservation. Thus, this research aims to propose a new model by combining the geographically weighted regression (GWR) technique with the certainty factor (CF) and random forest (RF) models to produce gully erosion zonation mapping. The proposed model was implemented in the Mahabia watershed of Iran, which is highly sensitive to gully erosion. Firstly, dependent and independent variables, including a gully erosion inventory map (GEIM) and gully-related causal factors (GRCFs), were prepared using several data sources. Secondly, the GEIM was randomly divided into two groups: training (70%) and validation (30%) datasets. Thirdly, tolerance and variance inflation factor indicators were used for multicollinearity analysis. The results of the analysis corroborated that no collinearity exists amongst GRCFs. A total of 12 topographic, hydrologic, geologic, climatologic, environmental and soil-related GRCFs and 150 gully locations were used for modelling. The watershed was divided into eight homogeneous units because the importance level of the parameters in different parts of the watershed is not the same. For this purpose, coefficients of elevation, distance to stream and distance to road parameters were used. These coefficients were obtained by extracting bi-square kernel and AIC via the GWR method. Subsequently, the RF-CF integrated...
model was applied in each unit. Finally, with the units combined, the final gully erosion susceptibility map was obtained. On the basis of the RF model, distance to stream, distance to road and land use/land cover exhibited a high influence on gully formation. Validation results using area under curve indicated that new GWR-CF-RF approach has a higher predictive accuracy 0.967 (96.7%) than the individual models of CF 0.763 (76.3%) and RF 0.776 (77.6%) and the CF-RF integrated model 0.897 (89.7%). Thus, the results of this research can be used by local managers and planners for environmental management.
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1. Introduction

Soil erosion is a global problem that seriously threatens soil and water resources (Comino et al., 2016; Swarnkar et al., 2018; Arabameri et al., 2017b). The short-term, destructive effects of erosion may not be noticeable, but, in the long run, its effects will be clearly visible (Singh and Singh, 2018). The consequences of soil erosion could be extremely dangerous that they have caused the destruction of some civilisations in the past (Boardman and Favis-Mortlock, 1998). Therefore, decision-makers must take the necessary measures to reduce the damage caused by erosion (Alam et al., 2016). In Iran, soil erosion is a major problem, especially in agriculture, natural resources and the environment. Approximately 125 million hectares of the country’s 165 million hectares of land are exposed to water erosion (Refahi, 2009).

Gully erosion is the most destructive type of water erosion due to the dissolution and alkalinity of formations in forests, rangelands and agricultural lands (Lesschen et al., 2007). Gully erosion occurs in the arid and semiarid regions of the world due to the overexploitation of water and soil and improper environmental management (Ezechi, 2000). Gully erosion leads to soil and ecosystem destruction, quantitative and qualitative reduction of groundwater, soil degradation and destruction of infrastructure, such as roads and bridges (Paolo et al., 2014; Boardman, 2014; Dube et al., 2014; Conoscenti et al., 2014; Torri et al., 2014). The process that leads to gullying and its development on the surface begins with water flow and sheet erosion. Subsequently, the formation of surface grooves are affected by rill erosion with the same slope relative to the domain, and continues with depth of grooves over time. Thus, grooves with a
depth of several centimeters turn into gullies with depths of several meters with slopes less than
the domain (Keller, 2011; Goodwin et al., 2017; Barnes et al., 2016; Dymond et al., 2016).

Given that various environmental factors affect gully erosion, understanding and recognising
the relationship between these parameters and the occurrence of gullies and the prediction of
gully erosion-prone areas are important strategies for water and soil resource management (Shit
et al., 2015). In recent years, various methods have been used by researchers around the world
for gully erosion zonation mapping (GEZM). These models can be divided into three groups: (i)
knowledge-based models, such as the analytical hierarchy process (AHP) (Zakerinejad and
Maerker, 2014); (ii) bivariate and multivariate statistical models, such as weights-of-evidence
(WOE) (Zabihi et al., 2018), logistic regression (LR) (Dewitte et al., 2015), maximum entropy
(ME) (Rahmati et al., 2017), information value (IV) (Conforti et al., 2011), conditional analysis
(CA) (Conoscenti et al., 2013) and frequency ratio (FR) (Rahmati et al., 2016) and (iii) data-
mining models, such as multivariate adaptive regression splines (MARS) (Conoscenti et al.,
2018), random forest (RF) (Arabameri et al., 2018), support vector machine (SVM)
(Pourghasemi et al., 2017), classification and regression trees (CART) (Märker et al., 2011) and
critical neural networks (ANN) (Pourghasemi et al., 2017).

The main disadvantage of bivariate statistical methods is the lack of calculation of the gully-
related causal factors (GRCFs) importance on the occurrence of gully erosion. By contrast, the
disadvantage of data-mining methods lies on their inability to calculate the spatial relationship
between GRCFs and gully locations. Therefore, in this research, an integrated CF bivariate
statistical model and RF data-mining model are used for GEZM. Literature review indicates that
the CF model has not been used in the field of quantitative spatial correlation between GRCFs
and gully locations in the GEZM. Moreover, the RF model has been used to determine the
importance of GRCFs because of its higher ability and accuracy compared with other data-
mining models (Arabameri et al., 2018). The main gap in the previous studies of GEZM is that
the importance of GRCFs across the area is considered the same, whereas different degrees of
parameter influence may occur in an area, such that, with the change of location, the effect of
parameters can be changed (Brumson et al., 1998; Feuillet et al., 2014). To solve this problem,
Nakaya (2002) Fotheringham et al. (2003) used the geographically weighted regression (GWR)
technique. This method is used to segment the study area into several predictive areas with
spatial autocorrelation and appropriate sizes. Thereafter, the RF-CF integrated model is applied in each segment. Finally, GEZM was obtained using the combination of segments. The GWR technique (Sabokbar et al., 2014; Yu et al., 2016), CF (Chen et al., 2015; Fan et al., 2017; Chen et al., 2017) and RF (Kim et al., 2018; Taalab et al., 2018) methods are useful and effective for environmental management and are used by various researchers in environmental risk management.

In the study area, gully erosion have caused several problems such as destruction of: natural ecosystem, human infrastructure such as power and gas transmission lines, roads and bridges, land degradation, reduction of amount and quality of surface and underground waters, sediment accumulation in canals, destruction of natural landscape faces and reduction of soil fertility. On the other hand, this phenomenon has caused other problems in the study area such as groundwater pollution, flooding, and desertification. Therefore, in order to reduce its damages and take preventive measures, in the present research, a novel approach that is derived from the integration of the GWR technique with the CF bivariate statistical and RF data-mining methods is used to predict gully erosion-prone areas in the study area.

2. Materials and Methods

2.1. Study area

Mahabia watershed (35°12′18″N–35°37′13″N, 54°44′27″E–56°13′35″E), covering a total area of 5,757 km², is located in the northeastern part of the Semnan province and in the southeastern part of Shahroud city in Iran (Fig. 1). The study area has a mean annual precipitation of 90 mm and it receives approximately 80% of its annual rainfall from November to April, a mean annual temperature of 25.7 °C and has an arid climate (IRIMO, 2012). The elevation of the study area ranges from 683 m to 2,297 m. Topographically, the central and southern parts of the study area have a flat curvature, and the north section, which is located in the mountainous area, has convex and concave curvatures. Approximately 41.33% of the study area has a flat topography; 34% is concave, and 24.66% is convex. The average slope in the study area is 3.84°, with slope gradient slowly reducing from the north to the south. Quaternary sediments, including unconsolidated windblown sand deposit including sand dunes (Qs,d,) clay flat (Qcf), salt flat (Qsf), stream channel, braided channel and flood plain deposits (Qal), high-level piedmont fan and valley
terrace deposits (Qft1), low-level piedmont fan and valley terrace deposits (Qft2) and salt lake, covering more than half of the study area (GSDI, 2012). Land use/land cover classes of the study area include agriculture (0.04%), orchard (0.027%), bare land (3.87%), kavir (19.45%), salt land–kavir (1.19%), poor range (56.16%), rock (16.22%), salt lake (1.63%), salt land (1.36%) and wet land (0.015%). Soil types in the Mahabia watershed comprise of badlands (7.42%), playa (1.23%), rock outcrops/entisols (24.18%), rocky lands (2.5%), salt flats (18.76%), aridisols (6.82%) and aridisols and entisols (39.05%). The gully erosion, as one of the most destructive types of water-related erosion, annually imposes economic damages to the inhabitants of the region. The gullies of the study area are mainly created in plains and low slope areas with high water concentration and drainage density. High precipitation and flood scenarios are the general characteristic of arid areas (in some cases, 80% of annual rain falls in a few hours), presence of gypsum and salt minerals due to high evaporation, overgrazing and destroying vegetation, caused the formation of piping and gullying in the studied area.

2.2. Flowchart of research

As shown in Figure 2, the methodology used in this study consists of nine main steps: (1) preparation of basic data, including PALSAR DEM, geology map (1:100000), topography map (1:50000), Landsat 8 image, Google Earth images and GPS points of gully locations; (2) determination and extraction of gully-related causal factors (GRCFs) using several resources; (3) determination of the location of gullies and preparation of GEIM and randomly dividing them into two groups of training and validation; (4) application of the RF model and determination of the importance of GRCFs; (5) application of the CF model and determination of the spatial relation between GRCFs and location of gullies; (6) segmentation of the study area into several homogeneous units using the GWR technique and determination of the weight of the GRCFs in each homogeneous unit; (7) application of the RF-CF model in each segment and combination of segments; (8) preparation of GEZMs using three approaches: (i) individual models of CF and RF, (ii) combination of CF statistical model and RF data-driven model and (iii) combination of RF-CF integrated model with GWR technique and (9) validation of GEZMs using AUC, SCAI and FR indicators.

2.3. Database preparation
A gully erosion inventory map (GEIM) was used to analyse the relationship between gullies and GECFs quantitatively and was also the basis of LSZM (Pourghasemi et al., 2017). In this study, 215 gullies were identified using extensive field surveys and satellite image interpretations. Amongst them, 70% (150 gully locations) were selected for modelling, and 30% (65 gully locations) were considered for validation purposes (Arabameri et al., 2018). In Figure 3, several gullies that were identified in the study area are shown.

In the occurrence of gully erosion, as a threshold-dependent process, various parameters, such as geology, topography, hydrology, soil characteristics, climate and human activities, are involved (Poesen et al., 1998; Conforti et al., 2014; Conoscenti et al., 2014; Go´mez-Guti´errez et al., 2015; Arabameri et al., 2018). Therefore, selecting the effective parameters is essential to identify areas prone to gully erosion. In the present study, an extensive literature review (Rahmati et al., 2017; Pourghasemi et al., 2017; Arabameri et al., 2018), the features of the study area and a collinearity test amongst 12 GRCFs (elevation, slope, plan curvature, topographic wetness index (TWI), stream power index (SPI), distance to stream, drainage density, distance to road, lithology, land use/land cover, soil type and rainfall) were considered for modelling (Fig 4a-l).

Topography, due to the determination of the erosive power of the flow, plays an important role in the initiation and development of gullies. This parameter also affects geology (Wade, 1935), climate (Bonacina, 1945) and vegetation cover (Zakharov, 1940); therefore, the quality of topographic data has an extraordinary impact on the accuracy of the GEZM (Hancock and Evans, 2005; Go´mez-Guti´errez et al., 2015). In this research, PALSAR DEM with a spatial resolution of 12.5 meters was used to extract topographic data, including elevation, slope, plan curvature, TWI and SPI in ArcGIS10.5. Eqs. (1) and (2) are used for the calculation of TWI and SPI, which indicate the spatial distribution of areas of saturation and erosive power of flowing runoff, respectively (Moore et al., 1991):

\[ SPI = \ln (As \times \tan \beta), \quad (1) \]
\[ TWI = \ln (A_s/\tan \beta), \quad (2) \]

where \( As \) is the upstream contributing area, and \( \beta \) is the slope gradient.
The extraction of the stream network from the PALSAR DEM was performed in the ArcGIS10.5 to produce distance to stream and drainage density. For this purpose, the holes were filled in the DEM using the ‘Fill’ tool, and the direction and accumulation of streams were obtained using the ‘Flow Direction’ and ‘Flow Accumulation’ tools. The threshold of 1000 cells was considered in the extraction of the stream network. After extraction, the distance to stream and drainage was calculated using the ‘Euclidean Distance’ and ‘Line Density’ tools. For the production of distance to road, the extraction and digitisation of the roads from topographic maps of 1: 50000 was obtained from the National Geographic Organization of Iran (www.ngo-org.ir). (NGOI, 2008) and Google Earth satellite images (15/08/2018) were used, and then, using the ‘Euclidean Distance’ tool, distance to road was calculated. On the basis of the separation and digitisation of the polygons in the lithological units from the geological map (scale of 1: 100000) prepared by Geological Society of Iran (GSI) (http://www.gsi.ir/), a lithology map was prepared in the ArcGIS10.1 and was classified into 11 groups (Table 1). A Landsat 8 OLI/TIRS image (path/162, row/35) (14/07/2018) (https://earthexplorer.usgs.gov/) was used for the preparation of the land use/land cover (LU/LC) map in ENVI4.8, and a supervised (maximum likelihood) algorithm was used for this purpose. 465 GCP (ground control point) were used for the validation of the LU/LC map with the Kappa coefficient. The Kappa coefficient for the final map was estimated using Eq. 3 (Lo and Yeung, 2002):

$$K = \frac{N \sum_{i=1}^{r} (X_{ii} - N \sum_{i=1}^{r} (X_{i+} X_{+i}))}{N^2 - \sum_{i=1}^{r} (X_{i+} X_{+i})}$$  (3)

where, \( r \) is number of rows in error matrix; \( X_{ii} \) is number of observations in row \( i \) and column \( i \), \( X_{i+} \) is total of observations in row \( i \), \( X_{+i} \) is total of observations in column \( i \) and \( N \) is total number of observations included in the matrix. The Kappa coefficient of generated map was found to be 99.12%.

A soil type map (1:250000) was obtained from the Semnan Agricultural and Natural Resources Research Centre and was classified into three categories. For the preparation of the annual rainfall data, the rainfall statistics of Toroud, Moalleman, Dameghan, Shahroud and Biarjamand during a 30-year period (from 1987 to 2017) were used; using the Kriging method, the rainfall map was prepared in ArcGIS10.5 (IRIMO, 2012). In the final step, all layers were unified in the 12.5m pixel size based on PALSAR DEM spatial resolution and the UTM
Zone39N geographic coordinate system. Maximum and minimum values, number of classes and classification models of GRCFs are shown in table 2.

2.4. Modelling approach

2.4.1. GWR technique

One of the new methods for achieving higher accuracy in spatial analysis is the GWR method, which is highly effective when a spatial correlation exists between independent variables, (Fotheringham et al., 2001). The GWR model is highly important in the modelling of heterogeneous spatial processes (Wheeler et al., 2014). It has attracted the attention of many researchers because of its precise performance at the time of exploring local changes (Chalkias et al., 2014). This model is an extended mode of general regression and is applied to the gain of equations of regression for each spatial area separately (Celik et al., 2016). In this model, the coefficients are estimated on the basis of the geographical coordinates of the measurement points; the coefficients of the model are estimated for each point in the region, and the values and symbols of the coefficients vary at different points. If the relationship between the independent and dependent variables in a part of a region is positive but negative in the other parts, this model can provide valid spatial relationships (Zhang & Griffith, 2000). This model is in the form of Eq. 4:

$$y_i = \beta_0 (u_i, v_i) + \sum_{K=1}^{Q} \beta_K (u_i, v_i) x_{ik} + \epsilon_i$$  

where \((u_i, v_i)\) represents the coordinates of an \(i\)th point in space \(i=1,2,3,...,L\) and \(Q\) and \(L\) are the regression coefficients and the number of points, respectively. \(y_i\) is the dependent variable in position \(i\), \(x_{ik}\) is the quantity of the \(k\)th explanatory variable in position \(i\), \(\beta_K (u_i, v_i)\) is the local regression coefficients for the \(k\)th explanatory variable in position \(I\), \(\beta_0 (u_i, v_i)\) is the intercept parameter in position \(I\) and \(\epsilon_i\) indicates a random error.

If the components of the weight of the observation points are entered in the regression equation, the vector relation of the evaluation parameters becomes a GWR relation. According to the Tobler law in geography, the adjacent points are more similar spatially. In the estimation of
the point properties, points near them are more weighted than the farther points (Tobler, 1970).

The coefficients of the model are obtained by the following equation:

$$\hat{\beta}(u) = (X^T W_i X)^{-1} X^T W_i Y,$$  \hspace{1cm} (5)$$

and its variance is:

$$\text{var} (\hat{\beta}) = (X^T W_i^{-1} X)^{-1},$$ \hspace{1cm} (6)$$

where \(i=1,2,3, \ldots p\), \(X\) is an independent variable, \(Y\) is a dependent variable, \(W_i\) is the weight matrix \((n \times n)\), in which the inlines of the matrix, except for the diagonal elements, are zero and whose diagonal elements are the geographical weights.

$$W_i = \begin{bmatrix} W_{i1} & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{in} \end{bmatrix},$$

The selection of \(W_i\) depends on the selected kernel function, which can either be fixed or adaptive kernels.

AIC is used to measure the relative efficiency of the model and the selection of the criteria. Eq. (7) is used for the calculation of AIC:

$$AIC = -2 \ln (\hat{\theta}_L, x) + 2q,$$ \hspace{1cm} (7)$$

where \(l(\hat{\theta}_L, x)\) is the maximised likelihood of the parameter vector \(\theta\), \(x\) is a random sample, \(\hat{\theta}_L\) is the maximum likelihood estimate of \(\theta\) and \(q\) is the number of the unknown parameters. The low values of this model indicate that the estimated value of the model is closer to reality (Wang, et al., 2005)

2.4.2. RF model

The use of decision trees has become common due to its simplicity, interpretation capability and ability to measure with covariance scales at different measurement levels (including nominal variables) (Duda et al., 2001). The RF method is a modern nonparametric technique, which has
been one of the best learning algorithms in recent years. This model can be used for a large dataset and can make highly accurate classifications. Unlike classical models such as regressions that use only one model, the RF method uses hundreds and thousands of decision trees such that they can have better elicitation from the variables (Duda et al., 2001). The RF method is generalised from a classification tree method in the CART model although, in this model, each set of decision trees performs the classification (vote) and the class that wins the most votes is selected as the result of the model. Different from the CART model, the decision trees in the RF model do not prune, and whilst the diversity of trees is high, they preserve the accuracy of prediction by selecting the best separator amongst the subsets. This model offers a scale of importance of variables that is used to determine the impact of each factor (Breiman and Adele, 2013). The RF model has less errors than the decision tree method due to the use of several trees. Meanwhile, the correlation of trees in the RF model is low due to the random sampling of predictors in each node and the heterogeneity of trees. The best way to determine the number of needed trees is to compare forest predictions with the predictions from its subsets, and if the prediction of the subset is as accurate as the forest prediction, the number of trees is sufficient (Payet and Todorovic, 2008).

2.4.3. Certainty factor (CF)

The CF model was firstly proposed by Shortliffe and Buchanan (1975) and improved by Heckeman (1986). To apply the CF model in the case of gully erosion, one must determine the dependent and independent variables. Therefore, in this study, gully erosion was considered a dependent variable, and its effective factors were considered as independent variables. After environmental analysis and determination of the number of gully events in each of the classes of independent variables in ArcGIS10.5 final map using CF model obtained.

2.4.4. Validation processes

The GEZM validation process is important; without this, the study lacks scientific credibility. In this research, a validation dataset was used for this purpose. The prediction accuracy of the final maps was determined in SPSS21 using the ROC method, which is the most common quantitative method in spatial modelling and in the prediction of natural phenomena (Chen et al., 2017). AUC indicates the accuracy of the final map in predicting areas susceptible to gully
erosion. The values of this parameter fluctuated from 0.5 to 1; the closer the value is to one, the higher the prediction accuracy of the model (Yesilnacar, 2005). To evaluate the classification accuracy of the models, FR and SCAI were employed (Ilinca and Gheuca, 2011). FR is the ratio of the gully surface area in each class to the surface area of that class (Pradhan and Lee, 2010). SCAI is the ratio of surface area of class to the gully surface area of that class (Yilmaz, 2009). Low FR and high SCAI values in an extremely low susceptibility class and vice versa indicate acceptable accuracy in classification.

3. Results

3.1. Segmentation of the study area using the GWR technique

The GWR allows us to have different regression equations in different parts of the study area and improves modelling implementation by reducing spatial correlation (Zhang et al., 2014). According to Tobler's theory of proximity and similarity, observations closer to a particular location should receive a higher score than the observations that are farther away (Miller, 2004). Therefore, we can use this technique to estimate the parameters for the model. For the segmentation of the study area, the coefficients of the GWR model were calculated to explore the spatial variations of the relationships between the study area and environmental factors. The natural break method is a common classification method based on the inherent nature of the data (Jensen, 1967). By contrast, the GWR coefficient values can be used to describe the spatial correlation of factors. Therefore, we divided the study area into several sections; in each section, the values of the GWR coefficients are similar. Moreover, the number of parameters used for segmentation has a great influence on the plotting results. Thus, if the number of parameters is substantial, we will have several small pieces in the plot, which will cause problems in the development of the sample for training and validation and in obtaining a satisfactory prediction. By contrast, if the number of parameters is extremely low, a few large pieces will exist in the plot, which means that we cannot reduce spatial correlation in each region effectively, affecting the predicted results negatively. In this research, the most important GRCFs used for fragmentation were elevation, distance to stream and distance to road; the coefficients of their GWR weights were obtained by extracting bi-square kernel and AIC in the GWR method and was divided into 8 pieces based on the study area (Fig. 5).
3.2. Multicollinearity analysis

Before the analysis of the models, a collinearity was verified amongst the GRCFs using tolerance (TOL) and variance inflation factor (VIF), which are the most important indexes for measuring multicollinearity. This process was performed because the multicollinearity amongst GRCFs reduces the prediction accuracy of the models. When the value of TOL is less than 0.1 and the value of VIF is greater than 10, a collinearity exists amongst the parameters (Bui et al., 2011). The results of the multicollinearity test (Table 3) affirmed that no collinearity exists amongst the GRCFs (independent variables).

3.3. Certainty factor (CF) model

The values of the CF model vary from −1 to 1; positive values represent an increasing certainty in the occurrence of an event, negative values indicate a decreasing certainty in the occurrence of an event and close-zero values indicate information about the variable is not enough (Dou et al., 2014). The results of the CF model (Table 34) confirmed that, in the elevation parameter, class <829m with the highest value of CF (0.248) has a strong relationship with the occurrence of gullies in the study area. This result is in line with Hongchun et al. (2014). In slope parameters, the relationship between the slope parameter and gully locations with CF method showed that with the increase in slope, the sensitivity of the areas to the occurrence of the gully decreases, and the low slopes are more prone to gullying. Thus, compared with the other of the slope classes, the <2.4° class with CF= 0.104 has the greatest impact on the occurrence of a gully. The reason is that low slopes cause runoff accumulation and gully development, which is consistent with the results of Le Roux and Sumner (2012). In the plan curvature parameter, flat areas (CF= 0.125) showed a higher correlation with gullies compared with the concave (CF= 0.070) and convex (CF= -0.30) topography. This result is in line with Conforti et al. (2010). TWI results corroborated that the >11.47 class with the highest TWI has the greatest impact on the occurrence of the gully (CF= 0.693). Gully erosion occurs when the flow power exceeds the soil shear stress, therefore, a higher TWI in an area indicates a higher erosive power of flow. This result is in line with Go´mez-Gutie´rrez et al. (2015). On the basis of the SPI factor, the <14.6, class with highest SPI had a strong relation with gullies (CF= 0.797). In distance to stream, the <176m class had a positive value (CF= 0.586). Therefore, gullying probability is higher in this class. By contrast, other classes with more distance from the stream had negative values: 176–
1354 415 m (CF=−0.06), 415–704 m (CF=−0.113), 704–1107 m (CF=−0.207) and >1,107 m (CF=−0.261). This result is in line with Dube et al. (2014). The values of CF in drainage density indicate that with increasing drainage density, the sensitivity of the area to gully erosion has increased; thus, all classes had negative values, except the >1.54 km/km² class (CF=0.445). This result is in line with Arabameri et al. (2018). In distance to road, the <500 m (CF=0.859) and 500–1000 m (CF=0.425) classes have positive values. By contrast, the 1000–1500 m (CF=−0.952), 1500–2000 m (CF=−0.270) and >2000 m classes have negative values. These results contend that the above parameter played a major role in the occurrence of gullies in the study area. In the case of lithology, PlQc (Fluvial conglomerate, piedmont conglomerate and sandstone) with CF=0.907 had the most sensitivity to gully erosion. In the LU/LC parameter, only bare land (0.658) and kavir (0.478) classes have positive values, and other classes including agriculture, orchard, salt land-kavir, poor range, rock, salt lake, salt land and wetland have negative values. Sensitivity to gully erosion is high in the bare land and kavir classes due to lack of vegetation and existence of soluble sediments (gypsum and salt), respectively. For soil type values, only the entisols/aridisols class had positive value (CF=0.276), which indicates that this soil type has high susceptibility to erosion. In rainfall class, the classes of 66.27–85.06 mm (CF=0.644) and 85.06–103.19 mm (CF=0.054) have positive values. After determining the weight of the classes, GEZM was obtained using Eq. (11) in the CF method, whose values are between −7.796 and 6.277. Finally, the GEZM was categorised into five classes from very low to very high susceptibility classes using the natural break method (Fig. 6a). According to results (Figs. 7a and 7b), the highest area of the Mahabia watershed (33.92%) belongs to the moderate sensitivity class, whereas the lowest (4.57%) belongs to the very high sensitivity class.

3.4. RF model

The RF model with an out-of-bag error rate = 28.57% (Fig. 8) was applied in R using the caret package. This scenario implies that the accuracy of the model is equal to 71.43%. Table 5 exhibits the results of the confusion matrix. According to results, from 110 nongully locations observed, 81 (73.63%) are predicted as nongullies, and 29 (26.36%) are predicted as gullies; from 100 observed gully locations, 31 (31%) are predicted as nongullies, and 69 (69%) are predicted as gullies. Determining the importance of GRCFs using the RF method (Fig. 9) showed that amongst 12 GRCFs, the distance to stream (22.29), distance to road (18.66) and land
use/land cover (17.32) had the highest impact on the occurrence of gullies in the study area. By contrast, plan curvature (0.73), slope (2.24) and TWI (2.84) had the least impact on gullying. The resultant GEZM by the RF model was classified into five classes (very low to very high) using the natural break method (Fig. 6b). The resultant map shows that 9.71% of study area and 45.11% of the gullies (Fig. 7b) belong to the very high susceptibility class (Fig. 7a), whereas 9.28% of the study area and 0.45% of the gullies belong to the very low sensitivity class.

3.5. CF-RF integrated model

The RF model does not consider the weight of GRCF classes, and the CF model does not calculate the significance of each GRCF. To eliminate these limitations and to increase the performance of the models, the two models were integrated in ArcGIS10.5 using Eq. 8:

\[
GEZM_{CF-RF} = (W_{CF\text{Distance to stream}} \times 22.29) + (W_{CF\text{Distance to road}} \times 18.66) + (W_{CF\text{LU/LC}} \times 17.32) + (W_{CF\text{Rainfall}} \times 10.93) + (W_{CF\text{Drainage density}} \times 9.34) +
\]

\[
(W_{CF\text{Elevation}} \times 0.067) + (W_{CF\text{Lithology}} \times 5.17) + (W_{CF\text{Soil type}} \times 5.07) +
\]

\[
(W_{CF\text{SPI}} \times 2.97) \times (W_{CF\text{TWI}} \times 2.84) \times (W_{CF\text{Slope}} \times 2.24) + (W_{CF\text{Plan curvature}} \times 0.73)
\]

The resultant map based on natural breaks was divided into five classes (Arabameri et al., 2017a) including very low, low, moderate, high and very high (Figure 6c). The GEZM was prepared using the integrated model, which showed that 23.77% and 9.35% of the area belong to the high and very high sensitivity classes, respectively, whereas 9.79%, 20.89% and 36.17% belong to very low, low and moderate classes. By contrast, 71.15% of the gullies belong to high and very high classes.

3.6. GWR-CF-RF new approach

The results of determining the weight of the GRCFs in each of the eight sections are shown in Fig. 10, which indicates that in different sections of a watershed, the effect of GRCFs is different. Thus, in section 1, drainage density (7.02), lithology (6.86) and rainfall (6.44), in section 2, distance to road (15.32), LU/LC (10.01) and lithology (5.57), in section 3, distance to stream (11.29), SPI (2.97) and slope (0.34), in section 4, soil type (6.64), drainage density (6.55)
and TWI (6.26), in section 5, distance to stream (2.51), elevation (2.03) and rainfall (1.19), in section 6, TWI (5.85), distance to stream (4.07), and rainfall (0.78), in section 7, soil type (2.05), and LU/LC (0.24), and finally in section 8, rainfall (4.32), drainage density (3.93), and soil type (3.51) have high impact in gully occurrence. After applying of CF-RF combination model in each of sections, by combination of the sections, the GEZM was prepared and classified according to the natural break to 5 classes including very high, high, moderate, low and very low (figure 6d). The results of this map affirm that 9.25%, 15.31%, 29.64%, 32.07% and 13.7% of study area located in very low to very high sensitivity classes (figure 7a), respectively. In contrast, 0.46%, 6.04%, 13.48%, 26.51%, and 53.48% of gullies (figure 7b) located in this classes respectively.

3.7. Validation of GEZMs

The results of the GEZM validation using ROC (Figure 11a) and its AUC (Figure 11b) showed that amongst the four models, the GWR-CF-RF has a higher predictive accuracy 0.967 (96.7%) than the individual CF 0.763 (76.3%) and RF 0.776 (77.6%) models and the CF-RF integrated model 0.897 (89.7%) model. The results of the FR and SCAI indicators (Figure 12) showed that the classification accuracy in all four models is acceptable.

4. Discussion

Gully erosion affects the environment in two dimensions: firstly, by destroying the surface and subsurface horizons of the soil, causing high sediment production and degradation of the production bed, and secondly, by exacerbating the discharge of surface runoffs and reducing groundwater recharge (Prosser, 1996; Kou et al., 2015). Given the extraordinary importance and extensive damage caused by gully erosion, substantial research has been conducted on the causes of gullying and the identification of erosion-susceptible areas to manage this phenomenon and take protective measures to reduce its damage (Conoscenti et al., 2014; Conforti et al., 2014; Arabameri et al., 2018). In this research, three approaches, along with remote sensing data and the GIS technique, have been used for the modelling of gully erosion and preparation of GEZM: (1) using the CF bivariate statistical model and RF data-mining model, (2) integrating the CF
bivariate statistical model with the RF data-mining model and (3) using the GWR technique along with the CF-RF integrated model.

The use of remote sensing science because of its advantages including the ability to collect data from vast and inaccessible areas as well as saving time and money is one of the most reliable and efficient ways for Earth observation such as geomorphology, geology, agriculture, natural resources, etc (Karlsson et al., 2017). The high quality of analyzing and managing a large amount of data and the possibility of analyzing them with advanced methods in GIS has made it a powerful tool for managing environmental hazards (Ahlmer et al., 2018).

CF is one of the statistical models with spatial prediction capabilities in various environmental sciences. One of the advantages of using this model is to increase the certainty of prediction, because the modelling process is based on the occurrence of previous gullies, which reduces the uncertainty of modelling (Dou et al., 2014). The disadvantage of this model is the non-calculation of parameter importance in event occurrence.

Wang et al (2015) compared CF and index of entropy models for landslide susceptibility mapping in the China using 15 landslide conditioning factors, including altitude, slope, aspect, plan curvature, general curvature, profile curvature, distance to faults, distance to rivers, distance to roads, the sediment transport index (STI), SPI, TWI, geomorphology, lithology, and rainfall. Their results indicated that CF (0.843) has higher prediction accuracy than the entropy method (0.822). RF is a data-mining model that has several advantages, such as high accuracy in spatial prediction, as well as high ability to determine important variables in prediction (Breiman and Adele, 2013). This model suffers from the non-computation of spatial relationship between parameters affecting events.

The use of the GWR technique to divide the area into homogeneous units can increase the accuracy of modelling and prediction, because the effective parameters in the occurrence of a phenomenon do not have the same importance in different parts of an area (Yu et al., 2016). Nowadays, remote sensing data and GIS technique are widely used by researchers worldwide for hazard assessment and environmental management because of their advantages (Arabameri et al., 2017; Raouf et al., 2017; Nwankwo and Nwankwoala, 2018; Sharma and Kumar Mahajan, 2018; Rahim et al., 2018). Given that the study area is large, data collection using only field surveys is difficult and somewhat impossible. Via remote sensing, data can be collected for vast areas in a short time. Therefore, it can save time and reduce costs in researches. Moreover, by
providing repetitious coverage, we can monitor phenomena. Given the occurrence of gullies, many parameters involved in gully occurrence should be investigated and analysed, and the use of GIS in data analysis is essential.

The results of the RF model corroborate that distance to stream, distance to road and LU/LC parameters have the most impact on gullying in the study area (Reid and Dune, 1996; Conoscenti et al. 2014; Nyssen et al., 2002; Malik, 2008; Vanmaercke et al., 2016). In most cases, the gullies are linked to the stream networks, and the streams cause gullying in areas where conditions are suitable (Conoscenti et al., 2014). Linear infrastructure, such as roads, through the concentration of surface runoffs, the transfer of concentrated runoff to other watersheds and an increase in watershed size, causes the gullying process (Nyssen et al., 2002; Malik, 2008). Results of the model verification showed that: (i) The RF data-mining model has a higher predictive accuracy than the CF statistical model that is line with (Rahmati et al., 2017; Kim et al., 2018; Taalab et al., 2018; Arabameri et al., 2018a). Arabameri et al (2018a) used three data-mining models, including RF, MARS and BRT (boosted regression tree) for gully erosion assessment in the Shahroud watershed (northeastern part of Iran). For this purpose, 12 gully erosion conditioning factors including elevation, slope, aspect, plan curvature, convergence index, TWI, lithology, land use/land cover (LU/LC), distance to rivers, distance to roads, drainage density, and NDVI are used and their results indicate that the RF model with AUC=0.927 has a higher prediction accuracy than MARS and BRT. Rahmati et al (2017) applied different models of FR, support vector machine, artificial neural network, and boosted regression tree for gully erosion susceptibility mapping in Iran. For this purpose, 12 geo-environmental factors of altitude, slope, aspect, curvature, soil texture, lithology, distance to streams, drainage density, TWI, distance to road, and land use are used. Based on their results, RF showed an excellent prediction accuracy; (ii) The integration of CF bivariate statistical model with the RF data-mining model eliminated their disadvantages and increased their efficiency and accuracy. This result is in line with (Rahmati et al., 2017; Pourghasemi et al., 2017; Kornejady et al., 2019). Kornejady et al. (2019) used the integration of FR bivariate statistical model and RF data-mining model for landslide susceptibility assessment in the Chehel-Chai watershed, Golestan Province and stated that the integrated model with AUC=0.831 has a high ability to identify susceptible areas to landslide occurrence;(iii) Given that the study area is divided into several homogeneous units, and the importance of the GRCFs in each unit is calculated, the prediction accuracy of the GWR-RF-CF
approach is higher than the individual and integrated models (Yu et al., 2016). Yu et al. (2016) used the GWR technique along with the SVM model and PSO (particle swarm optimisation) algorithm for landslide susceptibility mapping in Wanzhou in the Three Gorges Area in China and stated that GWR has improved the prediction accuracy of the model. Thus, the AUC of SVM (0.817) and PSO-SVM (0.867) has improved by using the GWR-PSO-SVM technique (0.971). Results corroborate that the methodological framework introduced in this research has a reasonably good accuracy in the prediction of areas prone to gully erosion.

The prediction accuracy of future events, such as gully erosion that occurs frequently in the study area and causes damages to agricultural land, infrastructure and the natural ecosystem depend on several factors such as uncertainty in input data and models and heterogeneity of the study area. Uncertainty can be defined as an occurrence of a phenomenon that is beyond the control of the researcher. Determining the gully erosion susceptibility is always faced with uncertainties due to incomplete knowledge of the studied physical system, the structure of the model, and the temporal and spatial variability. Because the data on which mathematical models are based is not usually sufficient and the algorithm chosen for modelling is not exactly the same as what happens in the nature. Even in very complex models with proper validation, the input data of the model has uncertainties (Rojas and Kahunde, 2010). If the conceptual model and the initial data are accurate and the validation is done correctly, the uncertainty in future predictions will be minimized (Rojas and Kahunde, 2010). The methodological framework introduced in this research uses accurate remote sensing data and integrated (RF-CF) model for reducing the uncertainty in prediction. Additionally, the use of GWR technique solves the heterogeneity issue in the study area by dividing the study area into several homogeneous units and determining the importance of the parameters in each unit. The GWR technique has resolved the problem of changes in the importance of parameters in different parts of a region.

5. Conclusion

Predicting areas that are susceptible to gullying is useful in implementing protective measures and reducing possible damages. Therefore, in this research, the GWR technique and integration of statistical and data-mining methods are used for the assessment of the gully erosion sensitivity of the Mahabia watershed. For this purpose, 12 GRCFs including elevation, slope, plan...
curvature, TWI, SPI, drainage density, distance to stream, distance to road, lithology, LU/LC, soil type and rainfall and the gully erosion inventory map (GEIM) training dataset are used for GEZM. Moreover, the GEIM validation dataset is used for validation. Field observations in the Mahabia watershed indicate that gully density is not the same in all parts of the area; thus, the high slopes have a low density due to rocky outcrops and unsaturation of the soils, whereas the low slope areas have a high density. According to the obtained results and field surveys, the most important factors in gully occurrence in the study area can be divided into two groups: natural and man-made. The natural factors include lithology and soil and land gradients, whereas the human factors include land management, road construction, and vegetation eliminate and overgrazing. One of the most important protective measures for controlling and reducing gully processes in the study area can be planting on the edges of and around the gullies. The most important effects of plants on decreasing gully erosion are as follows: (i) increasing the topsoil shear strength through their roots, (ii) slowing down extreme rainfall runoff and trapping sediments, (iii) drying out and reducing the soil saturation by evapotranspiration process and (iv) adjusting overland flow and infiltration patterns, thus affecting subsurface drainage. Based on validation results, GWR technique has an effective role in increasing the prediction accuracy of the integrated CF-RF model. In summary, results indicate that combination of GWR techniques with integrated models along with remote sensing and GIS techniques as a powerful and efficient tool can be used for prediction of gully erosion with low uncertainty and reasonable prediction accuracy. Given that the methodology presented in this study has high efficiency and precision in identifying areas susceptible to gully erosion, using it in areas with similar climatic and topographic conditions is recommended. The results of this research can be used by decision makers and managers in soil and water conservation, and development planning, such as road construction, determining the direction of the electricity and gas transmission lines.
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Fig 1. Study area and location of gullies.
Fig 2. Methodology of research applied in this study.
Fig 3. Sample of gullies in the study area and its destructive effect in agricultural lands (a, c), residential area (b), and infrastructure (d).
Fig 4. Gully erosion conditioning factors (GECFs). a) elevation, b) slope, c) plan curvature, d) topography wetness index (TWI), e) stream power index (SPI), f) distance to stream, g) drainage density, h) distance to road, i) lithology, j) land use/land cover, k) soil type, and l) rainfall.
Fig 5. Segmentation of study area using geographically weighted regression (GWR) technique.
Fig 6. Gully erosion zonation map: (a) certainty factor (CF), (b) random forest (RF), (c) certainty factor - random forest (CF-RF) model, and (d) geographically weighted regression - certainty factor - random forest (GWR-CF-RF) model.
Fig 7. Percentage of area (a) and gullies (b) in each susceptibility classes.
Fig 8. Out-of-bag (OOB) error in random forest (RF) model.
Fig 9. Relative importance of gully-related causal factors (GRCFs) using random forest model.
Fig 10. Importance of gully-related causal factors (GRCFs) in sections using random forest model.
Fig 11. Validation of models: (a) Receiver Operating Characteristic (ROC) curve, and (b) area under curve values.
Fig 12. Values of frequency ratio and seed cell area index for different susceptibility classes.
<table>
<thead>
<tr>
<th>Group</th>
<th>Code</th>
<th>Lithology</th>
<th>Geological age</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Qs,d</td>
<td>Unconsolidated wind-blown sand deposit including sand dunes</td>
<td>Quaternary</td>
</tr>
<tr>
<td></td>
<td>Qcf</td>
<td>Clay flat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qsf</td>
<td>Salt flat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qal</td>
<td>Stream channel, braided channel and flood plain deposits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qft1</td>
<td>High level piedmont fan and valley terrace deposits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qft2</td>
<td>Low level piedmont fan and valley terrace deposits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qsl</td>
<td>Salt lake</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>E1m</td>
<td>Marl, gypsiferous marl and limestone</td>
<td>Early Eocene</td>
</tr>
<tr>
<td></td>
<td>Ea.bvt</td>
<td>Andesitic to basaltic volcanic tuff</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Edavs</td>
<td>Dacitic to Andesitic volcano sediment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ek</td>
<td>Well bedded green tuff and tuffaceous shale (KARAJ FM)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Edav</td>
<td>Dacitic to Andesitic volcanic</td>
<td>Eocene</td>
</tr>
<tr>
<td></td>
<td>Edavb</td>
<td>Dacitic to Andesitic volcanobrecia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eavb</td>
<td>Andesitic volcanobrecia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E2s</td>
<td>Sandstone, marl and limestone</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Egr</td>
<td>Granite</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>pCmt1</td>
<td>Medium-grade, regional metamorphic rocks (Amphibolite Facies)</td>
<td>Pre-Cambrian</td>
</tr>
<tr>
<td></td>
<td>pCgn</td>
<td>Gneiss, granite gneiss and locally including migmatite</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pCmt2</td>
<td>Low-grade, regional metamorphic rocks (Green Schist Facies)</td>
<td>Triassic</td>
</tr>
<tr>
<td></td>
<td>mb</td>
<td>Marble</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Jph</td>
<td>Phyllite, slate and meta-sandstone (Hamadan Phyllites)</td>
<td>Jurassic</td>
</tr>
<tr>
<td>5</td>
<td>Jdav</td>
<td>Jurassic dacite to andesite lava flows</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>PIQc</td>
<td>Fluvial conglomerate, Piedmont conglomerate and sandstone.</td>
<td>Pliocene-Quaternary</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>Cretaceous rocks in general</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>K1-2lm</td>
<td>Albian-Cenomanian marl and argillaceous limestone</td>
<td>Cretaceous</td>
</tr>
<tr>
<td>8</td>
<td>TRJs</td>
<td>Dark grey shale and sandstone (SHEMSHAK FM.)</td>
<td>Triassic-Jurassic</td>
</tr>
<tr>
<td></td>
<td>Murm</td>
<td>Light red to brown marl and gypsiferous marl with sandstone intercalations</td>
<td>Miocene</td>
</tr>
<tr>
<td>9</td>
<td>Mur</td>
<td>Red marl, gypsiferous marl, sandstone and conglomerate (Upper red Fm.)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>E1c</td>
<td>Pale-red, polygenic conglomerate and sandstone</td>
<td>Paleocene-Eocene</td>
</tr>
</tbody>
</table>

Table 1. Lithology of study area
<table>
<thead>
<tr>
<th>Factor</th>
<th>Range</th>
<th>Classes</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>683 - 2297</td>
<td>1. (&lt; 829m), 2. (829m-1022m), 3. (1022m-1253m), 4. (1253m-1562m), 5. (&gt;1562m)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018c)</td>
</tr>
<tr>
<td>Slope</td>
<td>0.00 - 69.22</td>
<td>1. (&lt; 2.4°), 2. (2.4°- 6.7°), 3. (6.7° - 13.5°), 4. (13.5° - 21.7°), 5. (&gt;21.7°)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018b)</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>-8.37 - 10.87</td>
<td>1. Concave (&lt; -0.05), 2. Flat (-0.05 – 0.05), 3. Convex (&gt; 0.5)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018a)</td>
</tr>
<tr>
<td>Distance to stream</td>
<td>0 - 3208.3</td>
<td>1. (&lt;176m), 2. (176m-415m), 3. (415m-704m), 4. (704m-1107m), 5. (&gt;1107m)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018c)</td>
</tr>
<tr>
<td>Drainage density</td>
<td>0.031 - 2.45</td>
<td>1. (&lt;0.72 km/km2), 2. (0.72 -1.12 km/km2), 3. (1.12-1.54 km/km2 ), 4. (&gt;1.54 km/km2)</td>
<td>Arabameri et al. (2018a)</td>
<td></td>
</tr>
<tr>
<td>Distance to road</td>
<td>0 - 53381.2</td>
<td>1. (&lt;500m), 2. (500m-1000m), 3. (1000m-1500m), 4. (1500m-2000m), 5. (&gt;2000m)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018c)</td>
</tr>
<tr>
<td>Lithology</td>
<td>-</td>
<td>Group1, Group 2, Group 3, Group 4, Group 5, Group 6, Group 7, Group 8, Group 9, Group 10</td>
<td>Lithological units</td>
<td>-</td>
</tr>
<tr>
<td>LU/LC</td>
<td>-</td>
<td>1. (Agriculture), 2. (Orchard), 3. (Bare land), 4. (Kavir), 5. (Salt land-kavir), 6. (Poor range), 7. (Rock), 8. (Salt lake), 9. (Salt land) 10. (Wetland)</td>
<td>Supervised classification</td>
<td>-</td>
</tr>
<tr>
<td>Soil type</td>
<td>-</td>
<td>1. (Bad Lands), 2. (Playa), 3. (Rock Outcrops / Entisols), 4. (Rocky Lands), 5. (Salt Flats), 6. (Aridisols), 7. (Entisols / Aridisols)</td>
<td>Supervised</td>
<td>-</td>
</tr>
<tr>
<td>Rainfall</td>
<td>43.40 - 208.7</td>
<td>1. (&lt;66.27mm), 2. (66.27 - 85.06mm), 3. (85.06 -103.19mm), 4. (103.19 – 144mm), 5. (&gt; 144mm)</td>
<td>Natural break</td>
<td>Arabameri et al. (2018b)</td>
</tr>
</tbody>
</table>
### Table 3. Multicollinearity analysis among independent variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>TOL</th>
<th>VIF</th>
<th>Variable</th>
<th>TOL</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithology</td>
<td>0.771</td>
<td>1.298</td>
<td>Drainage density</td>
<td>0.468</td>
<td>2.136</td>
</tr>
<tr>
<td>LU/LC</td>
<td>0.620</td>
<td>1.613</td>
<td>distance to road</td>
<td>0.704</td>
<td>1.421</td>
</tr>
<tr>
<td>Soil type</td>
<td>0.545</td>
<td>1.836</td>
<td>Distance to stream</td>
<td>0.671</td>
<td>1.490</td>
</tr>
<tr>
<td>TWI</td>
<td>0.225</td>
<td>4.024</td>
<td>Plan curvature</td>
<td>0.850</td>
<td>1.176</td>
</tr>
<tr>
<td>SPI</td>
<td>0.242</td>
<td>4.127</td>
<td>Rainfall</td>
<td>0.299</td>
<td>3.528</td>
</tr>
<tr>
<td>Elevation</td>
<td>0.246</td>
<td>4.204</td>
<td>Slope</td>
<td>0.294</td>
<td>3.399</td>
</tr>
<tr>
<td>Factors</td>
<td>Classes</td>
<td>Number of pixels in domain</td>
<td>Number of gullies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------</td>
<td>-----------------------------</td>
<td>-------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>Elevation (m)</td>
<td>&lt; 829</td>
<td>2949953</td>
<td>92</td>
<td>61.33</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>829-1022</td>
<td>1532604</td>
<td>32</td>
<td>21.33</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>1022-1253</td>
<td>1007146</td>
<td>17</td>
<td>11.33</td>
<td>-0.39</td>
</tr>
<tr>
<td></td>
<td>1253-1562</td>
<td>680354</td>
<td>9</td>
<td>6.00</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>&gt;1562</td>
<td>229233</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>&lt; 2.4</td>
<td>4169415</td>
<td>108</td>
<td>72.00</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>2.4 - 6.7</td>
<td>1287734</td>
<td>29</td>
<td>19.33</td>
<td>-0.04</td>
</tr>
<tr>
<td>Slope (°)</td>
<td>6.7 - 13.5</td>
<td>416673</td>
<td>11</td>
<td>7.33</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>13.5 - 21.7</td>
<td>254777</td>
<td>1</td>
<td>0.67</td>
<td>-0.83</td>
</tr>
<tr>
<td></td>
<td>&gt;21.7</td>
<td>183533</td>
<td>1</td>
<td>0.67</td>
<td>-0.77</td>
</tr>
<tr>
<td>Plan curvature (100/m)</td>
<td>concave</td>
<td>2023109</td>
<td>51</td>
<td>34.00</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>flat</td>
<td>2314183</td>
<td>62</td>
<td>41.33</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>convex</td>
<td>2061997</td>
<td>37</td>
<td>24.67</td>
<td>-0.31</td>
</tr>
<tr>
<td>TWI (100/m)</td>
<td>5.75-8.07</td>
<td>2897322</td>
<td>66</td>
<td>44.00</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>8.07-11.47</td>
<td>1293381</td>
<td>27</td>
<td>18.00</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>&gt;11.47</td>
<td>379680</td>
<td>29</td>
<td>19.33</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>&lt;8.3</td>
<td>1914085</td>
<td>49</td>
<td>32.67</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>8.3-9.9</td>
<td>2166242</td>
<td>44</td>
<td>29.33</td>
<td>-0.15</td>
</tr>
<tr>
<td>SPI (100/m)</td>
<td>9.9-11.08</td>
<td>1439789</td>
<td>24</td>
<td>16.00</td>
<td>-0.41</td>
</tr>
<tr>
<td></td>
<td>11.08-14.6</td>
<td>661893</td>
<td>8</td>
<td>5.33</td>
<td>-0.94</td>
</tr>
<tr>
<td></td>
<td>&gt;14.6</td>
<td>216235</td>
<td>25</td>
<td>16.67</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>&lt;176</td>
<td>1500338</td>
<td>85</td>
<td>56.67</td>
<td>0.59</td>
</tr>
<tr>
<td>Distance to stream (m)</td>
<td>176-415</td>
<td>1129109</td>
<td>22</td>
<td>14.67</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>415-704</td>
<td>1000724</td>
<td>17</td>
<td>11.33</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>704-1107</td>
<td>684925</td>
<td>8</td>
<td>5.33</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>&gt;1107</td>
<td>2084245</td>
<td>18</td>
<td>12.00</td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td>&lt;0.72</td>
<td>1079031</td>
<td>10</td>
<td>6.67</td>
<td>-0.53</td>
</tr>
<tr>
<td>Drainage density (km/km²)</td>
<td>0.72-1.12</td>
<td>2350393</td>
<td>55</td>
<td>36.67</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>1.12-1.54</td>
<td>2058537</td>
<td>37</td>
<td>24.67</td>
<td>-0.30</td>
</tr>
<tr>
<td></td>
<td>&gt;1.54</td>
<td>911380</td>
<td>48</td>
<td>32.00</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>&lt;500</td>
<td>179336</td>
<td>30</td>
<td>20.00</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>500-1000</td>
<td>171453</td>
<td>7</td>
<td>4.67</td>
<td>0.43</td>
</tr>
<tr>
<td>Distance to road (m)</td>
<td>1000-1500</td>
<td>166580</td>
<td>2</td>
<td>1.33</td>
<td>-0.95</td>
</tr>
<tr>
<td></td>
<td>1500-2000</td>
<td>162592</td>
<td>3</td>
<td>2.00</td>
<td>-0.27</td>
</tr>
<tr>
<td></td>
<td>&gt;2000</td>
<td>5719380</td>
<td>108</td>
<td>72.00</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>40974</td>
<td>1</td>
<td>0.67</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>117752</td>
<td>1</td>
<td>0.67</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>Group 3</td>
<td>860303</td>
<td>13</td>
<td>8.67</td>
<td>-0.36</td>
</tr>
<tr>
<td></td>
<td>Group 4</td>
<td>201318</td>
<td>2</td>
<td>1.33</td>
<td>-0.58</td>
</tr>
<tr>
<td></td>
<td>Group 5</td>
<td>817439</td>
<td>31</td>
<td>20.67</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Group 6</td>
<td>82525</td>
<td>1</td>
<td>0.67</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td>Group 7</td>
<td>558785</td>
<td>25</td>
<td>16.67</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Group 8</td>
<td>84393</td>
<td>1</td>
<td>0.67</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>Group 9</td>
<td>3532744</td>
<td>75</td>
<td>50.00</td>
<td>-0.09</td>
</tr>
<tr>
<td></td>
<td>Group 10</td>
<td>92648</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

Table 4. Spatial relation between gully-related causal factors and gullies using CF model
<table>
<thead>
<tr>
<th>Group</th>
<th>11</th>
<th>6424</th>
<th>0.10</th>
<th>0</th>
<th>0.00</th>
<th>-1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>2602</td>
<td>0.04</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Orchard</td>
<td>1735</td>
<td>0.03</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Bare land</td>
<td>247940</td>
<td>3.87</td>
<td>17</td>
<td>11.33</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Kavir</td>
<td>1245296</td>
<td>19.46</td>
<td>56</td>
<td>37.33</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>Landuse / landcover</td>
<td>Salt land-kavir</td>
<td>76751</td>
<td>1.20</td>
<td>0</td>
<td>0.67</td>
<td>-0.80</td>
</tr>
<tr>
<td>Poor range</td>
<td>3594153</td>
<td>56.16</td>
<td>74</td>
<td>49.33</td>
<td>-0.14</td>
<td></td>
</tr>
<tr>
<td>Rock</td>
<td>1038247</td>
<td>16.22</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Salt lake</td>
<td>104556</td>
<td>1.63</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Salt land</td>
<td>87059</td>
<td>1.36</td>
<td>2</td>
<td>1.33</td>
<td>-0.02</td>
<td></td>
</tr>
<tr>
<td>Wetland2</td>
<td>1002</td>
<td>0.02</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Bad Lands</td>
<td>475443</td>
<td>7.43</td>
<td>7</td>
<td>4.67</td>
<td>-0.59</td>
<td></td>
</tr>
<tr>
<td>Playa</td>
<td>79142</td>
<td>1.24</td>
<td>1</td>
<td>0.67</td>
<td>-0.86</td>
<td></td>
</tr>
<tr>
<td>Soil type</td>
<td>Rock Outcrops / Entisols</td>
<td>1547437</td>
<td>24.18</td>
<td>27</td>
<td>18.00</td>
<td>-0.34</td>
</tr>
<tr>
<td>Rocky Lands</td>
<td>160310</td>
<td>2.51</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>Salt Flats</td>
<td>1201003</td>
<td>18.77</td>
<td>27</td>
<td>18.00</td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td>Aridisols</td>
<td>436939</td>
<td>6.83</td>
<td>7</td>
<td>4.67</td>
<td>-0.46</td>
<td></td>
</tr>
<tr>
<td>Entisols / Aridisols</td>
<td>2499067</td>
<td>39.05</td>
<td>81</td>
<td>54.00</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>Rainfall (mm)</td>
<td>&lt;66.27</td>
<td>1170801</td>
<td>18.30</td>
<td>12</td>
<td>8.00</td>
<td>-0.56</td>
</tr>
<tr>
<td>66.27 - 85.06</td>
<td>1919813</td>
<td>30.00</td>
<td>74</td>
<td>49.33</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>85.06 -103.19</td>
<td>2103806</td>
<td>32.88</td>
<td>52</td>
<td>34.67</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>103.19 - 144</td>
<td>1077669</td>
<td>16.84</td>
<td>12</td>
<td>8.00</td>
<td>-0.52</td>
<td></td>
</tr>
<tr>
<td>&gt; 144</td>
<td>127252</td>
<td>1.99</td>
<td>0</td>
<td>0.00</td>
<td>-1.00</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Confusion matrix from RF model (0 = non-gully or negative, 1 = gully or positive)

<table>
<thead>
<tr>
<th>observation</th>
<th>predicted</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>81</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>31</td>
<td>69</td>
<td></td>
</tr>
</tbody>
</table>