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Abstract—Standard adaptive control approaches may not be able to sufficiently stabilize underwater vehicle-manipulator systems (UVMSs) when wave disturbances are large, leading to high-frequency oscillations of large amplitude in its dynamic model parameters. Such parameters bring about undesired oscillations in the vehicle body control and state. This paper extends a frequency-limited adaptive control approach to the vehicle body. An auxiliary model is obtained from the approximated model through a low-pass filter and is used to reduce the problematic oscillations. The resultant stable vehicle body is a necessary premise to successfully finding manipulator control for end-effector tracking. In addition, this paper proposes a sufficient condition of the control gains for guaranteed asymptotical stability of the controlled robotic system. Numerical simulations have demonstrated the effectiveness of the presented approach, compared to the standard adaptive control.

I. INTRODUCTION

The exploitation of hostile underwater environments highly depend on the performance of one or more underwater robots equipped with several manipulators, referred to as Underwater Vehicle-Manipulator Systems (UVMSs) [1]. These systems can be used in a wide range of practical applications, such as shipwreck search and rescue, underwater structure maintenance, and biological sampling. UVMSs of large size and heavy weight have been developed and studied through several projects, such as ALIVE [2], SAUVIM [3], TRIDENT [4], TRITON [5], and PANDORA [6].

Recently, small UVMSs operating near offshore and in shallow water are gaining more attention in applications such as bridge pier cleaning and inspection [7] and benthic habitat mapping [8]. Different than the ones operating in deep sea, these robotic systems may experience wave disturbances of much higher frequency and of much larger amplitude. The wave disturbances impose hydrodynamic effects (e.g., added mass and inertia and damping effects) to the UVMSs. These effects depend heavily on the fluid conditions and UVMS characteristics, such as fluid density and velocities, and UVMS effective area and velocities, etc. [9]. These conditions and thus the hydrodynamic effects vary temporally and spatially and they can rarely be known in practical applications, bringing about challenging control problems of uncertain, time variant, and nonlinear systems.

To overcome the aforementioned issues, several control techniques have been developed, such as output feedback control [10], sliding mode control [11], and fuzzy logic control [12], etc. Adaptive control is one popular solution and has been studied by many researchers [13], [14], [15], [16]. It approximates the unknown UVMS dynamics online via a parameterized model. This parameterized model is referred to as the approximation model and is used to adapt the control gain to modeling parameters that are unknown. One popular model candidate is derived from Newton-Euler equations of motion of the UVMS using the property of linearity in parameters [17]. Another choice of the model employs a set of basis functions (e.g., sigmoid functions) to form a one-layer neural network. The model derived from Newton-Euler equations of motion incorporates the knowledge about the UVMS dynamics and is therefore more robust than the the neural network model when observation data available cannot sufficiently cover entire robot state of interest. A non-regressor adaptive control method also is reported in [18].

As presented in [13], [19], the standard adaptive control approach can sufficiently adaptive the system when the hydrodynamic effects vary slowly. However in shallow water and near shore applications, dramatic changes occur rapidly in wave disturbances and hydrodynamic effects. The tracking errors of the vehicle body at instants of these changes, referred to as transient performance, is usually large and of high-frequency oscillation. This is because the adaptation of modeling parameters is proportional to the mismatch between the outputs from the actual vehicle body and the outputs from the approximation model of body dynamics. The large mismatches at transient instants result in an overshooting of parameter adaption, leading to high-frequency oscillations in the error of dynamics modeling. The control calculated from such problematic approximation model makes the vehicle body oscillate.

In this paper, similar to the idea from [20], an auxiliary reference model is adopted to filter out high-frequency oscillations in modeling of the vehicle body dynamics during transient instants. The discrepancy between the approximation model and this auxiliary model is used to counteract the high-frequency oscillations in adapting modeling parameters. Furthermore, a sufficient condition of parameters in control design is presented for stabilizing the robotic system.

According to [17], it usually requires more than 20 parameters to sufficiently model one underwater rigid body and thus it is inefficient to model every module in the UVMS. Besides, the vehicle body controlled by thrusters usually has
low frequency response than the manipulator controlled by motors. Also in practice, each joint of the manipulator is effectively and independently controlled via PID approaches given the desired joint velocity and/or positions. Therefore, similar to [21], the control scheme here considers the vehicle body system separately from the manipulator and employs two controllers with different bandwidths. In this paper, the control (i.e., forces and torques) for the vehicle body is obtained from the presented frequency-limited adaptive control approach and the desired joint velocities for the manipulator are obtained from solving differential kinematics of the UVMS.

The remainder of this paper is organized as follows. It first presents the problem formulation and then introduces the frequency-limited adaptive control for the vehicle body and the kinematic control for the manipulator in Section III. After that, Section IV shows the stability analysis of the vehicle body and the sufficient condition for designing parameters in the control method. The numerical simulations and results are summarized in Section V, followed by conclusions in Section VI.

II. PROBLEM FORMULATION

The control problem of the UVMS consists of two parts: 1) trajectory planning for the vehicle body and the end-effector; and 2) motion control for the vehicle body and the manipulator. This paper focuses on Part 2 given the reference trajectories of the vehicle body and the end-effector. Section III briefly presents a method to generate both trajectories.

Adopting notations from [19], the vehicle body of the UVMS is fully characterized by the position and attitude of the vehicle-fixed frame (denoted as I), as shown in Fig. 1. The body position in I is identified by its Cartesian coordinates denoted as \( \eta_1 = [x \ y \ z]^T \in \mathbb{R}^3 \) and the body orientation in I is described by its Euler angles denoted as \( \eta_2 = [\phi \ \theta \ \psi]^T \). Then the full configuration of the vehicle body is described by the vector \( \eta \in \mathbb{R}^6 \) defined as \( \eta = [\eta_1^T \ \eta_2^T]^T \). The attitude \( \eta_2 \) can be alternatively represented by a rotational matrix denoted as \( R^B_I \in SO(3) \), transforming from I to B.

Define \( \nu_1 \in \mathbb{R}^3 \) (\( \nu_2 \in \mathbb{R}^3 \)) as the linear (angular) velocity of B w.r.t. \( I \) expressed in B and define \( \nu = [\nu_1^T \ \nu_2^T]^T \) as the generalized velocity of the vehicle body. Let \( q = [q_1 \cdots q_n]^T \in \mathbb{R}^n \) be the vector of manipulator joint positions, where \( n \) is the number of joints. Then, the generalized velocity of the UVMS can be written as

\[
\zeta = [\nu_1^T \ \nu_2^T \ q^T]^T,
\]

where the operator ‘(’ represents time derivative throughout this paper.

Despite the lack of physical interpretation for \( \eta_2 \), the generalized velocity relates to \( \eta_1, \eta_2, \) and \( q \) through

\[
\zeta = J_k(\eta_2) [\dot{\eta}_1 \ \dot{\eta}_2 \ \dot{q}]^T
\]

where

\[
J_k(\eta_2) = \begin{bmatrix}
R^B_I & O_{3\times3} & O_{3\times n} \\
O_{3\times3} & T(\eta_2) & O_{3\times n} \\
o_{n\times3} & o_{n\times3} & I_{n\times n}
\end{bmatrix},
\]

the subscript in the form of \( n_1 \times n_2 \) denotes the matrix dimensionality of \( n_1 \) by \( n_2 \), and \( I (O) \) denotes an identity (null) matrix, and

\[
T(\eta_2) = \begin{bmatrix} 1 & 0 & -\cos(\theta) \\
0 & \cos(\phi) & \cos(\phi) \sin(\phi) \\
0 & -\sin(\phi) & \cos(\phi) \sin(\phi) \end{bmatrix}.
\]

The full configuration of the end-effector in the inertial frame I is defined as the vector \( \eta_{ee} \in \mathbb{R}^6 \) as \( \eta_{ee} = [\eta_{ee1} \ \eta_{ee2}]^T \), where \( \eta_{ee1} \in \mathbb{R}^3 \) and \( \eta_{ee2} \in \mathbb{R}^3 \) denote the position and the attitude of the end-effector, respectively.

The control of the manipulator relies on the differential kinematic chain from the end-effector to the vehicle body. The end-effector velocity in I is expressed as

\[
\dot{\eta}_{ee} = J(\eta_{ee}, q)\zeta = \begin{bmatrix} J_1 & J_2 \end{bmatrix} \zeta,
\]

where \( J_1 \) and \( J_2 \) are the positional and orientational Jacobian of the end-effector w.r.t. the generalized velocity \( \zeta \), and they are given as follows [19],

\[
J_1 = [R^B_I -S(r_{60} + r_{0e})R^B_I R^I_B J_0(q)],
\]

where \( r_{60} \) and \( r_{0e} \) are vectors in the frame \( I \), as shown in Fig. 1, \( J_0(q) \) is the positional geometric Jacobian of the end-effector w.r.t. joint velocities in the frame \( O \) and it can be obtained from Denavit–Hartenberg convention [22].

The rotational matrix from the frame \( O (B) \) to the frame \( I \) is denoted by \( R^I_O \) (\( R^I_B \)). The operator \( S(\cdot) \) is a skew symmetric matrix performing the cross product between two \( 3 \times 1 \) vectors and is given as

\[
S(\begin{bmatrix} x_1 \\
x_2 \\
x_3 \end{bmatrix}) = \begin{bmatrix} 0 & -x_3 & x_2 \\
x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{bmatrix},
\]

where \( x_1 \in \mathbb{R}, \ x_2 \in \mathbb{R}, \) and \( x_3 \in \mathbb{R} \).

The angular velocity of the end-effector is given as

\[
\dot{\eta}_{ee2} = R^I_B \dot{\nu}_2 + R^I_B J_0(q) \dot{q},
\]

where \( J_0(q) \) is the orientational geometric Jacobian of the end-effector w.r.t. joint velocities in the frame \( O \). Then, the orientational Jacobian is given as

\[
J_2 = [O_{3\times3} \ R^I_B R^I_B J_0(q)].
\]

In this paper, the dynamical model of the vehicle body is given as [19],

\[
M \ddot{\nu} + C(\nu)\nu + D(\nu)\nu + G(\eta_2) = \tau + \tau_c,
\]

Fig. 1: Reference frames for a UVMS.
with the following assumption.

**Assumption 1.** The interacting forces between the vehicle body and the manipulator is negligible in comparison with the driving forces from the body thrusters and the hydrodynamic effects.

In Eq. (9), $M \in \mathbb{R}^{6 \times 6}$ denotes the inertial matrix including the added mass from hydrodynamic effects, $C \in \mathbb{R}^{6 \times 6}$ denotes the Coriolis and centripetal terms including the added mass, $D \in \mathbb{R}^{6 \times 6}$ is the friction and hydrodynamic damping effects, and $G \in \mathbb{R}^{6}$ is the vector of gravitational and buoyant generalized forces. All these matrices are unknown. The term $\tau_c$ denotes the remaining unmodeled hydrodynamic effects. The generalized driving force, denoted as $\tau$, is produced by the thrusters and can be approximated through the linear mapping [17],

$$\tau = Bu,$$

where $B \in \mathbb{R}^{6 \times p}$ and $u \in \mathbb{R}^p$ is the thruster force output.

**Assumption 2.** The matrix $B$ is known and has full rank.

**Assumption 3.** The UVMS state, i.e., $\eta$, $q$, and $\eta_{ee}$, are observable without error.

With Assumption 2, $u$ can always be found given any $\tau$. Therefore, $\tau$ is referred to as the control input to the UVMS and will be given by the method introduced in Section III. The simulation results in Section V show that the presented approach works well when the observations are corrupted with some additive Gaussian noise.

**Problem 1.** Given $t_0 \leq t \leq t_f$, find $\eta(t)$ for the system in (9) to track the vehicle reference trajectory denoted as $\eta^r(t)$ and find $\dot{q}_d(t)$ for the manipulator to track the end-effector reference trajectory denoted as $\eta^r_{ee}(t)$, under Assumptions 1, 2, and 3.

### III. Methodology

This section presents the frequency-limited adaptive control for the vehicle body and the standard kinematic control for the manipulator, given the reference trajectories of the vehicle body and the end-effector. Generation of both reference trajectories is beyond the scope of this paper and more details can be found in [23]. Generally, the end-effector reference can be obtained from planners such as potential fields [24] and random trees [25]. In this paper, the reference trajectory of the vehicle body $\eta^r$ is generated from the end-effector reference $\eta^r_{ee}$ through two steps. The first step is to shift $\eta^i_{ee}$ by a constant vector that is given based on the preferred region [26]. The vehicle body does not need to move much if the end-effector is close to the center of the preferred region. The preferred region functions as a low-pass filter. Then in the second step, the shifted trajectory is smoothed through a filter, e.g., the additive smoothing method [27]. The reference trajectory of the vehicle body could be generated or updated online if necessary.

#### A. Frequency-limited Adaptive Control

The frequency-limited adaptive control approach, same as the standard adaptive control, requires an approximation model that can characterize the unknown dynamics modeled in Eq. (9). Exploiting the property of linearity in the parameters [17], Eq. (9) can be rewritten as

$$\Phi(R^B_\nu, \nu, \dot{\nu})\theta = \tau,$$

where $\theta \in \mathbb{R}^m$ is the parameter vector of the body dynamical model. In this paper, according to [17], $m = 26$ and the regressor can be written as

$$\Phi = [\Phi_m \, \Phi_{bg} \, \Phi_e]^T,$$

where the matrix block for the buoyancy and gravity forces $G(\eta_2)$ and the block for $\tau_c$ are respectively given as

$$\Phi_{bg} = \begin{bmatrix} R^B_1z & O_{3 \times 3}^1 & O_{3 \times 1}^1 S(R^B_1z) \end{bmatrix} \quad \text{and} \quad \Phi_e = \begin{bmatrix} R^B_1 & O_{3 \times 3} & R^B_1 \end{bmatrix},$$

where $z = [\sin \theta \quad -\cos \theta \sin \phi \quad -\cos \theta \cos \phi]^T$. By rewriting $\nu$ as $[u \quad v \quad w \quad q \quad r]^T$, the first block $\Phi_m$ is given in Eq. (17) at the bottom of this page.

The estimation of $\theta$, denoted as $\hat{\theta}$, is incrementally updated based on the modeling error presented by the mismatch between the actual system state and the desired system state. In the standard adaptive control [13], the modeling parameters are updated as follows,

$$\dot{\hat{\theta}} = K_{\theta}^{-1} \Phi^T (R^B_1, \nu, \dot{\nu}) s,$$

where $K_{\theta} \in \mathbb{R}^{6 \times 6}$ is positive definite. The mismatch is

$$s = \begin{bmatrix} R^B_1 & O_{3 \times 3} & T(\eta_2) \end{bmatrix} (\eta^r - \hat{\eta}) + \Lambda \left[ R^B_1 \right] (\eta^i_{ee} - \eta_1),$$

where $\Lambda$ is positive definite and $\{\tilde{\eta}, \tilde{\epsilon}\}$ is the error of the body attitude in the quaternion format [19]. The rule of updating $\hat{\theta}$ in frequency-limited adaptive control will be presented after the introduction of the control law.

Same as the standard one, the control law in frequency-limited adaptive control is given by

$$\tau = K_D s' + \Phi(R^B_1, \nu, \dot{\nu}) \hat{\theta},$$

![Equation (17)](image)
where
\[ s' = \begin{bmatrix} R^B_i & O_{3 \times 3} & T(\eta_2) \end{bmatrix} (\hat{\eta} - \hat{\eta}) \\
+ \left\{ \Lambda + \begin{bmatrix} k_B I_{3 \times 3} & 0_{3 \times 3} \\
0_{3 \times 3} & k_B I_{3 \times 3} \end{bmatrix} \right\} \begin{bmatrix} R^B_i (\hat{\eta} - \eta_1) \end{bmatrix}. \]

(18)

It can be seen that the mismatch \( s \) is directly injected into the parameter updating law (14). Therefore, the mismatch can introduce oscillations of high frequency in \( \theta \) when it is large at transient instants. Then the high-frequency oscillations in \( \theta \) result in undesired oscillations in control inputs through (16) and thus in the state of the vehicle body.

In order to prohibit undesired oscillations, similar to [20], an auxiliary model is introduced to regulate the learning process of the model parameters in this paper. Using the same regressor in Eq. (11), this auxiliary model is given as

\[ \Phi(R^B_j, \nu, \nu) \theta_f = \tau. \]

(19)

The learning rule of its parameter estimation \( \hat{\theta}_f \) is driven by the mismatch between the approximation model and the auxiliary model as follows

\[ \dot{\hat{\theta}}_f = K_f (\theta - \hat{\theta}_f), \]

(20)

where \( K_f \in \mathbb{R}^{6 \times 6} \) is the positive definite filter gain.

Then, different from the standard method (14), the updating rule for \( \hat{\theta} \) in frequency-limited adaptive control is counteracted by the mismatch as follows,

\[ \dot{\hat{\theta}} = K_\theta^{-1} \Phi^T(R^B_i, \nu, \nu) s - K_c (\theta - \hat{\theta}_f), \]

(21)

where \( K_\theta \) is a positive definite matrix. Equations (11), (16), (20), and (21) together compose the frequency-limited adaptive control approach for the UVMS vehicle body.

B. Kinematic Control of Manipulator

An UVMS is kinematically redundant since it possesses more degree of freedoms than those required to track the end-effector reference trajectory. Kinematic control based on null space of the end-effector Jacobian matrix allows exploiting such redundancy to increase manipulability. The kinematic control presented here is standard and can be found in [19].

The primary task is defined as the end-effector reference tracking, while the second task is designed to increase manipulability [28], which is defined as the determinant of the Jacobian matrix block w.r.t. \( q \) (denoted as \( J_q \)) according to Eq. (4). Then, by using Jacobian inverse techniques based on the task priorities, the desired joint velocities for the manipulator are given as

\[ q_d = J^T_f (\hat{\nu}_{ee1} + \Lambda_1 \hat{\eta}_{ee1}) + [J_s (I - J^T_f J_f)] \left[ \frac{\partial J_q}{\partial q} \right] \begin{bmatrix} \hat{\eta}_{ee1} - \eta_1 \end{bmatrix}, \]

where \( \Lambda_1 \) is positive definite, the superscript \( \dagger \) denotes the Moore-Penrose pseudoinverse [29], | | denotes the determinant operator, and \( J_f \) and \( J_s \) are the \( q \) dependent primary and secondary task Jacobians from Eq. (4), respectively.

velocity and position errors in the frame \( \mathcal{I} \) is respectively given by

\[ \hat{\nu}_{ee1} = \hat{\eta}_{ee1} - J[\eta_1 \eta_2 O]^T, \hat{\eta}_{ee1} = \eta_{ee1} - \eta_{ee1}. \]

(23)

IV. STABILITY ANALYSIS

In paper [30], it has been proved that 1) the inertia matrix of the vehicle body system is positive definite and symmetric; 2) the damping matrix is positive definite; and 3) the matrix \( M - 2C(\nu) \) is skew symmetric, i.e., \( \nu^T[M - 2C(q, \nu)] = O, \forall \nu \in \mathbb{R}^6 \). Then we have the following theorem.

Theorem 1. The closed-loop dynamical system of the vehicle body, defined over the approximation model given by Eq. (11), the auxiliary model given by Eq. (19), the feedback control law given by Eq. (16) and the learning rules given by Eq. (21) and Eq. (20), is asymptotically stable between transient instants.

Proof. Consider the following Lyapunov function candidate

\[ V = \frac{1}{2} s^T M s + \frac{1}{2} (\theta - \hat{\theta})^T K_\theta (\theta - \hat{\theta}) + \frac{1}{2} (\theta - \hat{\theta})^T K(\theta - \hat{\theta})_f + \frac{1}{2} \begin{bmatrix} \eta^T_1 - \eta - \hat{\eta}_1 \end{bmatrix} \eta^T_1 + \frac{\nu^T}{2} \begin{bmatrix} \nu^T \eta_1 - \nu_1 \end{bmatrix}, \]

(24)

where \( \hat{\theta} = [1 \ 0]^T \hat{z} = [1 - \hat{\nu} - \hat{\nu}^T] \), \( k_o \) and \( k_p \) are positive definite. Differentiating \( V \) with respect to time yields

\[ \dot{V} = \frac{1}{2} s^T \dot{M} s + s^T M \dot{s} + (\theta - \hat{\theta})^T \dot{K}_\theta (\theta - \hat{\theta})_f + (\theta - \hat{\theta})^T K(\theta - \hat{\theta})_f + k_o \hat{z}^T S(\hat{\nu}) (\nu^T_1 - \nu_1) - k_p \hat{z}^T \begin{bmatrix} \nu^T_1 - \nu_1 \end{bmatrix}. \]

(25)

Rewrite the term \( M \dot{s} \) in above equation as

\[ M \dot{s} = M \nu^d - \tau + C(\nu) \nu + D(\nu) \nu + G, \]

(26)

where \( \nu^d = \nu + \Lambda \begin{bmatrix} R^B_i (\eta^T - \eta) \end{bmatrix}. \)

Substituting Eq. (26) into Eq. (25) yields

\[ \dot{V} = - s^T D s - (\theta - \hat{\theta})^T K_\theta \dot{\hat{\theta}} + (\theta - \hat{\theta})^T K(\theta - \hat{\theta})_f + s^T \begin{bmatrix} M \nu^d - \tau + C(\nu) \nu + D(\nu) \nu + G \\
\nu^T_1 - \nu_1 \end{bmatrix} \]

(27)

where the actual parameter vector \( \theta \) between transient instants is constant or slowly changing, i.e. \( \hat{\theta} = 0 \).

After that, substituting parameter updating laws (20) and (21) and the control rule (16) into the above equation yields

\[ \dot{V} = - s^T D(\nu) s - (\theta - \hat{\theta})^T K_\theta \dot{\hat{\theta}} - s^T (D(\nu) + K_D) s + (\theta - \hat{\theta})^T (K, K_\theta - K K_f)(\theta - \hat{\theta}) - (\theta - \hat{\theta})^T K K_f (\theta - \hat{\theta}). \]

(28)
From the above equation, it can be observed that a sufficient condition for stabilizing the controlled robotic system is the existence of a positive definite matrix $K$ such that $K_f K = K_c K \theta$. Then the time derivative of the Lyapunov candidate can be written as

$$\dot{V} = -k_p \lambda_p (\eta_1 - \eta_i)^T (\eta_1 - \eta_i) - \lambda_0 k_i \varepsilon^T \varepsilon$$

$$- \tilde{s}^T \begin{bmatrix} k_p I_{3 \times 3} & O_{3 \times 3} \\ O_{3 \times 3} & k_c I_{3 \times 3} \end{bmatrix} \tilde{s}$$

$$- (\hat{\theta} - \theta_f)^T K_f K (\hat{\theta} - \theta_f).$$

Thus $\dot{V} \leq 0$ and the system can then be proved stable using the Barbalat’s Lemma. Since $V$ is semi-positive definite, $\dot{V} \leq 0$, and $V$ is uniformly continuous, then $\varepsilon \to 0$, $s \to 0$, and $\eta_1 \to \eta_i$ as $t \to \infty$.

V. SIMULATION RESULTS

The effectiveness of the presented frequency-limited adaptive control is demonstrated by the performance comparisons with the standard adaptive control through numerical examples simulated in V-rep [31]. V-rep is a virtual robot experimentation platform that simulates interactions between rigid bodies. The scene built in V-rep involves a UVMS system equipped with one manipulator of 7 DOFs, as shown in Fig. 2, where the end-effector is a Diving-PAM underwater fluorometer used to take measurements of photosynthesis of underwater plants.

![Fig. 2: A simulation scenario built in V-rep.](image)

Note that V-rep does not simulate fluid dynamics, therefore the hydrodynamical forces are imposed to the physics engine in V-rep explicitly and they are given by [17]. For example, the drag force is simulated by

$$f_c = c(v_c - \nu_1) \| v_c - \nu_1 \|_2,$$

where the constant $c$ depends on the effective area of the vehicle body and fluid characteristics and is usually obtained through experiments, $\| \cdot \|_2$ denotes Euclidean norm, and $v_c$ is the fluid velocity in the frame $B$. The fluid velocity is simulated using the theory of superposition [9]. An example of the hydrodynamical forces is shown in Fig. 3a, where the forces in $y$ and $z$ directions and the torques in all directions are designed to be negligible in order to better show the relation between disturbances and processes of learning modelling parameters.

The reference trajectories of the vehicle body (solid curve) and the end-effector (dashed curve) are shown in Fig. 3b, where the body reference trajectory is obtained using the method introduced in Section III. The primary task of the end-effector is to track the end-effector position trajectory given in the inertial frame $I$.

By comparing the end-effector tracking error after 80 seconds in Fig. 5a and Fig. 5b, it is clear that these oscillations of high-frequency has negative effect on the tracking performance of the end-effector. The high-frequency and large amplitude oscillations in the vehicle body require the manipulator to move into its configuration regions that have low manipulability.

Fig. 3: (a) Forces and torques from wave disturbances; (b) Reference trajectories.

![Fig. 3: (a) Forces and torques from wave disturbances; (b) Reference trajectories.](image)

Fig. 4: Vehicle tracking error. (a) Frequency-limited method; (b) Standard method.

![Fig. 4: Vehicle tracking error. (a) Frequency-limited method; (b) Standard method.](image)

These undesired oscillations were produced from the high-frequency oscillations in modeling parameters as shown in Fig. 6a and Fig. 6b. The adaptation processes of three parameters that are closely related to the hydrodynamic forces in $x$ direction are depicted. The parameters obtained from the frequency-limited adaptive control approach have lower-frequency and smaller-amplitude oscillations, and thus produced better control inputs.

The spectrums of control inputs resulted from the
The frequency-limited adaptive control approach is effective in stabilizing vehicle body for the on-board manipulator to track end-effector reference trajectory. High-frequency oscillations in modeling UVMS dynamics can be reduced by counteracting the mismatch between the approximation model and the auxiliary model. The resultant control input consists of less high-frequency signals than the one generated by the standard adaptive control. A sufficient condition on control parameters is proposed for guaranteed robotic system stability.

VI. CONCLUSION

The frequency-limited adaptive control approach is effective in stabilizing vehicle body for the on-board manipulator to track end-effector reference trajectory. High-frequency oscillations in modeling UVMS dynamics can be reduced by counteracting the mismatch between the approximation model and the auxiliary model. The resultant control input consists of less high-frequency signals than the one generated by the standard adaptive control. A sufficient condition on control parameters is proposed for guaranteed robotic system stability.
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