
 
 

 

 
Abstract— Transfer learning is gaining increasing attention due 

to its ability to leverage previously acquired knowledge to assist in 
completing a prediction task in a related domain. Fuzzy transfer 
learning, which is based on fuzzy system, especially fuzzy rule-
based models, is developed because of its capability to deal with 
the uncertainty in transfer learning. However, two issues with 
fuzzy transfer learning have not yet been resolved: choosing an 
appropriate source domain, and efficiently selecting labeled data 
for the target domain. This study presents an innovative method 
based on fuzzy rules that combines an infinite Gaussian mixture 
model (IGMM) with active learning to enhance the performance 
and generalizability of the constructed model. An IGMM is used 
to identify the data structures in the source and target domains, 
providing a promising solution to the domain selection dilemma. 
Further, we exploit the interactive query strategy in active 
learning to correct imbalances in the knowledge to improve the 
generalizability of fuzzy learning models. Through experiments on 
synthetic datasets, we demonstrate the rationality of employing an 
IGMM and the effectiveness of applying an active learning 
technique. Additional experiments on real-world datasets further 
support the capabilities of the proposed method in practical 
situations. 
 

Index Terms—Transfer learning, fuzzy rules, domain 
adaptation, machine learning, regression  
 

I. INTRODUCTION 

HE achievements of machine learning [1] in applications 
such as prediction, computer vision, biology, and business 

management have deeply affected all walks of life. And the rise 
of deep learning [2] is further advancing the development of 
machine learning in many areas of industry. However, many of 
the well-known algorithms are fundamentally supervised 
learning [3] processes, and the performance and 
generalizability of the resulting models tends to rely on massive 
amounts of labeled data. Unfortunately, in some fields, 
especially in new and emerging areas of business, gathering 
enough labeled data to properly train a model is difficult, even 
impossible. Without enough labeled data, the accuracy of a 
model suffers. Thus, transfer learning [4] has emerged as a 
potential solution. 

Transfer learning aims to handle tasks in one domain (the 
target domain) much more quickly and effectively using 
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knowledge from a related domain (the source domain). Barring 
cold start problems, transfer learning is well-suited to situations 
where a model performs poorly due to outdated or scant data. 
And the idea of transfer learning is related to data stream mining 
[5, 6], which is also apply the changing data distribution. 

Some examples of successful transfer learning applications 
include: using already-categorized French documents to help 
classify English documents [7]; detecting a user’s current 
location given previously collected WiFi data [8]; and 
predicting the failure of banks in Australia based on the data of 
banks in America [9].  

To date, transfer learning methods can be categorized into 
two forms of training: semi-supervised learning [10, 11] and 
unsupervised learning [12, 13]. In semi-supervised settings, the 
source domain contains abundant labeled data, while the target 
domain has very little labeled data but an adequate amount of 
unlabeled data. In unsupervised settings, the target domain only 
contains unlabeled data. In addition to the learning approach, 
knowledge transfer problems can be categorized by whether the 
feature spaces in the two domains are homogeneous [14, 15] or 
heterogeneous [16, 17]. In homogeneous spaces, the source 
domain and target domain share the same feature space but the 
feature distributions are different. Heterogeneous spaces are 
more challenging. Here, the both the feature space and the data 
distributions differ across the two domains. 

Transfer learning sits within the area of machine learning. 
Hence, its methods and basic training models rely on many 
notable machine learning techniques, such as SVM [7, 18], 
neural networks [19], and Bayesian models [20]. Some 
researchers have also explored deep learning for its ability to 
transfer knowledge between deep models [21]. In practice, it is 
common to pre-train a ConvNet [22] on a very large dataset, 
then remove the last fully-connected layer, treating the rest of 
the ConvNet as a fixed feature extractor for the new dataset. 
This idea was motivated by the observation that the earlier 
features of a ConvNet contain many generic characteristics that 
could be useful in other tasks, such as edge detectors or color 
blob detectors, but the later layers of the ConvNet progressively 
become more specific to the details of the classes in the original 
dataset. 

Although machine learning algorithms are further advancing 
the development of AI, their lack of interpretability is very 
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controversial [23]. Fuzzy systems have gained popularity 
because they are easy to understand and allow for clear 
explanations. Further, their ability to deal with imprecision, 
vagueness, and ambiguity makes fuzzy models powerful in 
cases with uncertainty. Thus, many scholars have turned to 
fuzzy systems as a solution for transfer learning problems with 
promising results. Behbood et al. [24, 25] proposed a fuzzy-
based transductive transfer learning approach to long-term bank 
failure prediction models with source and target domains that 
have different data distributions. They first applied a fuzzy 
neural network to predict the initial labels for data in the target 
domain, then used fuzzy similarity measures to refine the labels. 
To improve performance, they simultaneously took similarity 
and dissimilarity into account during the refinement process. By 
using fuzzy techniques for the similarity measurement, the 
authors revealed the advantage of fuzzy logic in knowledge 
transfers when the target domain lacks critical information, is 
vague, or involves uncertainty. Deng et al. [26, 27] proposed a 
series of transfer learning methods based on a Mamdani-
Larsen-type fuzzy system and a Takagi-Sugeno-Kang (TSK) 
fuzzy model to deal with insufficient data scenarios through the 
integration of a corresponding knowledge-leverage mechanism. 
Further, their methods were applied to recognizing 
electroencephalogram signals in environments with a data 
shortage. 

All the above fuzzy transfer learning methods incorporate 
fuzzy rule-based systems. Determining the number of fuzzy 
rules is a critical factor that affects the performance of the 
constructed fuzzy models. Some researchers have studied the 
number of fuzzy rules in fuzzy systems [28]. H. Rong et al. [29] 
introduced the concept of “influence” in a fuzzy rule and using 
this, fuzzy rules are added or removed dynamically based on 
the input data received. M. Pratama et al. [30] proposed a 
parsimonious network based on a fuzzy inference system in 
which the fuzzy rules can be stitched up and expelled by virtue 
of the statistical contributions of the fuzzy sets and injected 
datum afterwards. 

Some of our own previous research [31, 32] has focused on 
using fuzzy models to handle domain adaptation problems in 
regression tasks. We considered two main knowledge transfer 
scenarios depending on whether the domains are homogeneous 
or heterogeneous. In homogeneous settings, knowledge from 
source domain is transferred in the form of fuzzy rules. Three 
novel methods were developed to modify the existing fuzzy 
rules in the source domain to fit the target data: changing the 
input, changing the output, and changing both the input and 
output. In heterogeneous settings, CCA [33] is applied to map 
the source and target data to a latent feature space, which 
converts a heterogeneous problem into a homogeneous 
problem. 

Despite these advancements in fuzzy rule-based transfer 
learning methods, two issues main issues are still outstanding. 
One critical factor that affects the performance of the 
constructed model is the similarity between the source domain 
and the target domain. Given multiple source domains, it is 
difficult to select an approximate source domain to fit the 
transfer learning task of the current target domain. The second 

issue is how to acquire enough labeled data of sufficiently high 
quality to build a model for the target domain. For example, 
even if some labeled data is available, if all or most of that data 
only pertain to one aspect of the domain, the constructed model 
will contain inherent bias. Hence, in this paper, we propose a 
method for dealing with these two issues to improve the 
accuracy of target models. 

The main contributions of this work are twofold. First, the 
existing research on fuzzy transfer learning cannot identify the 
number of fuzzy rules effectively, and our method uses an 
IGMM to explore the structure of data in both domains, which 
provides a basis for the model’s construction and the knowledge 
transfer procedure. Second, the imbalance information in the 
target domain leads to the bad generalizability of the model, and 
the proposed method applies active learning to assist with the 
selection of labeled data for the target model and improve its 
generalizability. 

The remainder of this paper is structured as follows. Section 
II presents the preliminaries of this paper, including some 
important definitions in transfer learning, the Takagi-Sugeno 
fuzzy model, the IGMM, and active learning. Section III details 
the fuzzy rule-based method and how an IGMM and active 
learning are used to improve the performance of the target 
model. Sections IV and V present the validation tests using 
synthetic and real-world datasets. The final section concludes 
the paper and outlines future work. 

II. PRELIMINARIES 

This section begins with some basic definitions of transfer 
learning, followed by an introduction to the Takagi-Sugeno 
fuzzy model, which is the basic learning model used in our 
method. An overview of the IGMM and active learning 
conclude the section. 

A. Definition 

Definition 1 (Domain) [4]: A domain is denoted by ܦ ൌ
ሼܨ, ܲሺܺሻሽ , where ܨ  is a feature space, and ܲሺܺሻ , ܺ ൌ
ሼݔଵ,⋯ ,  .௡ሽ, are the probability distributions of the instancesݔ
Definition 2 (Task) [4]: A task is denoted by ܶ ൌ ሼܻ, ݂ሺ∙ሻሽ, 
where ܻ ∈ ܴ is the response, and ݂ሺ∙ሻ is an objective predictive 
function. 
Definition 3 (Transfer Learning) [4]: Given a source domain 
 ௧ , and a learning taskܦ ௦, a learning task ௦ܶ, a target domainܦ

௧ܶ , transfer learning aims to improve learning of the target 
predictive function ௧݂ሺ∙ሻ in ܦ௧  using the knowledge in ܦ௦  and 

௦ܶ where ܦ௦ ് ௧ or ௦ܶܦ ് ௧ܶ. 
In short, transfer learning aims to use previously acquired 

knowledge (from a source domain) to assist prediction tasks in 
a new, but related, domain (the target domain). 

B. Takagi-Sugeno Fuzzy Models 

A Takagi-Sugeno fuzzy model [34] is used to construct the 
fuzzy rules and transfer knowledge between the source and 
target domains. The model consists of ܿ  rules with the 
following representation: 

 
If ࢞ is ܣ௜ሺ࢞, ࢜௜ሻ, then ݕ is ܮ௜ሺ࢞, ݅       ௜ሻࢇ ൌ 1,… , ܿ (1) 



 
 

 

 
where ࢜௜ are the centers of the clusters that determine the layout 
of the fuzzy rules, and ࢇ௜ defines the action of each rule on the 
input variables. 

The set of fuzzy rules in the Takagi-Sugeno fuzzy model is 
constructed given a labeled dataset ሼሺ࢞ଵ, ,ଵሻݕ … , ሺ࢞ே,  ேሻሽݕ
using two procedures in sequence. The first procedure is an 
unsupervised learning process that uses a fuzzy C-means 
algorithm to divide the input data into ܿ clusters and identify 
the centers of the clusters ࢜௜. Each cluster represents a fuzzy 
rule. The second procedure computes the coefficients of the 
linear functions with a proven linear relationship to the output 
of the model [26]. 

C. The Infinite Gaussian Mixture Model (IGMM) 

The finite Gaussian mixture model with k components (k 
Gaussian distributions) is written as 

 
,ଵߤ|ݕሺ݌ ,ଶߤ … , ,௞ߤ ,ଵݏ ,ଶݏ … , ,௞ݏ ,ଵߨ ,ଶߨ … , ௞ሻߨ ൌ
∑ ,௝ߤ௝ࣨ൫ߨ ௝ݏ

ିଵ൯௞
௝ୀଵ  (2) 

 
where ߤ௝  are the means, ݏ௝  are the precisions (inverse 
variances), and ߨ௝ are the mixing proportions (which must be 
positive and sum to one). ࣨ  is a (normalized) Gaussian  
distribution with a specified mean and variance, and ܡ ൌ
ሼݕଵ, … , ௡ሽݕ  are the observations. We wish to find the best 
solution (ߨ௝, ,௝ߤ  However, k needs to be .ܡ ௝) with respect toݏ
selected by a user and is sometimes sensitive to the training 
process. Thus, researchers find selecting k automatically a more 
desirable approach, which means that we need to find the best 
k even when ݇ → ∞. In [30], Rasmussen proposed an IGMM to 
explore the properties of (1) when ݇ → ∞. If we assume ߤ௝ has 

Gaussian priors ݌൫ߤ௝หߣ, ,ߣ൯~ࣨሺݎ ௝ݏ ,ଵሻିݎ  has Gamma priors 

,ߚ௝หݏ൫݌ ߱൯~࣡ሺߚ,߱ିଵሻ, and ߨ௝ is given a symmetric Dirichlet 
prior (also known as multivariate beta) with a concentration 
parameter ߙ/݇, the limitation of the conditional posterior, when 
݇ → ∞, is calculated by (3) and (4) 

 

൫ܿ௜݌ ൌ ݆หି܋௜, ,௝ߤ ,௝ݏ ൯ߙ ∝ 	
݊ି௜,௝

݊ െ 1 ൅ ߙ
௝ݏ

ଵ
ଶ݁ି

௦ೕ൫௬೔ିఓೕ൯
మ

ଶ ,	 

for component j where	݊ି௜,௝ ൐ 0 (3) 
 
ሺܿ௜݌ ് ܿ௜ᇲ	for all	݅′ ് ,௜ି܋|݅ ,ߣ ,ݎ ,ߚ ߱, ሻߙ ∝

ఈ

௡ିଵାఈ
,௝ߤ௜หݕ൫݌׬ ,௝ߤ൫݌௝൯ݏ ,ߣ	௝หݏ ,ݎ ,ߚ ߱൯݀ߤ௝݀ݏ௝ (4) 

 
where ci is a stochastic indicator variable taking its values from 
1 . . . k, ି܋௜ ൌ ሺܿଵ, … , ܿ௜ିଵ, ܿ௜ାଵ, … , ܿ௡ሻ, and nି௜,௝ is the number 
of observations, excluding ݕ௜ , that are associated with 
component j. Thus, we have conditional posterior for a single 
indicator given all the other indicators	ߤ௝ and ݏ௝. Using (2) and 
the Gibbs sampling method, we can determine the value of k 
(i.e., by finding a new class or removing an existing class) based 
on the posterior probability for a single indicator, which means 
k can be selected automatically in a one-time sampling process 
[35]. After completing the sampling process T times, the k with 

the highest frequency is chosen as the final selection. 

D. Active Learning 

Active learning is a subfield of machine learning. The key 
hypothesis behind active learning is that the performance of a 
learning algorithm can be boosted if it is allowed to choose the 
data from which it learns [36]. In supervised machine learning 
systems, a large number of labeled instances are required to 
build a model. Sometimes these labels come at little or no cost, 
but in other cases, obtaining labels can be very difficult, time-
consuming, or expensive. Active learning is well-suited to such 
scenarios, where labeled data is hard to obtain. A variety of 
different active learning strategies have been used to select 
unlabeled data for a human annotator to label. However, all 
these strategies require the “informativeness” of the unlabeled 
instances to be evaluated through a query strategy, such as 
uncertainty sampling [37], query-by-committee [38], expected 
model change [39], expected error reduction [40], or variance 
reduction [41]. 

Some research has solely focused on applying the active 
learning techniques in fuzzy models [42]. Lughofer et al. [43] 
proposed three criteria based on active learning for efficient 
sample selection in cases of data stream regression problems 
within an online active learning context. The selection criteria 
was developed in combination with an evolving generalized 
Takagi-Sugeno fuzzy model, which outperformed the 
conventional evolving TS models. 

III. DOMAIN ADAPTATION USING IGMM AND ACTIVE 

LEARNING 

This section presents the framework of our method and the 
motivation behind each procedure in overview and then in more 
detail. A theoretical analysis of the method’s performance index 
is also included.  

A. The Framework 

The proposed method consists of four main procedures: 
using an IGMM to reveal the structure of the data; applying 
active learning techniques to augment the information in the 
target domain; training the model in the source domain; and, 
finally, executing knowledge transfer in the form of fuzzy rules 
from the source domain to the target domain. 

 

 
Fig. 1.  The framework of the fuzzy transfer learning method 
 



 
 

 

When constructing a Takagi-Sugeno fuzzy model, the 
number of clusters (fuzzy rules) should be known beforehand. 
However, it is often hard to determine the optimal number of 
clusters for a specific dataset without additional information. 
The most recent methods traverse all the numbers in a range and 
select the one with the best performance – a brute-force 
approach. However, this approach is costly and, sometimes, 
finding the optimal range is not easy. 

IGMM provides a solution for clustering the data with no 
necessary prior knowledge to limit the number of components 
to be found. The idea behind IGMM is to fit the data distribution 
by mixing Gaussian distributions – a process that can be treated 
as a data structure detection procedure, which is of benefit to all 
cluster-based systems.  

IGMM’s role in the first procedure is to describe the structure 
of the data, which is beneficial for determining the number of 
fuzzy rules to use when constructing the subsequent models for 
both domains. Knowing the data structures in each domain is 
very important, as it greatly influences the effectiveness of the 
knowledge transfer process. For example, if the data structures 
in both domains are very similar, i.e., they have the same 
number of clusters and the means of the combined Gaussian 
distributions are close, then we can assume that the source and 
target domains have a strong corresponding relationship. 
Conversely, if the source and target domains have different 
numbers of clusters and the means of the distributions are quite 
far, it is reasonable to assume they have a weak relationship. To 
extract useful information, different transfer strategies should 
be adopted for different domain relationships. Thus, IGMM 
also provides a basis for guiding the transfer procedure. 

After the correlation between two domains has been 
evaluated, the information in the target domain is assessed to 
determine the potential knowledge that can be transferred. The 
data in the target domain are divided into two groups: the 
instances with labels and the instances without labels. 
Compared to unlabeled data, labeled data contain more 
information and have a greater influence on the outcomes of 
prediction problems, especially regression tasks. Unlike 
classification tasks, where the results largely depend on the 
distribution and structure of the data, regression prediction tasks 
rely on more complicated factors. For instance, in the Takagi-
Sugeno fuzzy regression model, the data distributions only 
determine the conditions of the fuzzy rules, i.e., whether or not 
each instance adheres to a particular fuzzy rule. The 
conclusions and the linear functions are governed by other 
factors that have a more critical impact on the final output. This 
is also the main reason that unsupervised domain adaptation is 
infeasible for regression tasks where only unlabeled data are 
available. 

Therefore, labeled target data is necessary for the learning 
process in domain adaptation problems, and the quality of the 
labeled data greatly determines the quality of the transfer 
learning results. Thus, evaluating the quality of the labeled 
target data is an important part of the process if the results are 
to be used as a basis for subsequent procedures. Based on the 
characteristics of Takagi-Sugeno fuzzy model, the aim is to try 
and ensure the labeled data is a member of as many clusters as 

possible. If the labeled data in the target domain are spread 
among all clusters, we can assume the information is sufficient 
to train a well-performing model. Otherwise, if all the labeled 
data fall into one cluster or do not overlap with all the clusters, 
the information in the target domain is considered to be of low 
quality and needs to be augmented. Employing the IGMM and 
an active learning technique makes augmenting the information 
in target domain a reality. 

The IGMM’s “detection procedure” reveals the cluster 
structure of the unlabeled data in the target domain. 
Additionally, the IGMM evaluates the quality of the existing 
labeled target data, if lacking, the active learning technique adds 
information by selecting some instances from the unlabeled 
group for annotation by an expert. The process of selecting the 
unlabeled target data obeys one of the core principles of active 
learning: the instances that contain the most information are 
chosen. The informativeness of each instance is defined, which 
then supports the following data selection process. Thus, with 
the help of active learning, the number of the labeled target data 
is increased, and the information in the target domain is 
expanded. 

The first two procedures can be thought of as pre-processing 
and preparation steps for constructing the models for each 
domain in the following step. A Takagi-Sugeno fuzzy model 
for the source domain is trained, and a set of fuzzy rules is 
generated. However, due to the discrepancies between the 
source and target domains, the fuzzy rules in the source domain 
cannot be directly used with the target data; they need to be 
modified. 

An approach of changing the input variables is used to 
modify the existing fuzzy rules. Each input variable is assumed 
to be determined by some hidden comparing features, so the 
different distributions of input variables in the two domains are 
due to the different hidden features or different weights of these 
features. The idea behind changing the input variables is to 
adjust the number and weights of the hidden features so that the 
changed input distribution is more compatible with the target 
data. These modifications are made through an optimization 
process. 

B. A Transfer Learning Method Based on IGMM and Active 
Learning 

Consider two domains; a source domain with a large amount 
of labeled data, and a target domain with very little labeled data. 
The dataset in the source domain is denoted as ࡰ ൌ
ሼሺ࢞ଵ

௦, ଵݕ
௦ሻ,⋯ , ൫࢞ேೞ

௦ , ேೞݕ
௦ ൯ሽ , where ࢞௞

௦ ∈ ܴ௡  (݇ ൌ 1,⋯ , ௦ܰሻ  is 
an ݊ -dimensional input variable, the label ݕ௞

௦ ∈ ܴ  is a 
continuous variable, and ௦ܰ indicates the number of data pairs. 
The dataset in the target domain ࡴ consists of two subsets: one 
with labels and one without. ࡴ ൌ ሼࡴ௅,ࡴ௎ሽ ൌ
ሼ൛ሺ࢞ଵ

௧ , ଵݕ
௧ሻ,⋯ , ൫࢞ே೟భ

௧ , ே೟భݕ
௧ ൯ൟ, ሼ࢞ே೟భశభ

௧ ,⋯ , ࢞ே೟
௧ ሽሽ, where ࢞௞

௧ ∈ ܴ௡ 

ሺ݇ ൌ 1,⋯ , ௧ܰሻ is the ݊-dimensional input variable, ݕ௞
௧ ∈ ܴ is 

the label only accessible for the first ௧ܰଵ data. ࡴ௅ includes the 
instances with labels, and ࡴ௎ contains the data without labels. 
The numbers of instances in ࡴ௅ and ࡴ௎ are ௧ܰଵ and ௧ܰ െ ௧ܰଵ 
respectively, and satisfy ௧ܰଵ ≪ ௧ܰ, ௧ܰଵ ≪ ௦ܰ. 



 
 

 

In this problem setting, a well-performing model can be built 
for the source domain because there are sufficient labeled data. 
However, that model cannot be used directly to solve regression 
tasks in the target domain because the rules needs to be 
modified to fit the target data first. The following steps outline 
a fuzzy rule-based transfer learning method, based on IGMM 
and active learning, to modify the source model for use with the 
target data. 
Step 1. Applying IGMM to discover the structure of data 

This procedure reveals the data structure of both domains, 
with two benefits. First, identifying the data structures of each 
domain provides insights into the relationships between the 
data, which can be used to guide the transfer learning procedure. 
Second, understanding the data structures is conducive to 
selecting the most informative labeled data for the target 
domain.  

Through two separate parses of an unsupervised learning 
process, IGMM simulates the distributions of the data in the 
source and target domains. The input data are ሼ࢞ଵ

௦,⋯ , ࢞ேೞ
௦ ሽ and 

ሼ࢞ଵ
௧ ,⋯ , ࢞ே೟

௧ ሽ. IGMM’s exploration process is illustrated in the 
following example.  

Fig. 2 shows the probabilities of various data structures in a 
dataset in histogram form. The x-coordinate represents the 
number of Gaussian distributions, i.e., the number of clusters, 
and the y-coordinate represents the number of times that the 
dataset is divided into the corresponding clusters. As the figure 
shows, in 2000 iterations of IGMM, the dataset was divided into 
three clusters more than 1000 times, into four clusters about 500 
times, into one cluster about 250 times, and into two or five 
clusters less than 100 times. Therefore, we can conclude, with 
high probability, that the dataset is composed of three Gaussian 
distributions (clusters). 

 
Fig. 2.  Examples of the results for IGMM 
 

Suppose the cluster range for the source domain is 
ሾܿ݊݅݉ݏ, ሿݔܽ݉ݏܿ , where ܿܲݏ  has the highest probability. 
Similarly, the range for the target domain is ሾܿ݊݅݉ݐ,  ,ሿݔܽ݉ݐܿ
with ܿܲݐ as the highest probability. Comparing the histograms 
of the data reveals insights into the relationship between the two 
domains that can be used to select an appropriate transfer 
strategy. For instance, if ܿܲݏ  is equal to ܿܲݐ , then the 
corresponding parameters of the Gaussian distributions are also 
similar, which means the source and target domains are close, 
and the knowledge of source domain is likely to be highly 
beneficial in constructing the model for the target domain. 
Additionally, the number ܿ(ܲݐܿ=) ܲݏ provides a good guide as 

to the number of fuzzy rules to use to build the prediction 
models for each domain. Further, this type of analysis can also 
be used to inform domain selection. For example, given 
multiple source domains to choose from, comparing the data 
structure of each candidate may reveal the most suitable match 
for the target domain. And, if  none of the data structures match, 
i.e., ܿܲݏ is not identical to ܿܲݐ, a different transfer strategy can 
be explored. However, even with the results of the structural 
analysis, determining the optimal number of fuzzy rules to use 
when constructing the models may still be difficult. Therefore, 
a brute-force approach across a reduced range of cluster 
numbers may be required to select the one that delivers the best 
performance. The range for the number of clusters is: 

 
ሾܿ݉݅݊,  ሿ (5)ݔܽ݉ܿ
 
where ܿ݉݅݊ ൌ max	ሼ2,minሼܿ݊݅݉ݏ, ሽሽ݊݅݉ݐܿ , and ܿ݉ܽݔ ൌ
min	ሼܿݔܽ݉ݏ, ሽݔܽ݉ݐܿ . Restricting ܿ݉݅݊  to not less than 2 
ensures the nonlinearity of the model. 
 
Step 2. Using active learning to augment the labeled target 
data 

The purpose of this procedure is to increase the amount 
information in the target domain by actively selecting and 
labeling some of the data.  

The procedure begins with an evaluation of the existing 
labeled target data. Given the analysis in Step 1, suppose we 
choose to construct the model with three fuzzy rules ܿሺൌ 3ሻ. 
FCM clusters the input data for the target domain into the 
membership matrix ܷ . The index of ܪ௅  in ܪ	determines the 
membership of all the labeled target data to all the clusters. The 
membership matrix for the labeled target data is denoted as ௅ܷ: 

 

ܷ௅ ൌ ൥
0.2 0.7 0.1
0.7 0.1 0.2
0.5 0.2 0.3

൩ (6) 

 
The number of labeled data in each cluster is counted, with 

each instance counted in the cluster with the highest 
membership. The statistic result is as follows: 

 
ܵ ௅ܷ ൌ ሾ2 1 0ሿ (7) 
 

The first two clusters contain labeled data, but the third 
cluster does not, so active learning is used to augment the 
information in the target domain and, hopefully, populate this 
cluster. 

“Informativeness” is the key criteria used for selecting which 
data is labeled in each cluster. Essentially, informativeness is a 
measure of the information contained in the data, and the level 
of informativeness is highly dependent on the cluster it is 
grouped with, i.e., an instance will have different levels of 
informativeness for different clusters. A concrete instance ࢞௞

௧  in 
the ݅th cluster is highly informative when ࢞௞

௧ ’s membership to 
the ݅th cluster is high. Thus, the informativeness of ࢞௞

௧  in cluster 
݅ is defined as 
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௜ሺ࢞௞ܫ
௧ ሻ ൌ ܷ௞௜ (8) 

 
Further, a threshold ݀ determines the minimum number of 

labeled target data needed for each cluster. Unlabeled data 
assessed as being highly informative according to the above 
definition are then selected and sent to experts to be annotated. 
Taking the example above, the ݀ െ 2 unlabeled data with the 
highest informativeness in the first cluster are selected for 
labeling. Similarly, ݀ െ 1  and ݀  unlabeled data in the 
remaining two clusters are selected for labeling. 

At the end of Step 2, the number of labeled target data has 
increased from ௧ܰଵ to 3݀. 
Step 3. Constructing a prediction model for the source 
domain 

This procedure governs the construction of the source model 
 The formulation for model .ࡰ ௦ based on the source datasetܯ
 ௦ followsܯ

 
if ࢞௞

௦  is ܣ௜ሺ࢞௞
௦ , ࢜௜

௦ሻ, then ݕ௞
௦ is ܮ௜ሺ࢞௞

௦ , ௜ࢇ
௦ሻ        ݅ ൌ 1,⋯ , ܿ (9) 

 
where ࢜௜

௦  are the centers of the clusters that determine the 
conditions of the fuzzy rules, and ࢇ௜

௦ are the coefficients of the 
linear functions of the input variables that govern the 
conclusions of the fuzzy rules. 

The number of fuzzy rules ܿ depends on the results of the 
analysis in Step 1. If the data structure of the (chosen) source 
domain is similar to the data structure of the target domain, c is 
set to	ܿ(ܲݐܿ=) ܲݏ. If the data structures are divergent, c is taken 
from the range ሾܿ݉݅݊,  .ሿݔܽ݉ܿ

Given a sufficient amount of labeled source data, a well-
performing prediction model ܯ௦ for the source domain can be 
built. However, the target domain will invariably contain 
different data distributions to the source data, and the model ܯ௦ 
would perform poorly if trained on the target data without prior 
modifications, which leads to Step 4. 
Step 4. Modifying the existing fuzzy rules to fit the target 
data 

Through this procedure, the hidden features in model ܯ௦ are 
adjusted, including the amounts and weights, to modify the 
input space so that the distributions of the input variables are 
more compatible with target data. This approach is based on the 
assumption that the input variables in both domains have 
similar, or even the same, hidden features.   

Fig. 3 shows the mapping structure used to change the input 
space. The neurons in the hidden layers represent the 
connotative features to be used as input variables. The 
transformation of these neurons through the layers modifies 
their weights to ultimately construct input variables with new 
meanings and distributions that can be used to build a new 
target model ܯഥ௧. 

After the mapping procedure, the fuzzy rules are transformed 
into 
 
if ࢞௞

௧  is ܣ௜ሺ઴ሺ࢞௞
௧ ሻ,઴ሺ࢜௜

௦ሻሻ, then ݕ௞
௧  is ܮ௜ሺሺ઴ሺ࢞௞

௧ ሻ, ௜ࢇ
௦ሻ   

 ݅ ൌ 1,⋯ , ܿ (10) 
 

With this modified input space, the new fuzzy rules, 
including the cluster centers and the linear coefficients can be 
used to predict outputs with the target data. 

 

 
Fig. 3.  Nonlinear mapping structure 

 
઴ is mapped through an optimization procedure using the 

target data, which was augmented in Step 2 to ensure a 
sufficient level of labeled data to construct a well-performing 
model. Therefore, once optimized, the cost function in (11) 
minimizes the distance between the outputs of model ܯഥ௧ and 
the real values in the target data. The cost function follows: 

 

ܵ ൌ ට
ଵ

ே೟భ
	∑ ሺ∑ ௜ሺΦሺ࢞௞ܣ

௧ ሻ, Φሺ࢜௜
௦ሻ	ሻܮ௜ሺΦሺ࢞௞

௧ ሻ, ௜ࢇ
௦ሻ െ௖

௜ୀଵ ௞ݕ
௧ሻଶே೟భ

௞ୀଵ ൅

	
ఒమ
ଶ
 (11) ݓ்ݓ	

 
The overall algorithm for the proposed method described 

above is provided in Algorithm 1. 
 

Algorithm 1. Domain Adaptation Procedure based on 
IGMM and Active Learning 
Input: ࡴ ,ࡰ,  
Output: ࢅ௎ for ࡴ௎ 
 
1. Apply IGMM to ሼ࢞ଵ

௦,⋯ , ࢞ேೞ
௦ ሽ and ሼ࢞ଵ

௧ ,⋯ , ࢞ே೟
௧ ሽ 

2. Decide the number of clusters ܿ 
3. Apply active learning to augment target information 

3.1 give the threshold ݀ 
3.2 validate the current labeled target data 
3.3 find out the data with most information in each cluster 
3.4 select the target data and label them 

4. Train source model ܯ௦ 
5. Modifying the existing model to get ܯഥ௧ 
6. Use ܯഥ௧ to predict the response ࢅ௎ for ࡴ௎ 

 

C. Performance Index 

This section provides the formulations for the performance 
indexes of the constructed models used to evaluate the proposed 
method.  

Each model is constructed through five-fold cross-validation. 
The source model ܯ௦ is trained on the dataset ࡰ, and the root 
mean square error (RMSE) of ܯ௦ on training set is calculated 
by 



 
 

 

 

ܳ ൌ	ට
ଵ

ேೞభ
	∑ ሺ∑ ௜ሺ࢞௞ܣ

௦ , ࢜௜
௦	ሻܮ௜ሺ࢞௞

௦ , ௜ࢇ
௦ሻ െ௖

௜ୀଵ ௞ݕ
௦ሻଶேೞభ

௞ୀଵ  (12) 

 
where ࢜௜

௦  are the centers of the clusters and ࢇ௜
௦ are the linear 

functions of the fuzzy rules . ࢞௞
௦  is the input variable for the 

source data, and ∑ ௜ሺ࢞௞ܣ
௦ , ࢜௜

௦	ሻܮ௜ሺ࢞௞
௦ , ௜ࢇ

௦ሻ௖
௜ୀଵ  is the 

corresponding output of the model ܯ௦. ݕ௞
௦ is the real output for 

࢞௞
௦ . 
 The probability of model ܯ௦ is tested on the target data with  
 

ܳ1 ൌ ට
ଵ

ே೟ିே೟భ
	∑ ሺ∑ ௜ሺ࢞௞ܣ

௧ , ࢜௜
௦	ሻܮ௜ሺ࢞௞

௧ , ௜ࢇ
௦ሻ െ௖

௜ୀଵ ௞ݕ
௧ሻଶே೟ିே೟భ

௞ୀଵ   

(13) 
 
where ࢜௜

௦ and ࢇ௜
௦ are the parameters of source model. ࢞௞

௧  is the 
input variable of target data, and ∑ ௜ሺ࢞௞ܣ

௧ , ࢜௜
௦	ሻܮ௜ሺ࢞௞

௧ , ௜ࢇ
௦ሻ௖

௜ୀଵ  is 
the corresponding output of the model ܯ௦. ݕ௞

௧  is the real output 
for ࢞௞

௧ . 
The target model ܯഥ௧  is tested on the unlabeled dataset to 

verify the generalizability of the constructed model with 
 

ܳ2 ൌ ට
ଵ

ே೟ିே೟భ
	∑ ሺ∑ ௜ሺΦሺ࢞௞ܣ

௧ ሻ, Φሺ࢜௜
௦ሻ	ሻܮ௜ሺΦሺ࢞௞

௧ ሻ, ௜ࢇ
௦ሻ െ௖

௜ୀଵ ௞ݕ
௧ሻଶே೟ିே೟భ

௞ୀଵ   (14) 

 
where ࢞௞

௧ ∈ ௞ݕ ௎ are the data without labels. The real labelsܪ
௧  

are only available in the testing procedure. 

IV. EXPERIMENTS ON SYNTHETIC DATASETS 

In this section, we present the experiments conducted with 
synthetic datasets to validate the proposed method. We 
specifically evaluated the impact of the IGMM and the active 
learning technique on the performance of the constructed 
models. Firstly, the IGMM’s ability is tested to explore the 
structure of data as a basis for the knowledge transfer 
procedure. Secondly, the ability of the active learning technique 
is tested to optimally augment information in the target domain. 
Thirdly, we compared our methods with some state-of-the-art 
transfer learning methods. 

A. Exploring Data’s Structure Using IGMM 

The design of a well-performing transfer learning algorithm 
depends on the relationship between the source and target data. 
Using IGMM to explore the structure of the data provides 
guidance when selecting a domain in situations where multiple 
source domains are available since similar data structures in 
both domains can benefit the transfer of fuzzy rules from the 
source domain to the target domain. In this experiment, we 
considered two cases to simulate different relationships 
between the domains. The first case assumes that the source and 
target data stem from identical domains and, therefore, their 
distributions are quite similar. The second case considers two 
quite different source and target domains, where there is a great 
divergence in the data structures between each domain. A 
different transfer strategy was applied in each case, and IGMM 
plays a different role in each scenario. 

1) Similar source and target data 
Here, the target data was derived from the source domain, so 

the distributions and structures of data in both domains are very 
similar. Thus, IGMM’s role is to provide guidance with domain 
selection – a challenging issue in transfer learning. For instance, 
suppose there are multiple source domains, but only one 
domain is the most suitable for the target domain. If IGMM is 
able to easily find the most suitable source domain, it would 
effectively improve the transfer learning performance. 

Three groups of experiments were executed to illustrate the 
role of IGMM in selecting a source domain. In each group of 
experiments, the data in the target domain was generated with 
a different number of clusters, and three source domains with 
various numbers of clusters were prepared. The results of 
IGMM to the datasets in three groups of experiments are shown 
in Figs. 4-6. 

From Fig. 4, we can see that the three source domains are 
divided into two, three, and four clusters, respectively, with the 
highest probabilities. Moreover, the target data consists of two 
clusters with the highest probability. In Fig. 5, the target data 
was generated with three clusters, and three source domains 
were generated with two, three and four clusters. In Fig. 6, the 
target data was generated with four clusters, and three source 
domains were generated with two, three and four clusters. 

In analyzing the results of IGMM, in the first experiment, the 
first source domain has the same number of clusters as the target 
domain and should be the best choice for the target domain. In 
experiment 2, although the datasets in the source domain 1 and 
source domain 2 both have three clusters with highest 
probabilities, the source domain 2 has the similar data structure 
with target domain. Therefore, source domain 2 is the best 
choice for the target domain in experiment 2. Similarly, source 
domain 3 is the best choice for the target domain. To verify this 
conclusion, knowledge from the three source domains was 
transferred, in turn, to the target domain, and we compared the 
results to assess the transfer performance. These results are 
shown in Tables I-III. 

 

 
Fig. 4.  The data structure in experiment 1 



 
 

 

 
Fig. 5.  The data structure in experiment 2 

 
Fig. 6.  The data structure in experiment 3 
 

Table I: Various source domains and a two-cluster target domain 

Datasets Q Q1 Q2 

Source 1 (2) Target (2) 
0.0441േ 
0.0006 

2.2774േ 
0.0000 

1.8487േ 
0.0350 

Source 2 (3) Target (2) 
0.0250േ 
0.0002 

2.2743േ 
0.0000 

1.8549േ 
0.0397 

Source 3 (4) Target (2) 
0.1023േ 
0.0009 

2.5293േ 
0.0003 

1.9929േ 
0.0481 

 
Table II: Various source domains and a three-cluster target domain 

Datasets Q Q1 Q2 

Source 1 (2) Target (3) 
0.0301േ 
0.0005 

1.0320േ 
0.0001 

0.8560േ 
0.0108 

Source 2 (3) Target (3) 
0.0196േ 
0.0000 

0.4586േ 
0.0000 

0.7997േ 
0.0482 

Source 3 (4) Target (3) 
0.0505േ 
0.0086 

2.0170േ 
0.0067 

0.8678േ 
0.0024 

 
Table III: Various source domains and a four-cluster target domain 

Datasets Q Q1 Q2 

Source 1 (2) Target (4) 
0.0153േ 
0.0001 

3.0610േ 
0.0001 

1.6237േ 
0.0043 

Source 2 (3) Target (4) 
0.0930േ 
0.0384 

3.6952േ 
0.0586 

1.4924േ 
0.0415 

Source 3 (4) Target (4) 
0.1104േ 
0.0142 

1.9950േ 
0.0069 

1.1537േ 
0.0066 

 

The first two columns in Table I represent the datasets for the 
source and target domains. The number in the brackets indicates 
the number of clusters in that dataset. All models were 
constructed through five-fold cross-validation; therefore, the 
results in the last four columns are displayed in the form of 
“meanേvariance”. The third column is the RMSE of the source 
model on the source data, and a low error means a well-
performing regression prediction model was produced for the 
source domain. The fourth column is the RMSE of source 
model on the target data, which indicates that the source model 
is not compatible with target data. The results in column five 
show the performance of the target models constructed using 
the proposed methods. The mean values in the fifth column are 
less than in the fourth column, which means that the proposed 
method has greatly improved the prediction accuracy of the 
existing model in the target domain. In particular, comparing 
the results in the fifth column, we can conclude that the first 
source domain showed the best performance and has the same 
number of clusters as the target domain 

We reached the same conclusion from the second and third 
experiments: that the results from the IGMM both improve the 
performance of the constructed target model and provide useful 
clues for the domain selection process. This conclusion, 
therefore, validates the role of IGMM in selecting a suitable 
domain in cases where the source and target domain have very 
similar structures. 

The above three experiments tell us that the transfer learning 
has an obvious effect when the number of clusters (fuzzy rules) 
in the source and target domains is identical However, the 
distance of the data can also affect transfer learning. Hence, the 
next experiment was designed to explore the impact of data 
distance on the model’s performance. 

The target dataset was generated first, and the source datasets 
were generated based on the target data by gradually increasing 
the gap between the centers of the clusters and the linear 
functions. The center of the clusters and the linear functions in 
both domains follow the relation below: 

 
࢜௜
௦ ൌ 	࢜௜

௧ሺ૚ ൅ ௜ࢇ       , ሻߝ
௦ ൌ ௜ࢇ	

௧ሺ૚ ൅  ሻ (15)ߝ
 
where ߝ is an constant that controls the increment, and ߝ is a 
crucial parameter that controls the degree of difference between 
the source and target data.  

As ߝ increases, the divergence between the source and target 
data becomes greater. The value of ߝ was set to increase from 
0.05 to 0.5 in steps of 0.05. Thus, ten source datasets were 
generated and knowledge was transferred from each source 
dataset to the same target dataset. The results are shown in 
Table IV. Fig. 7 clearly displays the changing tendency in 
model performance when as the value of ߝ changes. 

The red circles indicate the RMSE of the source model on the 
target data. The increasing trend shows that with an increase of 
ߝ , the discrepancy between the source data and target data 
becomes greater, and the source model becomes more 
mismatched to target data. The blue circles represent the 
performance of the target model using the proposed method. 
There are no obvious changes, but effectiveness of the proposed 



 
 

 

method is still verified. These results also indicate good transfer 
learning performance if the data structures of the two domains 
are similar. 
 

Table IV: Performance of the constructed target model with a varying ߝ 

 Q1 Q2 ߝ

0.05 0.2851 േ 0.0000 0.2299േ0.0055 

0.1 0.5788 േ 0.0000 0.1931േ0.0037 

0.15 0.8833 േ 0.0000 0.2168േ0.0024 

0.2 1.1956 േ 0.0000 0.2602േ0.0007 

0.25 1.5246 േ 0.0000 0.1903േ0.0002 

0.3 1.8561 േ 0.0000 0.2517േ0.0013 

0.35 2.1902 േ 0.0000 0.2108േ0.0004 

0.4 2.5384 േ 0.0000 0.2607േ0.0057 

0.45 2.8882 േ 0.0000 0.3365േ0.0173 

0.5 3.2610 േ 0.0000 0.3403േ0.0003 

 
 

 
Fig. 7.  The model’s performance with varying values for ߝ 

 
2) Different source and target 

With this set of experiments, we evaluated IGMM’s 
performance in cases where the source and target domains have 
very different data structures, i.e., where each domain has a 
different number of clusters (fuzzy rules). Three separate 
domain adaptation experiments were conducted. Three datasets 
were generated. Each time, one of the datasets was selected as 
the target domain, and the remaining two datasets were treated 
as the source domains. We used the approach of traversing all 
the clusters in source and target domains to determine the 
optimal number of clusters.  

The analytical results from IGMM for the three datasets are 
shown in Fig. 8. The results of these experiments are shown in 
Tables V-VII. 

The results in Tables V-VIII do not reveal an obvious rule 
for determining the optimal number of clusters in the domain 
adaptation process. Thus, in cases where the source and target 
domains have very different structures, the brute-force 
approach of trying all the numbers and selecting the one with 
the best performance remains the best option. 

 
Fig. 8.  The structure of the three datasets 

 
Table V: The values of Q2 with varying clusters (target domain: two rules) 

clusters 4r to 2r 3r to 2r 
2 1.5003േ0.4920 0.6256േ0.0031 
3 2.0345േ0.2321 0.6150േ0.1162 
4 0.5992േ0.0089 0.8732േ0.5013 
5 0.7783േ0.0353 0.4578േ0.0245 
6 0.9645േ0.1183 0.8543േ0.3426 

 
Table VI: The values of Q2 with varying clusters (target domain: three rules) 

clusters 2r to 3r 4r to 3r 

2 1.5431േ0.0213 3.0206േ0.0375 

3 1.5438േ0.0210 2.8064േ0.4057 

4 1.4310േ0.0172 4.7779േ0.2630 

5 1.4653േ0.0024 1.7450േ0.0041 

6 1.5910േ0.0024 2.3647േ0.0507 

 
Table VII: The values of Q2 with varying clusters (target domain: four rules) 

clusters 2r to 4r 3r to 4r 

2 1.0372േ0.0072 1.4666േ0.0163 

3 1.6847േ0.0079 1.4228േ0.0025 

4 1.2896േ0.0143 1.3803േ0.0123 

5 1.6691േ0.0064 1.3791േ0.0077 

6 1.5846േ0.0237 1.4657േ0.0768 

 

B. Augmenting the Information in the Target Domain with an 
Active Learning 

The three experiments in this section were designed to verify 
the use of active learning technique in improving the 
performance of the built target model. In each experiment, the 
source and target datasets were generated with the same number 
of fuzzy rules (two, three, and four respectively), and all the 
labeled target data were selected from one cluster. The 
experimental results are shown in Table VIII. ‘Q2 (no active 
learning)’ represents the performance of the model without the 
benefit of the active learning technique. ‘Q2 (active learning)’ 
indicates the performance of the model with active learning. 

Comparing values ‘Q2 (no active learning)’ and ‘Q2 (active 
learning)’ in the three experiments, we found that using the 
active learning technique significantly enhances the accuracy of 
the target model constructed using the proposed method. 

 



 
 

 

 
Table VIII: Exploring the effect of the active learning technique 

Clusters Q1 
Q2 (no active 

learning) 
Q2 (active 
learning) 

2 
1.3676േ 
0.0001 

1.4596േ 
0.0202 

1.0731േ 
0.0075 

3 
0.3534േ 
0.0001 

0.9250േ 
0.0320 

0.8760േ 
0.0157 

4 
2.0330േ 
0.0026 

2.1865േ 
0.0653 

1.7536േ 
0.1304 

 
In addition, we conducted the above experiments with 

different values of ݀  to determine the impact of ݀  on the 
performance of the presented method. 

 
Table IX: Performance of models with varying ݀ 

݀ 
Datasets 

(two clusters) 
Datasets 

(three clusters) 
Datasets 

(four clusters) 

5 1.0731േ0.0075 0.8760േ0.0157 1.7536േ0.1304 

10 1.0768േ0.0124 0.8518േ0.0180 1.9097േ0.0295 

15 1.0076േ0.0023 0.9004േ0.0380 0.6976േ0.0034 

20 0.9702േ0.0117 0.9019േ0.0055 1.3242േ0.0072 

 
The results in Table IX show that the performance of the 

constructed target model does not display an increasing trend as 
the value of ݀ increases, which indicates that ݀ does not play a 
critical role in the active learning-based domain adaptation 
method. Since IGMM identifies the data structure of the dataset, 
i.e., the number of clusters, a small number of instances could 
represent the information of one cluster, and the design of our 
algorithm satisfies the requirement of covering the information 
in all clusters. Thus, the results in Table IX are reasonable and 
acceptable. Further, these results are a promising signal for 
good transfer learning performance with little labeled target 
data. Therefore, we tried some different vales of ݀, and selected 
the smallest one as long as the performance was almost the 
same. 

Also, some experiments are implemented to explore the 
impact of ܲ on the performance of the proposed method. The 
results are shown in Table X. 

Table X: Performance of models with varying ܲ 

Datasets 
RMSE with varying ܲ 

3 4 5 6 7 

Dataset 1 (2r) 
1.08േ 
0.01 

1.10േ 
0.01 

1.09േ 
0.01 

1.24േ 
0.00 

1.15േ 
0.01 

Dataset 2 (3r) 
2.45േ 
0.01 

2.46േ 
0.02 

2.53േ 
0.05 

2.41േ 
0.01 

2.54േ 
0.07 

Dataset 3 (4r) 
1.91േ 
0.03 

1.66േ 
0.10 

1.62േ 
0.03 

1.26േ 
0.05 

1.35േ 
0.04 

 
From the results in Table X, there is no obvious trend with 

the increase of ܲ , and our method could achieve a good 
performance even the number of the sigmoid functions is small. 
Since the mappings based on sigmoid functions are constructed 
in a nonlinear way, a small number of sigmoid functions could 
constitute complex mappings for the transformation of input 
space. 

 

C. Comparing with state-of-the-art transfer learning methods 

 
We have compared our method with three state-of-the-art 

non fuzzy transfer learning approaches, including TCA, SA, 
and GFK, and a TSK model-based fuzzy transfer learning 
method. The comparison is shown as follows in Table XI. 

The left column in Table XI indicates the source and target 
domains. For example, ‘2r to 4r’ indicates that the source 
domain is ‘dataset 2r’, and the target domain is ‘dataset 4r’. In 
the first three experiments, the datasets in the source and target 
domains have the same number of fuzzy rules, and in the last 
six experiments, the datasets in two domains are designed with 
different numbers of fuzzy rules. The second and third columns 
are the two baselines of the transfer learning problem: 1) the 
root mean square error (RMSE) of the source model on the 
unlabeled target data ࡴ௎; 2) the RMSE of the model trained 
using only target data on ࡴ௎. The fourth to the sixth columns 
show the RMSE’s of three famous transfer learning approaches 
(TCA, SA, and GFK) on ࡴ௎, respectively. The results in the 
seven column show the RMSE of a TSK-based fuzzy method 
on ࡴ௎. And the final column shows the RMSE of our proposed 
method on ࡴ௎. 

The results in Table XI show that the mean value of RMSE 
for our method is smaller than that of the three non-fuzzy 
methods and the TSK-method. Therefore, we can conclude that 
the performance of our method is superior to the existing state-
of-the-art non-fuzzy transfer learning approaches and the TSK-
method. 

V. EXPERIMENTS ON REAL-WORLD DATASETS 

Studies of regression problems in domain adaptation are 
scarce, so there are no public datasets available to verify the 
proposed method. Hence, we used real-world datasets from the 
UCI Machine Learning Repository and modified them to 
simulate various regression domain adaptation problems. A 
detailed description of these modifications follows. 

The first dataset concerns “air quality”. We selected two of 
the existing attributes, “temperature” and “relative humidity”, 
as the input data and chose “absolute humidity” as the output. 
All the attributes were normalized, and the dataset was split into 
two domains based on “relative humidity”. Data with a “relative 
humidity” greater than 0.5 were chosen as the source domain, 
and the remaining data were used to form the target domain. 
Further, the two attributes in the source data were all perturbed 
by random numbers following a normal distribution 
ܰሺ0.1, 0.1ሻ , and the two attributes in the target data were 
perturbed by the normal random numbers following ܰሺ7,1ሻ 
and ܰሺ5,1ሻ, respectively. There were 3600 labeled instances in 
the source domain and 1200 instances in the target data; 10 were 
labeled. 

Although a target domain may only contain a small amount 
of labeled data, it can still be used to train a model. However, 
we assert that a model trained solely on a small amount of 
labeled data will not perform well. And, to support this 
assertion, we trained a target model with various levels of 
labeled target data and tested its performance denoted by “QT”.



 
 

 

Table XI: Comparison results of different transfer learning methods 

Datasets 
RMSE of the models 

Baseline 1 Baseline 2 TCA SA GFK TSK Our method 
2r to 2r 1.71േ0.00 1.81േ0.01 4.44േ0.00 4.42േ0.00 4.46േ0.00 1.71േ0.05 1.40േ0.03 
3r to 3r 1.10േ0.00 3.34േ0.02 4.05േ0.00 3.51േ0.00 3.41േ0.00 3.07േ0.00 0.67േ0.00 
4r to 4r 1.96േ0.00 3.53േ0.04 10.34േ0.00 10.54േ0.00 10.54േ0.01 2.42േ0.18 1.56േ0.00 
2r to 3r 4.07േ0.00 4.82േ30.58 1.17േ0.00 1.14േ0.00 1.21േ0.00 1.24േ0.02 1.03േ0.00 
3r to 2r 3.81േ0.00 3.45േ54.25 3.28േ0.00 3.23േ0.00 3.19േ0.00 0.98േ0.05 0.50േ0.04 
2r to 4r 3.45േ0.00 43.29േ6502.94 4.45േ0.00 4.23േ0.00 4.72േ0.00 1.08േ0.04 0.73േ0.00 
4r to 2r 3.11േ0.00 3.45േ54.25 2.11േ0.00 2.22േ0.00 2.47േ0.00 1.03േ0.01 0.85േ0.01 
3r to 4r 0.94േ0.00 30.12േ2643.94 6.10േ0.01 6.36േ0.00 6.09േ0.00 0.79േ0.01 0.72േ0.01 
4r to 3r 0.97േ0.00 17.90േ828.50 2.19േ0.00 2.37േ0.00 2.61േ0.00 0.70േ0.00 0.65േ0.00 

We used the IGMM to identify the data structures in the “air 
quality” dataset and show the results in Fig. 9.  

 
Fig. 9.  IGMM’s results with “air quality” dataset 
 

From Fig. 9, we can see that the data in the source domain 
and target domain are both divided into two clusters with the 
greatest probability, so two is the optimal number of fuzzy rules 
to construct models and implement transfer learning. To verify 
this conclusion, we executed the proposed domain adaptation 
method with varying numbers of fuzzy rules, and compared the 
results, as shown in Table XII. 

 
Table XII: Results with the “air quality” dataset 

Clusters Q Q1 QT Q2 

2 
0.1241േ 
0.0000 

0.2575േ 
0.0000 

0.4153േ 
0.0060 

0.1075േ 
0.0000 

3 
0.1237േ 
0.0000 

0.2568േ 
0.0000 

0.3217േ 
0.0204 

0.1097േ 
0.0000 

4 
0.1235േ 
0.0000 

0.2618േ 
0.0000 

0.1970േ 
0.0034 

0.1076േ 
0.0000 

5 
0.1232േ 
0.0000 

0.2616േ 
0.0000 

0.2319േ 
0.0046 

0.1085േ 
0.0000 

 
In all experiments, the value for Q2 was smaller than for Q1 

and QT, which indicates that the model built using our method 
is superior to both the existing source model and the model built 
using only labeled target data. Additionally, the small variances 
indicate that the models built using the proposed method have 
good generalizability. Comparing the values of Q2 with 
different clusters, we find that the transfer learning method has 
the best performance with two fuzzy rules. In addition, the 
number of labeled target data increased with an increase in the 
number of clusters due to the active learning technique. These 
results show that determining the appropriate number of fuzzy 

rules is significantly more important than accumulating more 
labeled data. 

We conducted the same experiment on the “housing dataset”, 
which aims to predict the “MEDV” (the median value of owner-
occupied homes in US$1000’s) using six input attributes. The 
data was normalized and split into two datasets using the 
attribute “TAX”, which represents the full-value property tax 
rate per $10,000. Instances of “TAX” smaller than 0.5 were 
used to form the source dataset, and instances of “TAX” larger 
than 0.5 were used as the target dataset. The attributes “RM”, 
“AGE”, and “B” of the source data were perturbed by random 
numbers taken from ܰሺ0.1, 0.1ሻ, while the same attributes in 
the target data were perturbed by normal random numbers using 
the distributions ܰሺ7,1ሻ , ܰሺ5,1ሻ  and ܰሺ8,1ሻ , respectively. 
There were 360 labeled instances in the source domain and 130 
instances in the target data; 10 were labeled. 

Again, IGMM was used to identify the data structure. The 
results are shown in Fig. 10. Unlike the first dataset, where it 
was easy to determine the number of fuzzy rules, in this dataset, 
the probability distributions of the clusters in the source and 
target domains are quite different. Although the source data and 
target data were derived from the same domain, our 
modifications resulted in quite different data distributions in 
each domain. Based on our analysis of IGMM’s results, we 
decided to try all the numbers of clusters as a cross-check of 
IGMM’s performance. The results are shown in Table XIII. 

 

 
Fig. 10  IGMM’s results with “housing” dataset 

 
From Table XIII, we can see that the constructed target 

model performed best with three fuzzy rules. There was no 
obvious trend with a change in the number of fuzzy rules. 



 
 

 

Therefore, traversing all the numbers of clusters and choosing 
the best one remains the best method for choosing the optimal 
number of fuzzy rules in cases where the source and target data 
greatly diverge. 
 

Table XIII: Results with the “housing” dataset 

Clusters Q Q1 QT Q2 

2 
0.1098േ 
0.0003 

0.2558േ 
0.0003 

0.6306േ 
0.1175 

0.1799േ 
0.0002 

3 
0.1006േ 
0.0001 

0.2280േ 
0.0005 

0.2931േ 
0.0179 

0.1713േ 
0.0002 

4 
0.0913േ 
0.0002 

0.1801േ 
0.0003 

0.3670േ 
0.0093 

0.2276േ 
0.0000 

5 
0.0902േ 
0.0001 

0.1844േ 
0.0002 

0.2297േ 
0.0040 

0.1827േ 
0.0002 

6 
0.1044േ 
0.0017 

0.2504േ 
0.0074 

0.2053േ 
0.0007 

0.2325േ 
0.0003 

7 
0.0920േ 
0.0001 

0.3463േ 
0.0266 

0.2850േ 
0.0088 

0.1813േ 
0.0001 

 

VI. CONCLUSION AND FUTURE WORK  

This work presents a method of discovering the structure of 
data and actively augmenting information in a target domain to 
improve the performance of fuzzy rule-based domain 
adaptation. IGMM is used to explore the relationship between 
the data structures in the source and target domains and provide 
guidance on a domain selection and transfer strategy. The idea 
of active learning is applied to increase the amount of labeled 
information in target domain by actively labeling the most 
informative data in the target domain. A set of experiments on 
synthetic datasets verifies both the positive effect of IGMM and 
the active learning technique on the transfer learning process. 
Additionally, promising results on real-world datasets validate 
the effectiveness of the proposed domain adaptation method in 
practical settings. 

The method presented in this paper focuses on domain 
adaptation problems with homogeneous feature spaces. Future 
studies will explore the more challenge knowledge transfer 
problem of heterogeneous domain adaptation, where the feature 
spaces of the two domain are not identical. 
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