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 
Abstract— Domain adaptation aims to leverage knowledge 

acquired from a related domain (called a source domain) to 
improve the efficiency of completing a prediction task 
(classification or regression) in the current domain (called the 
target domain), which has a different probability distribution 
from the source domain. Although domain adaptation has been 
widely studied, most existing research has focused on 
homogeneous domain adaptation, where both domains have 
identical feature spaces. A new challenge, proposed in recent years 
in this area, is heterogeneous domain adaptation, in which both the 
probability distributions and the feature spaces are different. 
Moreover, in both homogeneous and heterogeneous domain 
adaptation, the greatest efforts and the major achievements have 
been made with classification tasks, while successful solutions for 
tackling regression problems are limited. This paper presents two 
innovative fuzzy rule-based methods to deal with regression 
problems. The first method, called FHoDA, handles homogeneous 
spaces, and the second method, called FHeDA, handles 
heterogeneous spaces. Fuzzy rules are first generated from the 
source domain through a learning process; these rules, also known 
as knowledge, are then transferred to the target domain by 
establishing a latent feature space to minimize the gap between the 
feature spaces of the two domains. Through experiments on 
synthetic datasets, we demonstrate the effectiveness of both 
methods and discuss the impact of some of the significant 
parameters that affect performance. Experiments on real-world 
datasets also show that the proposed methods improve the 
performance of the target model over an existing source model or 
a model built using a small amount of target data. 

Index Terms—Domain adaptation, fuzzy rules, machine 
learning, transfer learning, regression  
 

I. INTRODUCTION 

IGH volume, high velocity, and high variety (the three Vs) 
are the key features of big data. The rapid evolution of data 

has left traditional machine learning methods far behind. 
Rapidly changing data can lead to the failure of a learning 
model if the distribution of the current data differs too greatly 
from the training data. However, simply discarding the existing 
model is wasteful and training a new model from scratch is both 
time-consuming and labor-intensive. Moreover, learning a new 
model requires a massive amount of data with responses, which 
may not always be available, especially if the subject area is 
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new. 
As a possible solution to a lack of enough data with 

responses, transfer learning [1] aims to construct new predictive 
models much more quickly and effectively by exploiting the 
knowledge accumulated in an auxiliary domain. Some 
examples include: using already-categorized French documents 
to help classify English documents [2]; building recognition 
models capable of identifying novel visual categories [3]; and 
detecting a user’s current location given previously collected 
WiFi data [4].  

Transfer learning sits within the machine learning research 
area; hence, its methods use many notable machine learning 
techniques as basic training models, such as SVM [5, 6], neural 
networks [7, 8], naïve Bayes [9, 10], and case-based models 
[11, 12]. For more information, we refer the reader to several 
survey papers that provide reviews and summaries of the 
various transfer learning methods and categories [13-15]. 

The methods proposed in this paper aim to solve two types 
of transfer learning problems that fall within the category of 
homogeneous and heterogeneous domain adaptation. Within 
the homogeneous domain adaptation methods, the 
representative methods include transfer component analysis 
(TCA) [4], the geodesic flow kernel (GFK) approach [16], 
information-theoretical learning (ITL) [17], sampling geodesic 
flow (SGF) [18], transfer deep network (TDN) [8], feature-level 
domain adaptation (FLDA) [19], and scatter component 
analysis (SCA) [20]. Within the heterogeneous domain 
adaptation methods, the typical methods are heterogeneous 
spectral mapping (HeMap) [21], alignment-based models (MA) 
[22], semi-supervised kernel matching for domain adaptation 
(SSKMDA) [2], the DASH-N model [23], and kernel canonical 
correlation analysis (KCCA) [24]. 

These methods have had some success in handling domain 
adaptation issues but ignore the inherent phenomenon of 
uncertainty – a crucial factor during the knowledge transfer 
process. There is a clear co-dependency between the level of 
certainty in learning a task and the amount of information that 
is available; problems with too little information have a high 
degree of uncertainty. If there are too few data with responses 
in the target domain, only a finite amount of information can be 
extracted, and this leads to a high degree of uncertainty. 
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However, the introduction of fuzzy systems has shown 
promising results in overcoming this problem. 

Behbood et al. [25, 26] proposed a fuzzy-based transductive 
transfer learning approach to long-term bank failure prediction 
models with differing data distributions in the source and target 
domains. They first applied a fuzzy neural network to predict 
the initial labels for data in the target domain, then used fuzzy 
similarity measures to refine the labels. To improve 
performance, they simultaneously took similarity and 
dissimilarity into account during the refinement process. Using 
fuzzy techniques to measure the similarity, the authors revealed 
the advantage of fuzzy logic in knowledge transfer when the 
target domain lacks critical information, is vague, and involves 
uncertainty. Deng et al. [27-30] proposed a series of transfer 
learning methods based on a Mamdani-Larsen-type fuzzy 
system and a Takagi-Sugeno-Kang TSK fuzzy model to deal 
with the insufficient data scenarios by integrating with the 
corresponding knowledge-leverage mechanism. Further, their 
methods were applied to recognize the electroencephalogram 
signals in a data shortage environment. 

Most existing transfer learning methods are intended for 
classification tasks, yet only a few concentrate on regression 
problems. Some of our previous work looked at solving 
regression tasks in homogeneous domain adaptation problems 
based on fuzzy rule models. In [31, 32], we proposed a granular 
fuzzy regression domain adaptation method for transfer 
learning in regression tasks. It contains three algorithms, each 
designed to solve a different domain adaptation case: 1) where 
the fuzzy rule conditions differ; 2) where the fuzzy rule 
conclusions differ; and 3) where both differ. In case 1, 
Algorithm 1 changes the input space by constructing a mapping 
for each input variable using a network with sigmoid functions. 
In case 2, Algorithm 2 modifies the output space with the 
mappings built in the same way as the input space. In case 3, 
Algorithm 3 changes both the input and the output spaces. All 
the work in these papers have two limitations: 1) they have an 
assumption that both domains had the same number of fuzzy 
rules. 2) they only deal with homogeneous domain adaptation. 

Obviously, the assumption of an identical number of fuzzy 
rules in two domains is too rigid in practice, and existing 
methodologies for homogeneous settings cannot be directly 
applied to heterogeneous settings.  

To solve these two limitations, we first develop a method to 
deal with the homogeneous domain adaptation where the 
number of fuzzy rules in the source domain and target domain 
do not need to be the same. The fuzzy rules of the source 
domain are used and modified to fit the target data, and target 
data without responses are applied to improve the performance 
of the target model. Further, we consider a more challenging 
problem – heterogeneous domain adaptation. The fuzzy rules 
acquired from the source domain are transferred to the target 
domain by extracting a latent feature space to minimize the gap 
between the feature spaces of the two domains. 

The main contributions of this paper are twofold. First, we 
propose a fuzzy homogeneous domain adaptation (FHoDA) 
method that performs transfer learning in homogeneous spaces 
where, although the feature space is the same in both domains, 

the probability distributions of the input variables are different. 
Second, we present a fuzzy heterogeneous domain adaptation 
(FHeDA) method that handles knowledge transfer in 
heterogeneous spaces, where both the feature space and the 
probability distributions are different in the source and target 
domains. To the best of our knowledge, this is the first paper to 
deal with heterogeneous domain adaptation problems in a fuzzy 
rule-based system. 

The remainder of this paper is structured as follows. Section 
II provides the preliminaries used in this paper, including some 
important definitions in transfer learning and the basic fuzzy 
rule-based model applied in our method – the Takagi-Sugeno 
fuzzy model. Section III illustrates the domain adaptation 
problems we aim to solve in this work from a fuzzy rule-based 
model perspective. Section IV details the domain adaptation 
methods and related algorithms for homogeneous spaces, 
followed by the heterogeneous spaces. In Sections V and VI, 
synthetic and real-world datasets are used to validate the 
proposed methods. The final section concludes the paper and 
outlines future work. 

II. PRELIMINARIES 

The definitions of transfer learning, homogeneous domain 
adaptation, and heterogeneous domain adaptation, are given in 
this section, followed by a description of the Takagi-Sugeno 
fuzzy model.  

A. Definitions 

Definition 1 (Domain) [1]: A domain is denoted by ܦ ൌ
ሼܨ, ܲሺܺሻሽ , where ܨ  is a feature space, and ܲሺܺሻ , ܺ ൌ
ሼݔଵ,⋯ ,  .௡ሽ, are the probability distributions of the instancesݔ
Definition 2 (Task) [1]: A task is denoted by ܶ ൌ ሼܻ, ݂ሺ∙ሻሽ, 
where ܻ ∈ ܴ is the response, and ݂ሺ∙ሻ is an objective predictive 
function. 
Definition 3 (Transfer Learning) [1]: Given a source domain 
 ௧ , and a learning taskܦ ௦, a learning task ௦ܶ, a target domainܦ

௧ܶ , transfer learning aims to improve learning of the target 
predictive function ௧݂ሺ∙ሻ in ܦ௧  using the knowledge in ܦ௦  and 

௦ܶ where ܦ௦ ് ௧ or ௦ܶܦ ് ௧ܶ. 
Transfer learning addresses the problem of how to leverage 

previously acquired knowledge (a source domain) to improve 
the efficiency of learning in a new domain (the target domain). 
Definition 4 (Homogeneous Domain Adaptation) [33]: 
Homogeneous domain adaptation is a category of transfer 
learning in which the feature space is the same ܨ௧ ൌ  ௦, but theܨ	
corresponding probability distributions are different ௧ܲሺܺሻ ്
௦ܲሺܺሻ. 

Definition 5 (Heterogeneous Domain Adaptation) [33]: 
Heterogeneous domain adaptation is a category of transfer 
learning in which the feature spaces are different ܨ௧ ്   ௦, andܨ	
the corresponding probability distributions are different 

௧ܲሺܺሻ ് ௦ܲሺܺሻ. 

B. Takagi-Sugeno Fuzzy Model 

The basic model applied in this paper is the Takagi-Sugeno 
fuzzy model [34, 35]. It is composed of ܿ fuzzy rules with the 
following representation: 



TFS-2017-0633 
 

3

 
If ࢞ is ܣ௜ሺ࢞, ࢜௜ሻ, then ݕ is ܮ௜ሺ࢞, ݅       ௜ሻࢇ ൌ 1,… , ܿ (1) 
 
࢜௜ are the porotypes, and ࢇ௜ are the coefficients of the linear 

functions. 
The output of the Takagi-Sugeno fuzzy model is calculated 

by 
 

ݕ ൌ 	∑
஺೔ሺ࢞,࢜೔ሻ

∑ ஺ೕሺ࢞,࢜ೕሻ
೎
ೕసభ

	 ∙௖
௜ୀଵ ,௜ሺ࢞ܮ  ௜ሻ (2)ࢇ

 
This fuzzy rule-based model is built using a set of instances 

ሼሺ࢞ଵ, ,ଵሻݕ … , ሺ࢞ே, ேሻሽݕ  using a sequence of two procedures 
[36]: 
Step 1: Build the condition parts of the rules using a fuzzy 
clustering algorithm. 

The conditions of the fuzzy rules ܣଵ,… ,  ௖ are constructedܣ
using the fuzzy C-means (FCM) algorithm [37]. This clustering 
algorithm is applied to divide the input data ࢞ଵ,… , ࢞ே  into ܿ 
clusters, and obtain the centers of the clusters ࢜ଵ,… , ࢜௖. Each 
cluster defines a fuzzy set. The corresponding membership 
functions of the fuzzy sets are 

 

,௜ሺ࢞ܣ ࢜௜ሻ ൌ 	1/∑ ൬
‖࢞	ି	࢜೔‖

ฮ࢞ି	࢜ೕฮ
൰

మ
೘షభ௖

௝ୀଵ            ݅ ൌ 1, … , ܿ (3) 

 
where ݉	ሺ݉ ൐ 1ሻ is a fuzzification coefficient that affects both 
the shape and overlap of the resulting membership functions. 
(3) defines the membership degree of instance ࢞ belonging to 
the ݅-th fuzzy set (cluster). 
Step 2: Construct the linear functions in the conclusions of the 
rules. 

The vector of parameters ࢇ of the linear functions can be 
derived and optimized using a set of data with responses. For a 
given input, the Takagi-Sugeno fuzzy model’s output is 
parameter ࢇ ’s linear function, and the optimal ࢇ  can be 
calculated analytically [31]:  

 
ࢇ ൌ	 ሺࡲ்ࡲሻିଵ(4) ்࢟ࡲ 
 
where ࢇ ൌ ሾࢇଵ ࡲ ,ࢀ௖ሿࢇ	⋯	 ൌ ሾࢌሺ࢞ଵሻ் ሺ࢞௞ሻ்ࢌ ,ࢀሺ࢞ேሻ்ሿࢌ	⋯	 ൌ

	൤
,ଵሺ࢞௞ܣ ࢜ଵሻ … ,௖ሺ࢞௞ܣ ࢜௖ሻ

,ଵሺ࢞௞ܣ ࢜ଵሻ࢞௞ … ,௖ሺ࢞௞ܣ ࢜௖ሻ࢞௞
൨ , ݇ ൌ 1,⋯ ,ܰ , and ࢟ ൌ

	ሾݕଵ  .ࢀேሿݕ	⋯	
Based on steps 1 and 2, the conditions and conclusions of the 

fuzzy rules are formed, and a Takagi-Sugeno fuzzy model is 
built. 

 

III. PROBLEM STATEMENT 

 
The dataset in the source domain is denoted by ࡰ ൌ

ሼሺ࢞ଵ
௦, ଵݕ

௦ሻ,⋯ , ൫࢞ேೞ
௦ , ேೞݕ

௦ ൯ሽ , where ࢞௞
௦ ∈ ܴ௡ೞ , ݇ ൌ 1,⋯ , ௦ܰ  is 

the ݊௦-dimensional input variable, the response ݕ௞
௦ ∈ ܴ is the 

continuous output variable, and ௦ܰ  indicates the number of 
data. Since the amount of source data with responses is massive, 

a well-performing regression model for the source domain – the 
Takagi-Sugeno fuzzy model ܯ௦ – can be learned.  
model ܯ௦ 

 
if ࢞௦ is ܣ௜ሺ࢞௦, ࢜௜

௦ሻ, then ݕ௦ is ܮ௜ሺ࢞௦, ௜ࢇ
௦ሻ       ݅ ൌ 1,⋯ , ܿ௦ (5) 

 
The dataset in the target domain contains two subsets: one 

with responses and one without responses ࡴ ൌ ሼࡴ௅,ࡴ௎ሽ ൌ
ሼ൛ሺ࢞ଵ

௧ , ଵݕ
௧ሻ,⋯ , ൫࢞ே೟భ

௧ , ே೟భݕ
௧ ൯ൟ, ሼ࢞ே೟భశభ

௧ , ⋯ , ࢞ே೟
௧ ሽሽ , where ࢞௞

௧ ∈
ܴ௡೟, ݇ ൌ 1,⋯ , ௧ܰ is the ݊௧-dimensional input variable, ݕ௞

௧ ∈ ܴ, 
݇ ൌ 1,⋯ , ௧ܰଵ  is the continuous output variable. ࡴ௅  includes 
the instances with responses, and ࡴ௎ contains the data without 
responses. The number of data in ࡴ௅ and ࡴ௎ are ௧ܰଵ and ௧ܰ െ
௧ܰଵ respectively, and satisfy ௧ܰଵ ≪ ௧ܰ, ௧ܰଵ ≪ ௦ܰ. 
Suppose the ideal model for the target domain is ܯ௧. 

model ܯ௧ 
 

if ࢞௧ is ܣ௜ሺ࢞௧, ࢜௜
௧ሻ, then ݕ௧ is ܮ௜ሺ࢞௧, ௜ࢇ

௧ሻ         ݅ ൌ 1,⋯ , ܿ௧ (6) 
 

Building a well-performing Takagi-Sugeno fuzzy model 
needs a large amount of data with responses, and inadequate 
data in ࡴ௅ cannot guarantee the constructed model in the target 
domain will perform well. Furthermore, discrepancies between 
the source and target data mean that using the source model to 
solve target tasks is impossible. 

Clarifying the divergence between the source and target data 
plays a crucial role in conducting knowledge transfers from the 
source domain to the target domain. Since the proposed 
methods aim to adapt the domains using fuzzy rule-based 
models, we differentiate the source domain and target domain 
using the feature space and fuzzy rules. In general, the 
difference between the source and target domains is 
summarized by the four cases shown in Fig. 1. 

 
Fig. 1.  Four cases distinguishing the source and target domains 

 
(1) Case 1: ݊௦ ൌ ݊௧ , and ܿ௦ ൌ 	 ܿ௧ . The input spaces (feature 
spaces) in the source and target domains have the same 
dimensionality with different distributions, and the number of 
constructed fuzzy rules is also equal in both domains. 
(2) Case 2: ݊௦ ൌ ݊௧ , and ܿ௦ ് ܿ௧ . The input spaces in both 
domains have the same dimension with different distributions, 
but the number of fuzzy rules is different. 
(3) Case 3: ݊௦ ് ݊௧ , and ܿ௦ ൌ 	 ܿ௧ . Discrepancies in the input 
data in both domains occur in dimensionality and in 
distribution. However, there are an equal number of fuzzy rules 
in both domains. 
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(4) Case 4: ݊௦ ് ݊௧ and ܿ௦ ് ܿ௧. This is the most complicated 
case. The input space, in dimensionality and in distribution, and 
the number of fuzzy rules are both different in the source and 
target domains. 

Based on the definition of domain adaptation, Case 1 and 
Case 2 belong to homogeneous domain adaptation, and Case 3 
and Case 4 fall into the scope of heterogeneous domain 
adaptation. 

IV. FUZZY DOMAIN ADAPTATION IN HOMOGENEOUS AND 

HETEROGENEOUS SPACES 

This section presents the fuzzy rule-based methods and 
corresponding algorithms for domain adaptation completed in 
homogeneous and heterogeneous spaces.  

A. Homogeneous Domain Adaptation 

Case 1, typical homogeneous domain adaptation problems 
were addressed in our previous paper [32]. We considered three 
different situations and proposed corresponding algorithms to 
deal with each of them.  

This section concentrates on Case 2, homogeneous domain 
adaptation problems where the two domains have a different 
number of fuzzy rules. Both situations are addressed: where the 
number of fuzzy rules in the source domain is greater than in 
the target domain, and vice versa.  

When the source domain has a greater number of fuzzy rules, 
the source model can still be used and modified to fit the target 
data because Takagi-Sugeno fuzzy models weight some linear 
functions in a nonlinear way when fitting to a curve. Each linear 
function represents a fuzzy rule, and all the fuzzy rules form a 
fuzzy partition of the output space. The greater the number of 
fuzzy rules, the more precise the partition of the space is. It is, 
therefore, reasonable to consider that a Takagi-Sugeno fuzzy 
model can approximate any curve as long as there are an 
adequate number of fuzzy rules. And, if there are a greater 
number of fuzzy rules in the source domain than in the target 
domain, then it is reasonable to revise the fuzzy rules in the 
source domain to fit the target data.  

When the target domain has a greater number of fuzzy rules, 
the fuzzy rules in the source domain must be reconstructed to a 
number that is no less than the target domain. Then, the rebuilt 
fuzzy rules are modified and applied to fit the target data. 

Further, in addition to target data with responses, target data 
without responses are also used to improve the performance of 
the target model. We assume that instances that are close to each 
other in the input space will have similar responses. The closer 
the instances, the more similar their responses.  

Our fuzzy homogeneous domain adaptation (FHoDA) 
method to deal with knowledge transfer with fuzzy rule-based 
models follows. The FHoDA method contains two main steps. 
Step 1: Train the source model. 

A source model ܯ௦ is built based on the source dataset ࡰ. 
model ܯ௦  

 
if ࢞௦ is ܣ௜ሺ࢞௦, ࢜௜

௦ሻ, then ݕ௦ is ܮ௜ሺ࢞௦, ௜ࢇ
௦ሻ        ݅ ൌ 1,⋯ , ܿ (7) 

 
where ܿ ൌ max	ሺܿ௦, ܿ௧ሻ. 

ܿ ൌ max	ሺܿ௦, ܿ௧ሻ ensures that the number of trained fuzzy 
rules are sufficient to fit the target data later. So, in the first 
situation, ܿ is simply equal to ܿ௦. But in the second situation, ܿ 
is equal to ܿ௧ , which means that the source model is 
reconstructed with the same number of fuzzy rules as the target 
domain. This can facilitate modification and transfer of the 
fuzzy rules between domains. 
Step 2: Modify the existing fuzzy rules to construct the target 
model. 

There can be two possible differences between the fuzzy 
rules in the source and target domains: their conditions and/or 
their conclusions. However, because the number of fuzzy rules 
is not equal, it is hard to tell exactly where the differences are – 
the conditions or the conclusions. To guarantee the best results, 
we modify the existing model using the three algorithms 
proposed in our previous paper [32] and select the one with the 
best performance as the target model, i.e., we change the input 
space, change the output space, and change both spaces. 

The corresponding target models are: 
model ܯ௧ଵ (changes of input space) 
 
if ࢞௧ is ܣ௜ሺΦሺ࢞௧ሻ,Φሺ࢜௜

௦ሻሻ, then ݕ௧ is ܮ௜ሺΦሺ࢞௧ሻ, ௜ࢇ
௦ሻ 

݅ ൌ 1,⋯ , ܿ (8) 
 
model ܯ௧ଶ (changes of output space) 
 
if ࢞௧ is ܣ௜ሺ࢞௧, ࢜௜

௦ሻ, then ݕ௧ is Ψ௜ሺܮ௜ሺ࢞௧, ௜ࢇ
௦ሻሻ  

݅ ൌ 1,⋯ , ܿ                                                                             (9) 
 
model ܯ௧ଷ (changes of input and output space) 
 
if ࢞௧ is ܣ௜ሺΦሺ࢞௧ሻ,Φሺ࢜௜

௦ሻሻ, then ݕ௧ is Ψ௜ሺܮ௜ሺΦሺ࢞௧ሻ, ௜ࢇ
௦ሻሻ    

݅ ൌ 1,⋯ , ܿ                                                                            (10) 
 
where Φ ൌ ሾΦଵ ⋯Φ௡ሿ , ݊ ൌ 	݊௦ ൌ 	݊௧ ,  and Ψ ൌ ሾΨଵ 	⋯Ψ௖ሿ 
are the transformation mappings for the input space and output 
space. 

The final target model ܯ௧	is chosen from the best among 
models ܯ௧ଵ, ܯ௧ଶ and ܯ௧ଷ, i.e.,  

 
௧ܯ ൌ ௧௜ܯ ௧௜, ifܯ	 ൒ ,݅ , ௧௝ܯ ݆ ൌ 1,2,3 (11) 
 
where ܯ௧௜ ൒ ௧௝ܯ  means the performance of ܯ௧௜  on the target 
data ࡴ௎ is no worse than that of ܯ௧௝. 

The construction of mappings Φ and Ψ is the key element in 
the FHoDA method. The nonlinear functions are used to build 
the mappings. The nonlinear function is constructed through a 
network that is composed of ܲ nodes in the hidden layer and a 
single node in the output layer. The transformation of the ݆th 
input variable of data ࢞௞

௧  is shown in Fig. 2 as an example of the 
nonlinear mapping for each input variable. 
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Fig. 2.   Nonlinear mapping structure 

 
The active functions of the nodes in the hidden layer are 

sigmoid functions, which are dominated by two parameters. 
Therefore, as shown in Fig. 2, the graphical representation of 
the transformed ݆th input variable of data ࢞௞

௧  is:  
 

Φ௝൫࢞௞௝
௧ 	൯ ൌ 	∑ ௝௣ݓ ∗ ௞௝ࢠ

௧௉
௣ୀଵ  (12) 

 
where ݓ௝௣ indicates the weights of the ݌th node’s contribution 

to the output, and ࢠ௞௝
௧ ൌ ଵ

ଵା௘
షഀೕ೛ሺ࢞ೖೕ

೟ షഁೕ೛ሻ
, ݆ ൌ 1,… , ݊ ݌ , ൌ

1,… , ௝௣ߙ ,ܲ ൐ 0. 
The mappings for the output space are constructed in the 

same way. The output of each rule is modified by a nonlinear 
function with the structure shown in Fig. 2, and finally the entire 
output space is changed. 

The parameters of the mappings Φ  and Ψ  are obtained 
through an optimization procedure, but the cost functions are 
different when optimizing Φ and Ψ to get models ܯ௧ଵ, ܯ௧ଶ and 
  .௧ଷܯ

When training model ܯ௧ଵ, i.e., applying the algorithm that 
changes the input space, the cost function is 

 
ܵ1

ൌ ඨ
1

௧ܰଵ
	෍ ቆ෍

௜ሺΦሺ࢞௞ܣ
௧ ሻ,Φሺ࢜௜

௦ሻ	ሻ

∑ ௝൫Φሺ࢞௞ܣ
௧ ሻ,Φሺ࢜௝

௦ሻ	൯௖
௝ୀଵ

௜ሺΦሺ࢞௞ܮ
௧ ሻ, ௜ࢇ

௦ሻ െ
௖

௜ୀଵ
௞ݕ
௧ቇ

ଶே೟భ

௞ୀଵ

൅ ଵඨߣ
1

௧ܰଵ ∗ ݄
	෍ ෍ ሺݕ௞

௧ െ ௞ݕ
௧ሺ݈ሻሻଶ ∗ exp	ሺെ‖ݔ௞

௧ െ ௞ݔ
௧ሺ݈ሻ‖ሻ

௛

௟ୀଵ

ே೟భ

௞ୀଵ
൅	
ଶߣ
2
 ݓ்ݓ	

 (13) 
 

where ݕ௞
௧ሺ݈ሻ ൌ 	∑

஺೔൫஍൫௫ೖ
೟ ሺ௟ሻ൯,஍ሺ࢜೔

ೞሻ	൯

∑ ஺ೕቀ஍൫௫ೖ
೟ ሺ௟ሻ൯,஍ሺ࢜ೕ

ೞሻ	ቁ೎
ೕసభ

௞ݔ௜ሺΦሺܮ
௧ሺ݈ሻሻ, ௜ࢇ

௦ሻ௖
௜ୀଵ . 

The first term in the cost function (13) trains the model based 
on the target data with responses, which aims to minimize the 
gap between the output of the constructed model and the target 
data’s real response. The second term operates on the 
assumption that data with less distance in the input space will 
have a similar response. Therefore, for each target data ࢞௞

௧  in 
௅, the ݄-nearest data ሼ࢞௞ࡴ

௧ ሺ1ሻ⋯࢞௞
௧ ሺ݄ሻሽ in ࡴ௎ are found, and 

the outputs of ሼ࢞௞
௧ ሺ1ሻ⋯࢞௞

௧ ሺ݄ሻሽ  are expected to be close to the 
response of ࢞௞

௧ . exp	ሺെ‖࢞௞
௧ െ ࢞௞

௧ ሺ݈ሻ‖ determines that the data 
that are closer to the center ࢞௞

௧ , will have an output more 
approximate to the response of ࢞௞

௧ . The third term is a structural 
risk of the cost function, and parameter ߣଶ indicates a trade-off 

between the quality of an approximation and the complexity of 
the approximation function. ݓ is the vector of all the optimized 
parameters. 

When training model ܯ௧ଶ, i.e., applying the algorithm that 
changes the output space, the cost function is 

 

ܵ2 ൌ ඨ ଵ

ே೟భ
	∑ ቆ∑

஺೔൫࢞ೖ
೟ ,࢜೔

ೞ	൯

∑ ஺ೕቀ࢞ೖ
೟ ,࢜ೕ

ೞ	ቁ೎
ೕసభ

Ψ௜ሺܮ௜ሺ࢞௞
௧ , ௜ࢇ

௦ሻሻ െ௖
௜ୀଵ ௞ݕ

௧ቇ
ଶ

ே೟భ
௞ୀଵ ൅	

ఒమ
ଶ
 (14) ݓ்ݓ	

 
The cost function for training the mappings for the output 

space contains two terms. Both are the same as the first and 
third term in ܵ1 – one trains the model with the target data with 
responses, the other restrains the complexity of the 
approximation function. But here, we do not use target data 
without responses to train the target model. This is because ࢞௞

௧  
needs to find the ݄ -nearest data based on distance in the input 
space to best use data without responses in the target domain. 
However, the algorithm that changes the output space focuses 
on modifying the output variables; therefore, using the data 
without responses here may have a negative impact on the 
model’s construction.  

When training model ܯ௧ଷ, i.e., applying the algorithm that 
changes the input and output spaces, the cost function is 

 

ܵ3 ൌ ඨ ଵ

ே೟భ
	∑ ቆ∑

஺೔൫஍൫࢞ೖ
೟ ൯,஍ሺ࢜೔

ೞሻ	൯

∑ ஺ೕቀ஍൫࢞ೖ
೟ ൯,஍ሺ࢜ೕ

ೞሻ	ቁ೎
ೕసభ

Ψ௜ሺܮ௜ሺΦሺ࢞௞
௧ ሻ, ௜ࢇ

௦ሻሻ െ௖
௜ୀଵ ௞ݕ

௧ቇ
ଶ

ே೟భ
௞ୀଵ ൅

	
ఒమ
ଶ
 (15)          ݓ்ݓ	

 
Similarly, only the target data with responses are applied to 

train the mappings for the input and output spaces 
simultaneously. And a structural risk is added to the cost 
function to control the complexity of the approximation 
function. 

The overall algorithm for the FHoDA method described 
above is provided in Algorithm 1. 

 
Algorithm 1. Homogeneous Domain Adaptation Procedure 

Input: ࡴ ,ࡰ,  
Output: ࢅ௎ for ࡴ௎ 
 
1. Train source model ܯ௦ based on ࡰ 
2. Modify the fuzzy rules in ܯ௦ 

2.1 Change input space, and get model ܯ௧ଵ 
2.2 Change output space, and get model ܯ௧ଶ 
2.3 Change both input and output spaces, and get model 

 ௧ଷܯ
3. Compare ܯ௧ଵ, ܯ௧ଶ, and ܯ௧ଷ, and choose the best one as 
 ௧ܯ
4. Use ܯ௧ to predict the response ࢅ௎ for ࡴ௎ 

 

B. Heterogeneous Domain Adaptation 

The greatest challenge in heterogeneous domain adaptation 
is the different dimensions of the input spaces in both domains. 
This means that the distributions of the input variables are not 
only different but also the number of the input variables. To 
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eliminate the gap caused by the mismatch of the feature spaces, 
many studies in heterogeneous domain adaptation employ a 
method that extracts a latent feature space that is shared 
between both domains. This space can then be used to facilitate 
knowledge exploration and transfer between the domains. After 
projecting the input data of the two domains into the latent 
feature space, the heterogeneous domain adaptation problem is 
converted to a homogeneous domain adaptation problem. In our 
method, we also use an extraction approach. 

As discussed in Section III, Cases 3 and 4 both belong to the 
category of heterogeneous domain adaptation. The distinction 
between them is the number of the fuzzy rules in the two 
domains. In Case 3, the number of fuzzy rules is equal; in Case 
4, they are not. After transforming the data from the original 
feature space to the latent feature space, some information will 
be lost, and we cannot guarantee the number of fuzzy rules will 
remain unchanged in the latent feature space. However, the 
relation is not limited by the number of fuzzy rules in the 
domains. As long as there are a sufficient number of constructed 
fuzzy rules in the latent feature space of the source domain, they 
can be modified and used for tasks in the target domain.  

Therefore, the proposed fuzzy heterogeneous domain 
adaptation (FHeDA) method for solving Cases 3 and 4 follows 
with no discrimination. The FHeDA method contains three 
steps for transferring knowledge from the source domain to the 
target domain. 
Step 1: Extract the latent feature space and map all the input 
data to it. 

Since the primary factor impeding knowledge transfer across 
the domains is a mismatched feature space, the first step is to 
map the source and target data into a uniform feature space, 
where common features can benefit from the discovery and 
transfer of the knowledge. This minimizes the gap between the 
distributions of the input variables for both domains. 
Approximating the input data distributions across both domains 
has two benefits: 

a. The conditions of the fuzzy rules are dominated by the 
center of the clusters, which are derived from the input data 
using a clustering algorithm. In turn, the relative location of the 
center of the clusters greatly influences the construction of the 
fuzzy rules. Converting the input data into a common latent 
feature space forces the data distribution in each domain to 
approximate the other, which reduces the difference between 
the relative location of the center of the clusters in both 
domains.  

b. Projecting to the latent feature space also facilitates 
knowledge transfer of the fuzzy rule conclusions, which are 
represented as the linear functions of input variables. Similar 
distributions restrict the input variables in approximate ranges 
and reduce disagreement in the input data in both domains. 

In this paper, the canonical correlation analysis (CCA) 
algorithm [36] has been used to derive the latent feature space. 
The latent feature space is extracted by learning a mapping 
between the original feature space and the latent feature space. 
Based on the input data ሼ࢞ଵ

௦,⋯ , ࢞ேೞ
௦ ሽ  and ሼ࢞ଵ

௧ ,⋯ , ࢞ே೟
௧ ሽ , two 

mappings ௦ܷ and ௧ܷ are learned simultaneously to convert the 

input data from the original feature spaces of two domains to 
the latent feature space. 

Under the mappings ௦ܷ and ௧ܷ, the input data in two domains 
will have a new representation as follows: 

 

௦ܷሺ࢞௞
௦ ሻ ൌ 	 ഥ࢞௞

௦ , ݇ ൌ 1,⋯ , ௦ܰ (16) 

௧ܷሺ࢞௞
௧ ሻ ൌ 	 ഥ࢞௞

௧ , ݇ ൌ 1,⋯ , ௧ܰ (17) 
 

Therefore, the input data ൛࢞ଵ
௦,⋯ , ࢞ேೞ

௦ ൟ  and ൛࢞ଵ
௧ ,⋯ , ࢞ே೟

௧ ൟ  in 

two domains becomes ൛ഥ࢞ଵ
௦,⋯ , ഥ࢞ேೞ

௦ ൟ  and ሼഥ࢞ଵ
௧ ,⋯ , ഥ࢞ே೟

௧ ሽ  in the 
latent feature space, and the dimension of the latent feature 
space is ത݊ ൌ min	ሺ݊௦, ݊௧ሻ. 
Step 2: Build a Takagi-Sugeno fuzzy model for the source 
domain in the latent feature space. 

The dataset ࡰ  in the source domain has become  ࡰഥ ൌ
ሼሺഥ࢞ଵ

௦, ଵݕ
௦ሻ,⋯ , ൫ഥ࢞ேೞ

௦ , ேೞݕ
௦ ൯ሽ, and a Takagi-Sugeno fuzzy model 

 .ഥ௦ is built for the source domain in the latent feature spaceܯ
model ܯഥ௦  

 
if ഥ࢞௦ is ܣ௜ሺഥ࢞௦, ഥ࢜௜

௦ሻ, then ݕ௦ is ܮ௜ሺഥ࢞௦, ഥ௜ࢇ
௦ሻ       ݅ ൌ 1,⋯ , ܿ̅ (18) 

 
where ܿ̅ is the critical parameter that determines the amount of 
fuzzy rules in the source domain and in the target domain. This 
parameter is so pivotal, Section V presents a set of experiments 
designed to explore the impact of ܿ̅  on the model’s 
construction. 

Although the discrepancy between the input data’s 
distributions in the two domains has been reduced in the latent 
feature space, a gap still exists and cannot be completely 
eliminated. Moreover, different linear functions (the 
conclusions of the fuzzy rules) are another factor that 
distinguish the source and target domains, so model ܯഥ௦ in the 
source domain cannot be directly used to solve regression tasks 
in the target domain. 
Step 3: Modify the existing fuzzy rules in model ܯഥ௦ to make 
them suitable for the target data. 

In the latent feature space, it is difficult to detect which parts 
of the two domains’ fuzzy rules are different. Using the same 
strategy as in homogeneous domain adaptation, we modify the 
source model in three different ways and choose the one with 
the best performance on the target data. 
model ܯഥ௧ଵ(changes of the input space) 
 
if ഥ࢞௧ is ܣ௜ሺΦሺഥ࢞௧ሻ, Φሺഥ࢜௜

௦ሻሻ, then ݕ௧ is ܮ௜ሺΦሺഥ࢞௧ሻ, ഥ௜ࢇ
௦ሻ 

݅ ൌ 1,⋯ , ܿ̅ (19) 
 
model ܯഥ௧ଶ (changes of the output space) 
 
if ഥ࢞௧ is ܣ௜ሺഥ࢞௧, ഥ࢜௜

௦ሻ, then ݕ௧ is Ψ௜ሺܮ௜ሺഥ࢞௧, ഥ௜ࢇ
௦ሻሻ  

݅ ൌ 1,⋯ , ܿ̅                                                                                   (20) 
 
model ܯഥ௧ଷ(changes of input and the output space) 
 
if ഥ࢞௧ is ܣ௜ሺΦሺഥ࢞௧ሻ, Φሺഥ࢜௜

௦ሻሻ, then ݕ௧ is Ψ௜ሺܮ௜ሺΦሺഥ࢞௧ሻ, ഥ௜ࢇ
௦ሻሻ  

݅ ൌ 1,⋯ , ܿ̅                                                                           (21) 
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where Φ ൌ ሾΦଵ ⋯Φ௡തሿ , and Ψ ൌ ሾΨଵ 	⋯Ψ௖̅ሿ  are the 
transformation mappings for the input space and output space. 

The final target model ܯഥ௧	is chosen from the best among the 
models ܯഥ௧ଵ, ܯഥ௧ଶ and ܯഥ௧ଷ, i.e., 

 
ഥ௧ܯ ൌ ഥ௧௜ܯ ഥ௧௜, ifܯ	 ൒ ,݅ , ഥ௧௝ܯ ݆ ൌ 1,2,3 (22) 
 
where ܯഥ௧௜ ൒ ഥ௧௝ܯ  means the performance of ܯഥ௧௜  on the target 
data ࡴ௎ is no worse than ܯഥ௧௝. 

The construction of the mappings for the input and output 
spaces is the same as for homogeneous domain adaptation, i.e., 
using a network to modify each input or output variable. The 
parameters of the mappings are derived by minimizing the 
following cost functions.  

When changing the input space to get model ܯഥ௧ଵ, the cost 
function below is minimized 

 

ܹ1 ൌ ඨ
ଵ

ே೟భ
	∑ ሺ∑

஺೔ሺ஍ሺഥ࢞ೖ
೟ ሻ,஍ሺഥ࢜೔

ೞሻሻ

∑ ஺ೕሺ஍ሺഥ࢞ೖ
೟ ሻ,஍ሺഥ࢜ೕ

ೞሻሻ೎ത
ೕసభ

௖̅
௜ୀଵ ௜ሺΦሺഥ࢞௞ܮ

௧ ሻ, ഥ௜ࢇ
௦ሻ െ ௞ݕ

௧ሻଶே೟భ
௞ୀଵ 	൅

ఒమ
ଶ
 (23) ݓ்ݓ	

 
The cost function includes two terms: one aims to decrease 

the gap between the output of the constructed target model and 
the data’s real responses, and the other is a structural risk term 
to control the complexity of the built model. Here, only the 
target data with responses are applied to modify the existing 
model. The reason target data without responses is not used is 
that the transformation from the original feature space to the 
latent feature space may change the manifold of the input space. 
The data that is close in distance in the latent feature space may 
be far from each other in the original feature space. So using 
neighboring target data without responses in the latent feature 
space to improve the result is risky, and negatively impact the 
performance of the constructed model. This is checked 
experimentally in Section VI, A. 

When changing the output space, the cost function ܹ2 is 
minimized 

 

ܹ2 ൌ ඨ
ଵ

ே೟భ
	∑ ሺ∑

஺೔ሺഥ࢞ೖ
೟ ,ഥ࢜೔

ೞሻ

∑ ஺ೕሺഥ࢞ೖ
೟ ,ഥ࢜ೕ

ೞሻ೎ത
ೕసభ

௖̅
௜ୀଵ Ψ௜ሺܮ௜ሺഥ࢞௞

௧ , ഥ௜ࢇ
௦ሻሻ െ ௞ݕ

௧ሻଶே೟భ
௞ୀଵ 	൅ 	

ఒమ
ଶ
 (24) ݓ்ݓ	

 
Similarly, when changing the input and output space 

simultaneously, the cost function ܹ3 is minimized  
 

ܹ3 ൌ ඨ
ଵ

ே೟భ
	∑ ሺ∑

஺೔ሺ஍ሺഥ࢞ೖ
೟ ሻ,஍ሺഥ࢜೔

ೞሻሻ

∑ ஺ೕሺ஍ሺഥ࢞ೖ
೟ ሻ,஍ሺഥ࢜ೕ

ೞሻሻ೎ത
ೕసభ

௖̅
௜ୀଵ Ψ௜ሺܮ௜ሺΦሺഥ࢞௞

௧ ሻ, ഥ௜ࢇ
௦ሻሻ െ ௞ݕ

௧ሻଶே೟భ
௞ୀଵ 	൅

	
ఒమ
ଶ
 (25)     ݓ்ݓ	

 
The overall algorithm corresponding to the FHeDA method is 
provided in Algorithm 2. 
 
 
 
 

Algorithm 2. Heterogeneous Domain Adaptation Procedure 

Input: ࡴ ,ࡰ,  
Output: ࢅ௎ for ࡴ௎ 
 
1. Use CCA to learn ௦ܷ and ௧ܷ 
2. Map ࢞௞

௦  to ഥ࢞௞
௦ , and map ࢞௞

௧  to ഥ࢞௞
௧  

3. Train model ܯഥ௦ using ࡰഥ  
4. Modify the fuzzy rules in ܯഥ௦ 

4.1 Change input space to get ܯഥ௧ଵ 
4.2 Change output space to get ܯഥ௧ଶ 
4.3 Change both input and output spaces to get ܯഥ௧ଷ 

5. Compare ܯഥ௧ଵ, ܯഥ௧ଶ, and ܯഥ௧ଷ, and choose the best one as 
 ഥ௧ܯ
6. Use ܯഥ௧ to predict the output ࢅ௎ for ࡴ௎ 
 

V. EXPERIMENTS IN HOMOGENEOUS DOMAIN ADAPTATION 

The experiments reported in this section focus on 
homogeneous domain adaptation. Both synthetic and real-
world datasets were used to validate the proposed method and 
explore the properties related to the method’s performance. 

A. Synthetic Datasets 

The experiments on the synthetic datasets comprise three 
sections. The first section introduces the synthetic datasets and 
the experimental settings. The second section validates the 
effectiveness of the proposed FHoDA method. The final section 
analyzes the sensitivity of some critical parameters. 
1) Datasets and Experimental Settings 

Four synthetic datasets were generated with different 
numbers of fuzzy rules to simulate various cases of 
homogeneous domain adaptation. As shown in Table I, 500 
instances were generated for each rule, so dataset 2r contained 
1000 instances, dataset 3r contained 1500, and so on.  

TABLE I 
FOUR DATASETS WITH A DIFFERENT NUMBER OF FUZZY RULES 

 
number of fuzzy 

rules 
number of 
instances 

dataset 2r 2 1000 
dataset 3r 3 1500 
dataset 4r 4 2000 
dataset 5r 5 2500 

 
In each experiment, two of the four datasets were chosen as 

the source and the target domain respectively. All the data in 
the source domain had responses, but only 5% of the data in the 
target domain had responses. The remaining responses were 
only available during the testing procedure. In total, 12 
experiments simulating homogeneous domain adaptation with 
the fuzzy rule-based models were executed. 

The FHoDA method generates the target model through an 
optimization process. In this work, a differential evolution (DE) 
optimization algorithm was used to optimize the parameters of 
the constructed mappings. DE is a computational method that 
determines an optimal solution by iteratively navigating a 
population of solutions to minimize a certain predetermined  
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TABLE II 
COMPARISON RESULTS OF DIFFERENT TRANSFER LEARNING METHODS 

Source to 
target 

 RMSE of models 

Baseline 1 Baseline 2 Baseline 3 TCA SA GFK TSK-method FHoDA 

5r to 4r 5.23േ0.00 5.07േ0.00 101.85േ21599.44 7.88േ0.00 7.58േ0.00 7.60േ0.00 0.91േ0.01 0.68േ0.01 

5r to 3r 3.67േ0.00 3.62േ0.00 14.85േ900.34 4.66േ0.00 4.65േ0.00 5.16േ0.00 1.18േ0.07 1.14േ0.05 

5r to 2r 6.81േ0.00 6.74േ0.00 3.45േ54.25 4.82േ0.00 4.80േ0.00 5.15േ0.00 1.13േ0.03 0.62േ0.01 

4r to 3r 0.97േ0.00 0.96േ0.00 17.90േ828.50 2.19േ0.00 2.37േ0.00 2.61േ0.00 0.70േ0.00 0.65േ0.00 

4r to 2r 3.11േ0.00 3.06േ0.00 3.45േ54.25 2.11േ0.00 2.22േ0.00 2.47േ0.00 1.03േ0.01 0.85േ0.01 

3r to 2r 3.81േ0.00 3.74േ0.00 3.45േ54.25 3.28േ0.00 3.23േ0.00 3.19േ0.00 0.98േ0.05 0.50േ0.04 

2r to 3r 4.07േ0.00 3.96േ0.00 4.82േ30.58 1.17േ0.00 1.14േ0.00 1.21േ0.00 1.24േ0.02 1.03േ0.00 

2r to 4r 3.45േ0.00 3.26േ0.00 43.29േ6502.94 4.45േ0.00 4.23േ0.00 4.72േ0.00 1.08േ0.04 0.73േ0.00 

2r to 5r 7.65േ0.00 6.50േ0.03 47.83േ10791.78 3.61േ0.00 3.90േ0.01 3.87േ0.03 2.44േ0.26 2.04േ0.00 

3r to 4r 0.94േ0.00 0.94േ0.00 30.12േ2643.94 6.10േ0.01 6.36േ0.00 6.09േ0.00 0.79േ0.01 0.72േ0.01 

3r to 5r 4.16േ0.00 3.87േ0.00 500.06േ979947.30 3.25േ0.00 3.21േ0.00 3.05േ0.00 1.91േ0.04 1.57േ0.00 

4r to 5r 4.67േ0.00 4.43േ0.02 47.73േ10746.32 5.91േ0.02 5.45േ0.01 5.86േ0.01 1.55േ0.00 1.39േ0.01 

objective function. Such algorithms are commonly known as 
metaheuristics, as they make few, or no, assumptions about the 
problem being optimized and are able to search very large 
populations of candidate solutions. Beyond DE algorithms, 
particle swarm optimization (PSO) algorithms were also 
frequently used. However, based on the experimental results 
from our previous studies [31], their performance and stability 
on this class of problems is inferior, so we chose a DE algorithm 
to optimize the parameters of the transformation mappings and 
construct the target model. Five-fold cross validation was used 
for the construction, so all results are shown in the form 
“meanേvariance”. 

 
2) Regression Results 

As described above, 12 experiments simulating 
homogeneous domain adaptation with fuzzy rule-base models 
were conducted. The results are shown in Table II. 

The left column in Table II indicates the source and target 
domains. For example, ‘5r to 4r’ indicates that the source 
domain is ‘dataset 5r’, and the target domain is ‘dataset 4r’. The 
second to the fourth columns are the three baselines of the 
transfer learning problem: 1) the root mean square error 
(RMSE) of the source model on the target data without 
responses ࡴ௎; 2) the RMSE of the model trained using source 
and target data on ࡴ௎; 3) the RMSE of the model trained using 
only target data on ࡴ௎. The fifth to the seventh columns show 
the RMSE’s of three famous transfer learning approaches 
(TCA, SA, and GFK) on ࡴ௎, respectively. The results in the 
eighth column show the RMSE of a TSK-based fuzzy method 
on ࡴ௎. And the final column shows the RMSE of our proposed 
method on ࡴ௎. 

First, a Friedman test was conducted on the RMSE of all the 
methods shown in Table II. The results shown in Fig.3 indicate 
that the performance of different transfer learning methods was 
statistically significant. Further, a pairwise comparison using a 
multiple comparison test was performed, and the results are 
shown in Table III. 

 

 
 

 
Fig. 3. Results of Friedman test 

 
TABLE III 

PAIRWISE COMPARISON RESULTS 

  p-values 

Baseline 1 

FHoDA 

0.0000 

Baseline 2 0.0000 

Baseline 3 0.0000 

TCA 0.0000 

SA 0.0000 

GFK 0.0000 

TSK-method 0.0110 

 

In Table III, the first two columns indicate the compared two 
methods, and the last column shows the p-value for a 
hypothesis test where the corresponding mean difference is 
equal to zero. From the statistical analysis results, there is a 
significant difference between our method, the three baselines, 
the three state-of-the-art transfer learning methods, and the 
TSK-method.  

Therefore, we can conclude that the performance of our 
method exceeds the three baselines, and is superior to the 
existing state-of-the-art non-fuzzy transfer learning approaches. 

Moreover, since target data without responses ࡴ௎ are used 
to improve model ܯ௧ଵ’s performance, Table IV compares the 
RMSE of model ܯ௧ଵ when built with and without target data 
that had no responses. Lower values are shown in bold.  
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TABLE IV 
௎ࡴ ௧ଵ BUILT USING/NOT USINGܯ    –  MODEL COMPARISON 

Source to 
target datasets 

RMSE of the models 
model ܯ௧ଵ (not 

using ࡴ௎) 
model ܯ௧ଵ(using 

 (௎ࡴ

5r to 4r 
1.0781േ 
0.0004 

1.0756േ 
0.0004 

5r to 3r 
0.9352േ 
0.0057 

0.8962േ 
0.0083 

5r to 2r 
0.5602േ 
0.0016 

0.5573േ 
0.0005 

4r to 3r 
2.1269േ 
0.2059 

2.0996േ 
0.1718 

4r to 2r 
1.5981േ 
0.0310 

1.5711േ 
0.0108 

3r to 2r 
0.5882േ 
0.0016 

0.5772േ 
0.0005 

2r to 3r 
0.8080േ 
0.0093 

0.8074േ 
0.0044 

2r to 4r 
1.2522േ 
0.0009 

1.2947േ 
0.0039 

2r to 5r 
3.6904േ 
0.0012 

3.7228േ 
0.0002 

3r to 4r 
0.8876േ 
0.0009 

0.8457േ 
0.0005 

3r to 5r 
2.5273േ 
0.0007 

2.5397േ 
0.0014 

4r to 5r 
3.0755േ 
0.0110 

3.0614േ 
0.0037 

 

The results show that using target data ࡴ௎ for training was 
better in ten of the twelve experiments – a clear performance 
improvement for ܯ௧ଵ . However, in two experiments, using 
target data without responses had a negative impact. The cause 
may lie in the model’s construction. If some of the target data 
with responses were located at the junction of two clusters 
(fuzzy rules), the utilization of ࡴ௎, finding the ݄-nearest data 
without responses for each target data with response, will result 
in an inappropriately constructed model. 

 
3) Parameter Sensitivity Analysis 

Within FHoDA’s optimization procedure, some parameters 
play an important role in model construction in the target 
domain. The three groups of experiments, shown in Figs. 4-6, 
were designed to explore the impact of these parameters. Fig. 4 
depicts the effect of parameter p (the number of nodes used to 
construct mappings for the input space) on model ܯ௧ଵ ’s 
performance. Fig. 5 shows model ܯ௧ଶ’s performance with a 
varying q (the number of nodes used when building the 
mappings for the output space). Fig. 6 charts model ܯ௧ଵ ’s 
performance with different values for ݄ (the number of target 
data without responses selected for each target data with 
response). Only the results for the experiments ‘5r to 4r’, ‘5r to 
3r’ and ‘5r to 2r’ have been included in the figures to illustrate 
the impact of the parameters on the performance of the model.  

Observing the results shown in Fig. 4, the parameter p had a 
slight impact on model construction in experiment ‘5r to 2r’. 
The variations in the model’s performance as p varied were 
almost the same in experiments ‘5r to 4r’ and ‘5r to 3r’. When 
p was changed from 2 to 4, the RMSE increased, then decreased 
with a p of 5, and peaked at a p of 6. 
 

 
Fig. 4.  Sensitivity analysis of parameter p in three experiments  

 
Fig. 5.  Sensitivity analysis of parameter q in three experiments 
 

 
Fig. 6.  Sensitivity analysis of parameter ݄ in three experiments 

 
The results in Fig. 5 show no obvious changes to model 

construction with different values of q in the ‘5r to 4r’ 
experiment. In ‘5r to 3r’, the RMSE shows a rising trend at q 
values greater than 4, and, in ‘5r to 2r’, the RMSE fluctuates as 
the q values change. 

Fig. 6 shows fluctuations in all three experiments. The 
model’s best performance appears when ݄=8 in ‘5r to 4r’, ݄ 
=10 in ‘5r to 3r’, and ݄  =8 in ‘5r to 2r’. Notice that the 
performance of the model does not always develop an 
increasing trend.  When more data without responses around the 
target data with responses are selected to improve model 
construction, data at greater distances are found. It is 
unreasonable to suppose that data at large distances will have 
similar responses, so a growing number of selected target data 
without responses will eventually lead to a negative impact on 
the model’s optimization. 
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B. Real-world Datasets 

Since the studies on regression problems of adapting a 
domain are scarce, there are no public datasets in these 
scenarios. In this work, therefore, the real-world datasets from 
UCI Machine Learning Repository are used and modified to 
simulate the regression domain adaptation problems and verify 
the proposed FHoDA method. The way of modifying the 
datasets is crucial, so a detailed description to these datasets is 
provided. 

The “Physicochemical Properties of Protein Tertiary 
Structure” dataset contains nine features to predict the RMSD-
size of the residue. The first 30,000 instances were chosen as 
the source domain, and the last 10,000 instances were used to 
form the target domain. To increase the level of discrepancy 
between the source and target data, features in the source data, 
“non-polar exposed area”, “fractional area of exposed non-
polar residue”, and “molecular mass-weighted exposed area” 
were perturbed with random numbers using the normal 
distribution Nሺ0.1,0.1ሻ. These three features in the target data, 
were perturbed with random numbers using the normal 
distributions Nሺ7,1ሻ, Nሺ5,1ሻ, and Nሺ8,1ሻ, respectively. All the 
data in the source domain had responses, but only 100 data in 
the target domain had responses. 

The “Housing” dataset aims to predict the “MEDV” (Median 
value of owner-occupied homes in $1000's) using six input 
attributes. The data was normalized and split into two datasets 
using the attribute “TAX”, which represents the full-value 
property-tax rate per $10,000. Instances of “TAX” smaller than 
0.5 were used to form the source dataset, and instances of 
“TAX” larger than 0.5 were used as the target dataset. The 
attributes “RM”, “AGE”, and “B” in the source data were 
perturbed by random numbers from Nሺ0.1, 0.1ሻ, while those 
attributes in the target data were perturbed by normal random 
numbers using the distributions Nሺ7,1ሻ, Nሺ5,1ሻ,  and Nሺ8,1ሻ, 
respectively. There were 360 instances with responses in the 
source domain and 130 instances in the target domain; 15 had 
responses. 

Although a target domain may only contain a small amount 
of data with responses, it can still be used to train a model. 
However, we assert that a model trained solely on a small 
amount of data with responses will not perform well. And, to 
support this assertion, we trained a target model ܯ෩௧ using target 
data with responses and tested its performance. 

Since it is hard to get the information needed to indicate the 
number of fuzzy rules in real-world datasets, we used a brute-
force approach of trying every number in a given range and 
selecting the one with the best performance. The RMSE of 
models ܯ௦ ෩௧ܯ , , and ܯ௧  for the target data ࡴ௎  are shown in 
Table V. 

From the results in Table V, we can conclude that the source 
model does not fit the target data. The high mean value and 
RMSE variance of model ܯ෩௧  verifies our assumption that a 
model trained with little data shows poor performance. Model 
௧ܯ  performed much better than the source model ܯ௦  and ܯ෩௧, 
which was trained with less data. 

 

 
TABLE V 

EXPERIMENTAL RESULTS FOR FHODA ON REAL-WORLD DATA 

Protein tertiary structure Housing 

 ௧ܯ ෩௧ܯ ௦ܯ ܿ ௧ܯ ෩௧ܯ ௦ܯ ܿ

8 
50.88േ 
27.15 

18.36േ 
21.07 

6.00േ 
0.01 

5 
1.40േ 
0.71 

0.31േ 
0.03 

0.19േ 
0.00 

9 
48.90േ 
37.85 

14.92േ 
3.34 

5.93േ 
0.01 

6 
3.11േ 
0.41 

0.65േ 
0.18 

0.22േ 
0.01 

10 
43.32േ 
87.07 

17.86േ 
5.32 

6.10േ 
0.01 

7 
2.41േ 
0.21 

0.34േ 
0.05 

0.15േ 
0.00 

11 
36.84േ 
23.49 

26.96േ 
37.27 

5.90േ 
0.01 

8 
2.51േ 
0.25 

0.20േ 
0.00 

0.15േ 
0.01 

12 
54.41േ 
15.00 

16.50േ 
20.65 

5.98േ 
0.00 

9 
1.60േ 
1.14 

0.21േ 
0.01 

0.15േ 
0.00 

 

VI. EXPERIMENTS IN HETEROGENEOUS DOMAIN ADAPTATION 

This section describes the experiments in heterogeneous 
domain adaptation. The synthetic datasets were designed to 
analyze the proposed FHeDA method in a controlled 
environment. Real-world datasets were then used to validate the 
practicability of the proposed method. 

A. Experiments on Synthetic Datasets 

As with homogeneous domain adaptation, this section 
comprises three subsections. Information about the synthetic 
datasets and the experimental settings is provided, followed by 
the experimental results. The second subsection validates the 
effectiveness of the FHeDA method, and the third subsection 
discusses the impact of a critical parameter on the model’s 
construction. 
1) Datasets and Experimental Settings 

Four datasets of different dimensions were generated 
according to different numbers of fuzzy rules to simulate 
various source and target domains in heterogeneous spaces. 
Information about the generated datasets is provided in Table 
VI. For example, ‘dataset 2’ contains 3-dimensional data, which 
was generated according to 4 fuzzy rules. 

 
TABLE VI 

HETEROGENEOUS DOMAIN ADAPTATION DATASETS 
 dimension number of fuzzy rules 

dataset 1 3 3 

dataset 2 3 4 

dataset 3 4 3 

dataset 4 4 4 
 

TABLE VII 
SETTINGS FOR THE EXPERIMENTS IN HETEROGENEOUS DOMAIN 

ADAPTATION 

 
Source 
domain 

Target 
domain 

dimension(S) vs 
dimension(T) 

rules(S) vs 
rules (T) 

Exp 1 dataset 1 dataset 3 

3 vs 4 

3 vs 3 

Exp 2 dataset 1 dataset 4 3 vs 4 

Exp 3 dataset 2 dataset 3 4 vs 3 

Exp 4 dataset 3 dataset 1 

4 vs 3 

3 vs 3 

Exp 5 dataset 3 dataset 2 3 vs 4 

Exp 6 dataset 4 dataset 1 4 vs 3 
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The datasets in Table V were assembled to simulate six cases 
for experimentation in heterogeneous domain adaptation as 
outlined in Table VII. The second and third columns indicate 
the origin of the source data and target data. The fourth column 
shows the dimensionality of the source data and target data, 
while the last columns show the number of fuzzy rules present 
in each domain.  

 

2) Regression Results 
The RMSE of the models on the target data ࡴ௎ for the six 

experiments are shown in Table VIII.  
 

TABLE VIII 
 RESULTS OF THE EXPERIMENTS IN HETEROGENEOUS DOMAIN 

ADAPTATION 

Source 
to 

target 
datasets 

RMSE of the models 

 ഥ௧ܯ ഥ௧ଷܯ ഥ௧ଶܯ ഥ௧ଵܯ ഥ௦ܯ

Exp 1 
9.5862േ 
0.0002 

3.3168േ 
0.0021 

2.9422േ 
0.0359 

3.1510േ 
0.2120 

2.9422േ 
0.0359 

Exp 2 
9.8785േ 
0.0003 

7.0799േ 
0.0375 

5.0758േ 
0.4040 

4.7611േ 
0.0445 

4.7611േ 
0.0445 

Exp 3 
8.2935േ 
0.0008 

3.9622േ 
0.0333 

3.2467േ 
0.1174 

2.6774േ 
0.0090 

2.6774േ 
0.0090 

Exp 4 
9.2541േ 
0.0009 

2.9019േ 
0.3178 

2.9033േ 
0.2476 

2.5138േ 
1.0901 

2.5138േ 
1.0901 

Exp 5 
9.6183േ 
0.0002 

8.8253േ 
18.5659 

3.9799േ 
1.8011 

4.6508േ 
1.8893 

3.9799േ 
1.8011 

Exp 6 
9.6353േ 
0.0001 

2.6874േ 
0.1060 

2.5636േ 
0.0141 

2.5900േ 
0.0040 

2.5636േ 
0.0141 

 
From the results in Table VIII, we can conclude that the 

models ܯഥ௧ଵ, ܯഥ௧ଶ, and ܯഥ௧ଷ are all superior to the existing source 
model ܯഥ௦. In the six experiments, model ܯഥ௧ଶ showed the best 
performance in half the experiments, with model ܯഥ௧ଷ 
performing the best in the other half. Although model ܯഥ௧ଵ did 
not surpass the other two models, we intend to retain it as an 
alternative model. As mentioned in Section V, A2, the three 
models show vast differences in performance on different 
datasets, and the availability of different options for modifying 
an existing model enhance the probability of our method to 
successfully fit the data to the target domain.  

 
TABLE IX 

USING/NOT USING ࡴ௎  – COMPARATIVE EXPERIMENTS 

 
RMSE of the models 

 ഥ௧ଷ(W)ܯ ഥ௧ଷܯ ഥ௧ଶ(W)ܯ ഥ௧ଶܯ ഥ௧ଵ (W)ܯ ഥ௧ଵܯ

Ex
p 1 

3.3168േ 
0.0021 

3.3153േ 
0.0020 

2.9422േ 
0.0359 

2.9487േ 
0.0380 

3.1510േ 
0.2120 

3.1020േ 
0.1001 

Ex
p 2 

7.0799േ 
0.0375 

7.0860േ 
0.0405 

5.0758േ 
0.4040 

5.1412േ 
0.4184 

4.7611േ 
0.0445 

4.9762േ 
0.0084 

Ex
p 3 

3.9622േ 
0.0333 

3.9518േ 
0.0121 

3.2467േ 
0.1174 

3.2265േ 
0.1688 

2.6774േ 
0.0090 

2.7944േ 
0.0505 

Ex
p 4 

2.9019േ 
0.3178 

3.2590േ 
0.5608 

2.9033േ 
0.2476 

3.0016േ 
0.2099 

2.5138േ 
1.0901 

2.9480േ 
0.5821 

Ex
p 5 

8.8253േ 
18.5659 

8.6197േ 
16.5161 

3.9799േ 
1.8011 

3.4271േ 
0.3989 

4.6508േ 
1.8893 

4.1819േ 
0.1494 

Ex
p 6 

2.6874േ 
0.1060 

2.5686േ 
0.0532 

2.5636േ 
0.0141 

2.5778േ 
0.0167 

2.5900േ 
0.0040 

2.7160േ 
0.0332 

 
Further, to verify the claim in Section IV, B that using target 

data without responses is risky, we conducted comparative 

experiments and provide those results in Table IX. The results 
in columns with “W” represent models that were constructed 
with the help of target data ࡴ௎. These results indicate that using 
target data without responses has a negative function in model 
construction, especially in the methods that change the output 
space and change both the input and output space. Lower values 
are shown in bold. 

 
3) Parameter Sensitivity Analysis 

In the FHeDA method, the number of fuzzy rules used to 
construct the model in the latent feature space for the source 
domain is a significant parameter, because this also determines 
the number of fuzzy rules for the target domain. We also 
conducted the six experiments described in the last subsection 
with a varying ܿ̅. Table X shows the impact of ܿ̅ on model ܯഥ௧ଵ, 
as an example. 

TABLE X 
RESULTS OF THE SENSITIVITY ANALYSIS FOR ܿ̅ 

ܿ̅ 
RMSE of the experiments 

Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Exp 6 

4 
3.3001േ 
0.0110 

6.9353േ 
0.0141 

3.1835േ 
0.0019 

3.1793േ 
0.1117 

5.0963േ 
1.6004 

2.8555േ 
0.0290 

5 
3.2807േ 
0.0079 

6.9348േ 
0.0130 

3.1703േ 
0.0022 

3.7702േ 
3.1078 

5.8903േ 
5.2418 

2.7982േ 
0.0124 

6 
3.2774േ 
0.0064 

6.9372േ 
0.0134 

3.1649േ 
0.0193 

3.0173േ 
0.0524 

5.3352േ 
5.4235 

2.8711േ 
0.0438 

7 
3.2842േ 
0.0090 

6.9370േ 
0.0129 

3.1738േ 
0.0252 

4.2752േ 
6.1490 

4.5622േ 
0.3267 

2.7861േ 
0.0172 

8 
3.2806േ 
0.0084 

6.9346േ 
0.0129 

3.2164േ 
0.0030 

3.7475േ 
3.3048 

5.5040േ 
8.9666 

2.8241േ 
0.0095 

 
From the results, we can see that model ܯഥ௧ଵ’s performance 

was slightly different when ܿ̅  was assigned with different 
values. The RMSE variance as  ܿ̅  changes is small in “Exp 1, 
2, 3, and 6”. But when ܿ̅ is assigned with 5, 7, and 8, the RMSE 
variances are large in a few cases in “Exp 4” and in almost all 
cases in “Exp 5”. We attribute this to too little target data with 
responses – so little data with responses, there isn’t enough to 
represent the characteristics of the entire target dataset. The 
results in Table VII for “Exp 5” also verify this. 

B. Real-world Datasets 

Three real-world datasets from the UCI Machine Learning 
Repository were used to validate the FHeDA method in 
heterogeneous domain adaptation. Like the experiments in the 
homogeneous domain adaptation, the datasets from the 
machine leaning area are modified to simulate the scenarios of 
heterogeneous domain adaptation problems. The detailed 
description of these datasets are given. 

The “Concrete Compressive Strength” dataset aims to 
predict the concrete compressive strength based on eight 
features, such as cement content, blast furnace slag, and fly ash. 
This dataset is dedicated to general regression tasks, so it 
needed to be revised in several respects to simulate a 
heterogeneous domain adaptation problem. First, the dataset 
was split into a source domain and a target domain using the 
“age” feature; instances with an age of less than 100 were 
treated as data in the target domain, the remainder fell into the 
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source domain. To exacerbate the gap between the source and 
target domains, the features “blast furnace slag”, “fly ash” and 
“superplasticizer” were perturbed with random numbers 
following the normal distributions ܰሺ0.1, 0.1ሻ and ܰሺ5,1ሻ for 
source data and target data, respectively. The feature “age” in 
the source domain was then removed creating heterogeneous 
spaces across the two domains. Ultimately, we arrived at two 
datasets: one 7-dimensional source domain containing 110 data 
with responses, and one 8-dimensional target domain including 
30 with responses and 80 without responses. 

 In the “Istanbul stock exchange”, two attributes “stock 
exchange returns” and the “Istanbul stock exchange national 
100 index” were used to predict the “MSCI emerging marks 
index”. The first 200 instances fell into the source domain, and 
the last 200 instances were used as the target data. The two 
features were perturbed with random numbers following 
normal distribution ܰሺ0.1, 0.1ሻ for the source data and ܰሺ5,1ሻ 
for the target data. Further, the first feature in the source domain 
was discarded. Again, we arrived at the two datasets: one 1-
dimensional source domain containing 200 data with responses, 
and one 2-dimensional target domain including 30 with 
responses and 170 data without responses. 

In the last dataset, “air quality”, the features “temperature” 
and “relative humidity” were chosen as the input data, and 
absolute humidity“ was chosen as the output. The dataset was 
split based on the “relative humidity” value. Data with a 
“relative humidity” of greater than 0.5 formed the source 
domain, the remaining data was used for the target domain. The 
second feature in the target domain was discarded. Both 
features in the source domain were perturbed with random 
numbers following the normal distributions ܰሺ0.1, 0.1ሻ  and 
ܰሺ7,1ሻ, respectively. The input data of the target domain was 
changed with random numbers following normal distributions 
ܰሺ0.1, 0.1ሻ. The final two datasets were: one 2-dimensional 
source domain containing 1200 data with responses, and one 1-
dimensional target domain including 30 with responses and 
1170 without responses. 

To further prove our assertion that a model will not perform 
as well when trained only using a small amount of target data 
with responses in heterogeneous domain adaptation settings, we 
constructed and compared four models. The first was built 
using source data in a latent feature space ܯഥ௦. The second was 
constructed using insufficient target data with responses in the 
original feature space ܯ෩௧ଵ. The third was built using target data 
with responses in a latent feature space ܯ෩௧ଶ. And the fourth was 
built using the proposed FHeDA method. 

The experimental results of these three real-world datasets 
are shown in Table XI. 

From the results presented in Table XI, we can see that the 
performance of models ܯ෩௧ଵ  and ܯ෩௧ଶ  on the target data was 
poor, confirming our assumption that a model does not perform 
as well when being trained on less data. The target model ܯഥ௧ 
built using our method was superior to both the existing source 
model, and the model constructed using only a small amount of 
target data with responses. 

 

 
TABLE XI 

THE EXPERIMENTAL RESULTS FOR FHEDA ON REAL-WORLD DATA 

Datasets 
RMSE of the models 

 ഥ௧ܯ ෩௧ଶܯ ෩௧ଵܯ ഥ௦ܯ

Concrete 
compressive 

strength 

74.7001േ 
3968.0679 

13144.4558േ 
8.0011e+08 

17.8540േ 
36.3314 

2.0976േ 
0.8587 

Istanbul stock 
exchange 

0.1749േ 
0.0000 

102.9022േ 
7314.5177 

1352.4233േ 
2.0321e+06 

0.1409േ 
0.0000 

Air quality 
0.1501േ 
0.0000 

0.1401േ 
0.0000 

186.0764േ 
1.7286e+05 

0.1365േ 
0.0000 

VII. CONCLUSIONS AND FUTURE WORK 

This study presented two methods for solving regression 
problems using fuzzy rule-based models in situations that 
require domain adaptation. The FHoDA method handles 
homogeneous spaces, and the FHeDA method handles 
heterogeneous spaces. In homogeneous domain adaptation, 
FHoDA solves mismatching fuzzy rules between the source and 
target domains and searches the ݄-nearest target data without 
responses around each target data with responses to improve the 
target model’s performance. In heterogeneous domain 
adaptation, a latent feature space is extracted to minimize the 
gap between the feature spaces of the two domains. 
Heterogeneous domain adaptation is converted into 
homogeneous domain adaptation after mapping all the input 
data from both domains into the new latent feature space. 
Experiments completed on synthetic and real-world datasets 
verify that the proposed methods greatly improve the 
performance of existing models when solving regression tasks 
in the target domain in both homogeneous and heterogeneous 
domain adaptation settings. 

The presented methods offer three avenues for modifying the 
existing source model: changing the input space, changing the 
output space, or changing both. The model with the best 
performance is subsequently selected as the target model. 
Future studies will explore an algorithm that can recognize the 
differences between the fuzzy rules in the two domains in 
advance, so we can intentionally adopt a specific algorithm to 
modify an existing model. 
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