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Abstract

In this paper, an interval type-2 neural fuzzy inference system and its meta-cognitive learning algorithm for wind speed prediction
is proposed. Interval type-2 neuro-fuzzy system is capable of handling uncertainty associated with the data and meta-cognition
employs self-regulation mechanism for learning. The proposed system realizes Takagi-Sugeno-Kang inference mechanism and
adopts a fast data-driven interval-reduction method. Meta-cognitive learning enables the network structure to evolve automatically
based on the knowledge in data. The parameters are updated based on an extended Kalman filter algorithm. In addition, the proposed
network is able to construct prediction intervals to quantify uncertainty associated with forecasts. For performance evaluation, a
real-world wind speed prediction problem is utilized. Using historical data, the model provides short-term prediction intervals of
wind speed. The performance of proposed algorithm is compared with existing state-of-the art fuzzy inference system approaches
and the results clearly indicate its advantages in forecasting problems.
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1. Introduction

Wind energy is growing as an critical source of renewable energy. As wind power becomes more common, fore-
casting that is integrated into energy management system is increasingly valuable to power system operators. Recently,
artificial neural network, fuzzy rule based system and neuro-fuzzy inference system have improved forecasts drasti-
cally [15, 2, 12, 3, 25, 28]. It has been shown that these network are strongly capable of predicting and interpreting
the approximation function. However, all of the mentioned algorithms lacks of ability to handle uncertainty in the
data because these neuro-fuzzy inference systems employ type-1 fuzzy set, which has certain membership function.
It has been shown in the literature that Type-2 fuzzy sets and Type-2 fuzzy logic systems employing these sets are
able to deal with uncertainty [13, 19]. Due to the massive computation, Interval Type-2 Fuzzy sets are proposed to
minimize the effort of handling uncertainty in data [17]. Based on these interval type-2 fuzzy sets, different fuzzy
inference systems, known as Interval Type-2 fuzzy inference system or IT2FIS, and their learning algorithm have
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been proposed in literature [30, 20, 16, 11, 7]. However, these algorithms cannot handle the temporally varying data
in a practical problem like wind forecasting due to their fixed structure. In the literature, IT2FIS that have capability
to handle varying data and evolve based on meta-cognition have been proposed [18, 8, 9, 10, 5]. Meta-cognition is
known as the ability to make decision whether to learn a specific knowledge by using suitable learning strategies.
Various studies on meta-cognitive algorithm with neuro-fuzzy inference system has clearly shown their generalization
ability [27, 28, 10, 5, 6, 9, 4, 26, 21]. Although all the above mentioned algorithms provide good approximation by
handling uncertainty in data and employing self-regulation, the forecasts are based on point forecasts, for which one
predicted point is provided for one target value. Prediction intervals (PIs) [23, 22, 24], on the other hand, consists of a
lower and an upper bound and the confidence level that the target value lies within the bounds. PIs are able to quantify
the uncertainty associated with the prediction and give a qualitative forecasting information.

In this paper, a meta-cognitive sequential leaning algorithm for interval type-2 neuro fuzzy inference sysmem is
proposed. The learning mechanism of the system is formulated on a five-layer network realizing Takagi-Sugeno-Kang
fuzzy inference. The input layer passes data towards the membership layer to obtain Gaussian membership values.
The firing layer calculates the strength of rules before employing interval reduction to approximate the output. The g
factor referred in [1] together with upper and lower weights enable the construction of two bounds. In the output layer,
recurrent neural network are employed by adding two memory neurons. The algorithm is able to construct prediction
intervals and is indicated as recurrent neural network meta-cognitive interval type-2 fuzzy inference system, or RNN-
MCcIT2FIS. Meta-cognitive learning controls the flow of RNN-MCcIT2FIS. The learning algorithm processes an input
sample by deciding whether to delete it, learn it or reserve the sample based on its knowledge. These three decisions
are sample—delete—strategy, sample—learn—strategy and sample—reserve—strategy, respectively. The performance
of proposed algorithm is measured based on a wind prediction problem. The results are compared with other algorithm
such as support vector regression, simplified interval type-2 fuzzy neural network (SIT2FNN)[ 18], projection based
learning meta-cognitive interval type-2 fuzzy inference (PBL-MCcIT2FIS)[6, 5] system and meta-cognitive interval
type-2 fuzzy inference system gradient descent (McIT2FIS-GD)[8].

The rest of the paper is presented as follows. In section 2, the architecture of the interval type-2 fuzzy inference
system is demonstrated. Section 3 is description of meta-cognitive learning mechanism for the IT2FIS. Performance
of the proposed algorithm is evaluated on a wind forecasting problem in Section 4. Section 5 summarizes the key
features of this study.

2. Interval type-2 fuzzy inference system structure

This section describes the structure of the proposed fuzzy neural network. The objective is to approximate func-
tional relationship between input features x and output y. The structure is based on fuzzy rules. The premise part of
a rule employs interval-type 2 fuzzy membership functions with uncertain means and fix standard deviations. The
structure consists of five-layer network realizing Takagi-Sugeno-Kang fuzzy inference mechanism and is shown in
Figure 1. Assume that the system learns m input features and has grown K rules. The detailed inference of each layer
at a certain time ¢ is presented as follows:

Layer 1- Input layer: This layer contains n nodes representing n number of input features. The input is passed
directly to layer 2, Membership Function Layer. The output of j-th node is given:

wi(t) = x(0; j= 1,2, ...n. (1

Layer 2- Fuzzification layer: This layer calculates the upper and the lower membership strength of each j-th feature
in every i-th rule. The formulas are given by:
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Fig. 1: Architecture of the RNN interval type-2 neural fuzzy system.

where,
2
(xj—m j)

sz ) “)

¢(mlj7 0-3'7 -x]) = exp(_

where, mjj,mj, o are center left, center right and width of the interval type-2 Gaussian membership function
accordingly.
Layer 3- Firing layer: The firing strength of each rule is calculated in this layer based on the following formulas:

n n
A= Tugs =1 Tmr )
j=1 j=1

Layer 4- Output processing layer: This layer has K nodes, each of which represents a rule in the network. Instead
of using Karnick-Mendel iterative procedure to find lower and upper end points, this study uses q factors to increase
the learning speed and minimize the computational complexity. The two end points are given as:
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Layer 5- Output layer: This layer employs memory neural network to process output bounds. Two recurrent neu-
rons enable the algorithm to memorize the previous knowledge and generalize current output value. Upper and lower
bounds at the time ¢ — th are computed as follows:

yi(0) = ay(t) + (1 —a)yt - 1) ®)
yr(®) = ay, (1) + (1 — @)y, (1 = 1) €))

The crisp predicted output of the network is combination of y; and y, and is given as:

1
y= E(y’ +yr) (10)
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The above layers create a computationally fast inference and are able to evolve in the learning process. Next section
describes the sequential learning algorithm for the proposed system.

3. Meta-cognitive learning for RNN-McIT2FIS

The leaning algorithm adapts the system by processing training samples only once. Each training sample is denoted
as (x, y), where x = [x1,x2, ..., X,] € R™" is n-dimentional input vector. The objective is to estimate the functional
relationship f.] between the input and the output (x — ) so that the predicted output:

§ = flx(o), 6] (a

is an accurate approximation of the actual output. It is noted that vector 6 represents the parameters of the rules. The
error for ¢-th sample e(¢) is defined as the difference between the predicted output and the actual output.

e(n) = y(1) = (1) 12)

In this study, meta-cogntive learning mechanism employs three indicators to train the network. The prediction error
is the first indicator that monitors the difference between the predicted output and the actual output. Rule contribution
are measured by spherical potential [28], which depends on the distance between the sample and existing rules in the
network and indicates novelty of the current data. The third indicator is prediction interval. This indicator is calculated
based on the relationship between two bounds and actual output. It describes how smooth the actual output falls into
the interval. The formulas of three indicator are given as:

Prediction error E(t) for the sample #-th is:

E(t) = VéX(r) (13)

Spherical potential () is given as:

K 'lot up
sy = 2 HO 70
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Prediction interval P is calculated by:
PIW[
Pl = _~ Twidth (15)
PIL'UVL’V(lgE

where, K is the total number of rules; P14y, is the width of the interval and is given as Plam = |y1 — ¥rl; Pleoverage
penalizes PI whose target does not lie within the constructed interval and is calculated as Gaussian function with the
mean y = (y; + y,)/2 and variance o? = (1 — y»)/2. The following subsections detail the learning algorithm of the
system.

3.1. Sample delete strategy

The sample is deleted if its prediction error and prediction interval are smaller than the delete threshold, E; and
Pl;. E; and Pl are set close to zero. The criterion is given as:

E(t)<E; AND PI<Pl (16)
3.2. Sample learn strategy

New rule is added into the system if knowledge in the new sample is novel to the contributing rules. In this case, a
new rule is added into the system. The new sample could either be learnt to update parameters of existing rules. In this
strategy, we define the rule growing criterion or rule updating criterion to check against the prediction error presented
by the existing rules as well as the novelty of the sample.
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3.2.1. The Rule Adding Criterion
E(t)>E, AND PI>PI, AND (1) <Es 17

where, E, is the adding threshold and E§ is the novelty threshold. The two thresholds are self-adaptive and they are
updated after a new rule is added into the network. y; and y, are the slopes at which E, increases and Eg decreases in
updating formulas below:

E,:=(-yDE, +7E®) (18)

Es := (1 —y2)Es — y2y(1) (19)
The new rule K+1 centers and the width are initialized as:

[ mi ] =[x = 0.1, x; + 0.1] (20)

["*1] = miny [l x(2) = mjy I, || x(t) — mj2 |]] (29

It has been shown that the new output weight w&*! should completely exploit the localization property of Gaussian

membership function [29]. The new output weights [wj, w'] are initialized so that the prediction error is minimal with
the contribution of new rule. After adding a new rule, the network consisting of K+ rules gives the predicted output
$(t), which should be equal to the actual output y(¢). The formula to initialize new weight is as follow:

YORKY(®) + 1+ £¢,) = 9(O2Ky(1)

WK+ = (22)
' (=g +a)f +1-qi+q,
3.2.2. The Rule Updating Criterion
The rule update criterion is as follows:
E@#)>E, AND PI>PI, AND y(t) > Es (23)

When the update strategy is decided, the parameter update threshold E, and novelty threshold Eg are self-adapted
according to:

E,:=(1- 71)E(l) + VlEu (24)
Es := (1 = y2)Es + y2yp() (25)

The parameter vector § = [m;, m,, 0, w, g, @] of the network is the z-dimentional vector of lower and upper rules
center, rule width, output weights two ¢ factors g; gr. They are updated based on Extended Kalman Filter. The update
formula is given as:

0=0+e(nGT. (26)

where, e(t) is the error and G” is the gain matrix.
The Kalman gain matrix is as follow:

G” = POO[R + 80" POO™! (27)

where, P is the error covariance matrix of network parameter, R = rol is the variance of measurement noise and 96
is the gradient of predicted output with respect to network parameters. P is initialized as P = pyl x, and is updated as:

P = [y, — GAOT 1P + qol.x. (28)

where, pg is initialized error covariance and is set greater than 1; g is step size control parameter and is set close
to 0. The following equations are for calculating the gradient of predicted output with respect to network parameters.

The equations for updating 6 are adopted from the study in [8] except for the updating equation of @. The equation
is as follow:

oy 1
;(t) =@+ (O -yt —-1) =y - 1)) (29)
o4 2
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3.3. Sample reserve strategy

The sample is reserved for training in the later stage if it does not satisfy all the conditions. As mentioned earlier
in the sample update section, the samples are only learnt if the prediction error is above the update threshold and are
discarded if it is smaller. The sample is reserved for later processing if its prediction error is not only small enough to
be deleted but not big enough to update the rule in the system. These learning strategies are applied for every sample
in the training process. The system is summarized in Algorithm 1.

4. Performance evaluation

In this section, the proposed algorithm is evaluated based on a real-world wind speed prediction problem. The per-
formance of McIT2FIS is compared with other algorithm in the literature including Support vector regression (SVR),
SIT2FNN [18], PBL-MCcIT2FIS [5] and McIT2FIS-GD [8]. The results except for RNN-MCcIT2FIS are adopted from
the literature. To study the effectiveness of forecasting, prediction intervals for wind speed are then constructed. The
performance of the algorithm is evaluated in Matlab R2013b environment on a Window system with Xeon CPU and
16GB RAM.

4.1. Performance measure:

Root mean square error (RMSE) is an accurate measure of the difference between the actual and the predicted
output and formally popular in doing benchmark. RMSE is defined as:

(30)

The percentage of samples used in training process as an additional measure is given as:

_ number of samples used for training

3D

~ total number of samples in training set

4.2. Wind speed prediction problem

Wind is an important source of renewable energy. Due to the intermittent feature of wind in nature, the generated
wind power rises and falls irregularly. This study first aims to to predict wind speed for better power management. The
wind data is obtained from Iowa department of transportation (USA) over the period of February 1, 2011 to February
28, 2011. Wind speed and direction were sampled every 10 minutes. The data was then averaged every hour from
which ten features are extracted. Training data consists of 500 samples and 100 samples are used for testing. The
purpose is to predict one-step ahead wind speed y(¢ + 1) based on data from last five points of time. The root mean
square error and number of rules for this problem are described in Table 1. It is observed that RNN-MCcIT2FIS is able
to forecast the output with small error and reasonable number of rules. The percentage of samples used for training is
73%. Figure 2 and Figure 3 visualize the predicted and actual wind speed for training and testing data, respectively. It
can be easily seen that RNN-MCcIT2FIS is able to well generalize the trend under the data.

4.3. Prediction intervals for wind speed forecasting
In this section, we shall construct prediction intervals for the above mentioned wind speed problem. In order to

evaluate the performance of the prediction interval, coverage probability and average width are employed. Prediction
intevals coverage probability (PICP), as used in [23] is defined as:

1 N
PICP = + Z € (32)
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Fig. 2: Actual and predicted wind data for training set.
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Fig. 3: Actual and predicted wind data for testing set.

where N is the number of samples and €; show the coverage of PIs towards the i — th sample. €; is defined as:
c ], ifyiE[Li, Ul]
0, if vi ¢ (L, Ui

(33)
where L; and U; are lower bound and upper bound, respectively.
The average width of the intervals, PIAW [14] is given as:

N
1 (Ui - L)
PIA =—§ ==
v N&OR

(34)
where R is the range of the underlying targets (maximum minus minimum). Figure 4 shows the constructed predic-
tion intervals for testing data set. It is observed that majority of actual test data falls into the lower upper bound. For

29
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Table 1: Performance comparison on wind speed prediction problem

Algorithm Rules Training RMSE Testing RMSE
SVR - 0.197 0.214
SIT2FNN 4 0.194 0.187
PBL-MCcIT2FIS 4 0.110 0.161
GD-MCcIT2FIS 4 0.136 0.132
RNN-McIT2FIS* 4 0.1336 0.1381

*PS =T73%

testing data set, the studied prediction intervals covers 92% of samples while average width is 34.5%. Table 2 shows
PICP, PIAW for training and testing in this problem. From the table we can notice that RNN-MCcIT2FIS is able to give
effective prediction intervals for wind speed prediction.

ouput

| upper bound
-tar lower bound ]
\/ test data
16 s s s ‘
0 20 40 60 80 100
samples
Fig. 4: Prediction intervals for wind speed.
Table 2: PI evaluation for training and testing
Training Testing

PICP 0.81 0.92
PIAW 0.24 0.35

*PS =67.8%
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5. Conclusion

This study proposes an interval type-2 fuzzy inference system with its meta-cognitive learning algorithm. The out-
put layer of the system employs memory neurons and the learning mechanism considers prediction interval as a novel
rule selection criterion. The algorithm utilizes a computationally fast interval-reduction approach and EKF-based pa-
rameter learning. Meta-cognitive decision on what-to-learn, how-to-learn and when-to learn is made by measuring
knowledge in each sample. The sample is learnt if its knowledge is novel to the system and is deleted if it contains
redundant knowledge. Learning strategies are based on the rule contribution, energy function and prediction interval
criteria. Based on this tactics, the algorithm runs efficiently and is able to construct high quality prediction intervals.
The performance is evaluated on real world wind speed prediction problem.
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