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Building on the foundation work of Brown1, Milton2,3 and Torquato4,5, we present a tractable approach to analyse the effective permittivity of anisotropic two-phase structures. This methodology accounts for successive dipolar interactions, providing a recurrent series expansion of the effective permittivity to arbitrary order. Within this framework, we also demonstrate a progressive method to determine tight bounds that converge towards the exact solution. We illustrate the utility of these methods by using ensemble averaging to determine the micro-structural parameters of anisotropic level-cut Gaussian fields. We find that the depolarization factor of these structures is equivalent to that of an isolated ellipse with the same stretching ratio, and discuss the contribution of the fourth order term to the exact anisotropy.

I. INTRODUCTION

The effective transport properties of composites have been studied for many years, and a wide range of numerical approaches and results have been surveyed in some excellent books4,5. However, some cases remain that have not been thoroughly explored. Here, we are motivated to develop a better understanding of the effective permittivity tensor of two-phase random anisotropic structures, that are observed for example in obliquely deposited thin films6,7. We now briefly outline some of the successes and limitations of the most relevant articles outlined in Torquato5.

A common approach is to separate constituent phase properties from simple geometric factors that can be used to successively estimate the effective response. First-order effective-medium approaches are well-known but fail to capture important detail, so much subsequent work has focused on how to incorporate higher order microstructural information. In particular, Brown1 developed a series expansion for isotropic two-phase media using multipoint geometric correlation factors, and gave an explicit integral for a third order microstructural parameter. Teubner and Roberts8 studied a model to deal with three-dimensional isotropic random systems (level-cuts of Gaussian fields). They used integration to find the third order parameter, and averaged direct solutions to find the effective conductivity. Sen and Torquato9 extended Brown’s method to anisotropic structures and discussed how to bound the exact results using Padé approximants, with explicit expressions up to 4th order.

Such bounds have also been a subject of much study2–5,10–15, because they progressively narrow the possible results by incorporating increasing level of microstructural parameters (MSP). For anisotropic structures, it is informative to plot bounds in the G-closure permittivity-component space popularized by Cherkaev16. In this space, bounds can be simple rectangles (e.g. the well-known Wiener bound17), or optimally are curved. Optimal bounds are known for low-order: for example the bounds independently discovered by Tartar18 and Cherkaev16 only require fill factor information. We note that more recently, Engström19 demonstrated how internal parameters in Torquato’s framework are themselves bounded by previous orders, giving explicit expressions up to 4th order.

However, high order bounds on permittivity were not illustrated, which we will address in this article. More generally, the process of deriving high order results becomes increasingly complicated, and determining numerical results becomes intractable due to the need to calculate high-dimension correlation functions and then integrate them over these dimensions. In this article, we reframe the aforementioned works to show how to efficiently determine anisotropic geometric factors to high order and demonstrate how to generate tight bounds that constrain the anisotropy. To exemplify this process and address our original aim, we extend beyond the results of Roberts and Teubner to investigate the effective permittivity tensor of two-dimensional anisotropic ensembles.

II. THEORETICAL FRAMEWORK

The effective permittivity of a structure may be determined at sufficiently small sizes by averaging the induced polarization field. The region of validity has been thoroughly reviewed elsewhere20, including the applicability the effective medium approach to wire metamaterials21,22. The determination of the induced field has been extensively studied, in particular by finding the solution of a self-consistent electrodynamic dipole system23,24. For simplicity we will consider the electrostatic limit of this which can be written as:

$$\vec{F}(\vec{r}) = \vec{E}_0(\vec{r}) + \int \vec{G}(\vec{r}, \vec{s}) [\epsilon(\vec{r}) - \epsilon_i] \vec{E}(\vec{s}) d\vec{s}, \quad (1)$$

where $$\vec{F}$$ is the cavity intensity field, also known as Lorentz field, $$\vec{E}_0$$ is the incident electric field and $$\epsilon(\vec{r})$$ is the dielectric function. We defined the interaction tensor
where \( d \) is the dimensionality and \( \rho \equiv |\vec{r} - \vec{s}| \) is the distance between \( \vec{r} \) and \( \vec{s} \), with its unit vector being \( \hat{\rho} \equiv \frac{\vec{r} - \vec{s}}{|\vec{r} - \vec{s}|} \), and \( I \) is the identity matrix.

Finding the self-consistent solution is slow and so there has been extensive research effort on how to estimate the solution by incorporating increasing structural information. Notably, by successive substitution of the self-consistent relationship a Taylor series representation of the isotropic \(^1\) and anisotropic \(^5,15\) permittivity is found:

\[
\hat{\epsilon}_{\text{eff}} = \sum_{n=0}^{\infty} \hat{a}_n \chi^n.
\]

This (and similar series) glibly separates the contrast ratio (\( \chi \)) of the phases from geometric parameters (\( \hat{a}_n \)), allowing useful insights into the effect of geometry. To determine the \( \hat{a}_n \) parameters we can start from the following transformed series\(^9\):

\[
(\beta_j \phi_j)^2 < \beta_i \rightarrow \beta_i = \phi_i \beta_j I - \sum_{n=2}^{\infty} \hat{A}_n^{(j)} \beta_j^n,
\]

where \( \beta_{ji} = \frac{\epsilon_j - \epsilon_i}{\epsilon_j - \epsilon_i (d-1)} \), is the polarizability due to phases \( \epsilon_i \) and \( \epsilon_j \), \( < \beta_i > = (\hat{\epsilon}_{\text{eff}} + (d-1) \epsilon_i I)^{-1} (\hat{\epsilon}_{\text{eff}} - \epsilon_i I) \) is the effective polarizability tensor of the composite, \( \phi_j \) is a fill-factor, and the tensor coefficients \( \hat{A}_n^{(j)} \) were introduced by Torquato\(^4\) (see also\(^9,15\)) which are equivalent to the tensors introduced by Brown\(^1\).

\[
\hat{A}_2^{(j)} = \kappa \int \left[ \phi_j^2 \cdot (\vec{r}_1, \vec{r}_2) - \phi_j^2 \cdot I \right] \tilde{G}_{12} d\vec{r}_2 d\vec{r}_3 \ldots d\vec{r}_n
\]

\[
\hat{A}_n^{(j)} = (-1)^n \phi_j^{2-n} (\kappa)^{n-1} \int \ldots \int d\vec{r}_2 d\vec{r}_3 \ldots d\vec{r}_n \times \tilde{G}_{12} \cdot \tilde{G}_{23} \ldots \tilde{G}_{n-1n} \cdot C_n^{(j)},
\]

where \( \kappa \) is \( \epsilon_i k_0^2 d \) with \( k_0 \) the wavenumber, and \( C_n^{(j)} \) is the determinant of the \( n\)-probability function matrix of phase \( j \):

\[
C_n^{(j)} = \begin{vmatrix}
\rho_1^{(j)} & \rho_2^{(j)} & \cdots & 0 \\
\rho_3^{(j)} & \rho_2^{(j)} & \rho_1^{(j)} & 0 \\
p_{n-1}^{(j)} & p_{n-2}^{(j)} & \cdots & p_1^{(j)} \end{vmatrix}
\]

Here, the structural parameters \( \hat{A}_n^{(j)} \) (which are needed to find \( \hat{a}_n \)) have been written in terms of multipoint correlation factors \( p_n^{(j)} \), but the calculation beyond 2nd order is increasingly difficult, since they must be determined by multidimensional integration. A similar problem occurs in perturbation expansion of the electromagnetic scattering of rough surfaces\(^25\), so alternative approaches to evaluating such expressions are of significant value. In this work we present a more tractable approach to obtain high order parameters for the electrostatic effective medium problem, by a careful arrangement of previous derivations, accounting for successive dipole interactions.

### III. SUCCESSIVE INTERACTION APPROACH

Following previous work by Brown\(^1\), we go back to the successive substitution of the interaction equation

\[
\hat{\vec{g}}(r, r') = \int \vec{T}^{(j)}(r) \cdot \left( \hat{\vec{E}}_0 + \int d\vec{r}_2 \tilde{g}(r_1, r_2) \left( \kappa \beta_j \tilde{I}^{(j)}(r_2) \cdot \left( \hat{\vec{E}}_0 + \int d\vec{r}_3 \tilde{g}(r_2, r_3)(\ldots) \right) \right) \right),
\]

\[
= \kappa \beta_j \tilde{I}^{(j)}(r_2) \hat{\vec{E}}_0 + (\kappa \beta_j)^2 \int \tilde{I}_1^{(j)} \tilde{I}_2^{(j)} \tilde{g}_{12} \cdot \hat{\vec{E}}_0 d\vec{r}_2
\]

\[
+ (\kappa \beta_j)^3 \int d\vec{r}_2 \int \tilde{I}_1^{(j)} \tilde{I}_2^{(j)} \tilde{I}_3^{(j)} \tilde{g}_{12} \cdot \tilde{g}_{23} \cdot \hat{\vec{E}}_0 d\vec{r}_3 + \ldots,
\]

where to simplify notation we have defined the interaction tensor

\[
\tilde{g}_{ij} \equiv \tilde{g}(r_i, r_j) \text{ and the indicator (or characteristic) function } \tilde{T}_n^{(j)} \equiv \tilde{I}^{(j)}(r_n^j).
\]
However, rather than rewriting the geometry products in terms of the multipoint correlation functions, we leave the successive interactions intact during averaging, giving an explicit power series in the geometry-interaction product:

\[
\langle \vec{P} \rangle = \tilde{E}_0 \kappa (\beta_j) < \mathcal{I}^{(j)} > + \tilde{E}_0 (\kappa (\beta_j))^2 < \mathcal{I}^{(j)} \cdot \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} > \\
+ \tilde{E}_0 (\kappa (\beta_j))^3 < \mathcal{I}^{(j)} \cdot \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} \cdot \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} > + \ldots , \tag{9}
\]

This expression can be written as a series expansion on \((\kappa (\beta_j))\),

\[
\langle \vec{P} \rangle = \tilde{E}_0 \sum_{n=1}^{\infty} \left( \mathcal{I}^{(j)} \prod_{i=2}^{n} \left( \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} \right) \right) (\kappa (\beta_j))^n , \tag{10}
\]

\[
q_n = \left< \mathcal{I}^{(j)} \prod_{i=2}^{n} \left( \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} \right) \right> . \tag{11}
\]

Similar approaches are alluded by Milton\(^3\) and Torquato\(^5\), but they do not seem to have been fully developed in the framework shown here. Following a similar process to Brown, we invert the series to expand in terms of the averaged polarization field, and then remove the incident field dependence, giving an equivalent series expansion to Torquato:

\[
(\beta_j \phi_j)^2 < \beta_i >^{-1} = \phi_j \beta_j \mathbb{I} - \sum_{n=2}^{\infty} \mathbb{A}_n (\beta_j) \phi_n , \tag{12}
\]

where the tensors \(\mathbb{A}_n\) are the equivalent \(\hat{\mathbb{A}}_n\) tensors obtained using successive interactions (instead of using \(p_n\)).

\[
\hat{\mathbb{A}}_2 = \kappa \left( < \mathcal{I}^{(j)} \cdot \hat{\mathbb{G}} \cdot \mathcal{I}^{(j)} > - \phi_j^2 < \hat{\mathbb{G}} > \right) , \tag{13a}
\]

\[
\hat{\mathbb{A}}_n = (-1)^n \phi_j^{2-n} (\kappa)^{n-1} r_n , \tag{13b}
\]

where \(r_n\) can be expressed as a determinant of the \(q_n\) coefficients:

\[
r_n = \begin{vmatrix}
q_2 & q_1^{-1} & 0 & \ldots & 0 \\
q_3 & q_2 & q_1^{-1} & \ldots & 0 \\
& \vdots & \vdots & \ddots & \vdots \\
q_{n-1} & q_{n-2} & q_{n-3} & \ldots & q_1^{-1} \\
q_n & q_{n-1} & q_{n-2} & \ldots & q_2^{-1}
\end{vmatrix} ,
\]

where to simplify notation we have omitted the phase dependence on \(q_n\) (implicit on the definition of \(q_n\) in equation 10). This greatly improves the tractability of \(\hat{\mathbb{A}}\) since each interaction-geometry power can be determined recursively from the previous, which can be efficiently implemented using a convolution theorem.

Using the definition of the \(\hat{A}_n\) tensors we can obtain the coefficient tensors \(\hat{\alpha}_n\) of the series expansion of the effective permittivity (eq. 3), but instead of solving explicitly for individual orders, we write this in general form allowing determination to any order

\[
\hat{\xi}_0 = 0, \tag{14a}
\]

\[
\hat{\xi}_1 = \phi_j \mathbb{I} , \tag{14b}
\]

\[
\hat{\xi}_2 = d^{-1} (\phi_j \mathbb{I} - \hat{\mathbb{A}}_2) , \tag{14c}
\]

\[
\hat{\xi}_n = d^{1-n} \sum_{k=3}^{n} \left( \frac{n-3}{k-3} \right) (-1)^{n+k+1} \hat{\mathbb{A}}_k , \quad (\forall n > 2) . \tag{14d}
\]

\[
\hat{\mathbb{p}}_n = \hat{\mathbb{q}}_n = \hat{\mathbb{r}}_n , \quad (\forall n \neq 2) , \tag{15a}
\]

\[
\hat{\mathbb{q}}_2 = \hat{\mathbb{r}}_2 = \frac{\phi_j^2}{d} \mathbb{I} , \tag{15b}
\]

\[
\hat{\mathbb{p}}_2 = \hat{\mathbb{q}}_2 + \frac{\phi_j^2}{d} (d-1) \mathbb{I} . \tag{15c}
\]

\[
\hat{\alpha}_n = \sum_{m=n}^{N} \hat{\mathbb{p}}_m \cdot \hat{\mathbb{r}}_{m-n} , \tag{16}
\]

where \(N\) is the truncation order. From this point, in order to simplify notation we will define \(\chi = \frac{\epsilon_3}{\epsilon_2} - 1\) with \(\epsilon_2 \geq \epsilon_1\). Then with these definitions of \(\hat{\alpha}_n\) and \(\xi\) we can express the relative effective permittivity as a power series expansion (eq. 3).

\section*{IV. HIGH ORDER BOUNDS: TIGHT BOUNDS}

With the methodology presented in the previous section we can obtain higher orders of the series expansion of the effective permittivity. Consequently we can use the methodologies presented by other authors\(^3,5\) to obtain the bounds of the effective permittivity. In particular Torquato transformed the Taylor series to a Padé series which are bounds on the Taylor series. Engström\(^19\) clarified this via an inverse series for one of the bounds, and also demonstrated that the \(\hat{\alpha}_n\) tensor parameters are themselves bounded by the previous order.

At this point, we illustrate the nature of bounds by considering their shape in permittivity-component space (figure 1), a representation popularized by Cherkaev and Gibiansky\(^16\). The most obvious bound is the fill-factor dependent Wiener rectangle\(^17\) with corners corresponding to parallel plate geometries, but the rectangle is not optimal. Instead, the track of the corners over the allowed range of fill factors generates the so-called \(G\)-closure which is the outermost optimal bound, independent of geometry. Cherkaev and independent authors\(^16\) determined the next optimal bound, which
intersects with the isotropic Hashin-Shtrikman points, and only depends on fill-factor. A naive reading of Torquato’s framework would generate rectangular (non-optimal) bounds, but by a relatively simple extension of Engström’s work we can determine a general algorithm to obtain arbitrarily high orders of tight bounds on permittivity. Due to the coincidence with low order optimal bounds, we conjecture that the entire series is optimal.

We determine the extremal values of the curved bounds, starting from Engström’s method of bounding \( \hat{a}_n \) by imposing equality between the rectangular bounds of consecutive order at their extremal points, noting that the tensor coefficient \( \hat{a}_n \) or \( \hat{\alpha}_n \) of the higher order bound are considered tensor parameters \{\( \hat{a}_n \)\} or \{\( \hat{\alpha}_n \)\} (are the variables of the equation). Thus the solution of this equalities are the extremal points of the tensor parameters, i.e. \( [\hat{a}] \) and \( [\hat{\alpha}] \).

\[
\begin{align*}
[\epsilon]_n &= [\epsilon]_{n+1}(\{\hat{a}_{n+1}\}), \\
[\hat{\epsilon}]_n &= [\hat{\epsilon}]_{n+1}(\{\hat{\alpha}_{n+1}\}).
\end{align*}
\]

(17)

Thus, the values that satisfy equations 17 (\( [\hat{a}_{n+1}] \) and \( [\hat{\alpha}_{n+1}] \)) are the extreme values of the leaf bounds (the vertices of the leaf):

\[
[\hat{a}_{n+1}] \leq [\hat{a}_{n+1}] \leq [\hat{a}_{n+1}],
\]

(18)

FIG. 1. In this figure several known bounds in the literature can be seen (Wiener Box\(^{17}\), C. T. stands for Cherkaev\(^{16}\) and Tartar\(^{18}\), H.S. for Hashin and Shtrikman\(^{26}\), M.T. for Milton\(^3\), Torquato\(^5\)). These bounds have been obtained for a two-phase 2D material described by a square unit cell with a circle, where the occupancy phase has \( \epsilon_1 = 10 \) and fill factor of 80\%, and the background phase has \( \epsilon_2 = 1 \) and fill factor of 20\%.

FIG. 2. In these figures we show the high order leaf bounds for different structures. Left image depicts high order leaf bounds for structures with the same fill factor (80\%) and different anisotropy ratios. Right image shows high order leaf bounds for isotropic unit cells, but different fill factors (30\%, 60\% and 90\%). In these calculations the occupancy phase has \( \epsilon_1 = 10 \) and the background phase has \( \epsilon_2 = 1 \).

equivalently the tensor parameters \{\( \hat{\alpha}_n \)\}, and extreme points \([\hat{\alpha}]\) and \([\hat{\alpha}]\) can be also determined.

Further, we can now express the optimal permittivity bounds of any order in the following way:

\[
[\epsilon]_n^{LB} = \epsilon_2 \left( \sum_{k=0}^{n} \hat{\alpha}_k \chi^k + \{\hat{\alpha}_{n+1}\} \chi^{n+1} \right),
\]

(19a)

\[
([\epsilon]_n^{LB})^{-1} = \frac{1}{\epsilon_1} \left( \sum_{k=0}^{n} \hat{\alpha}_k \chi^k + \{\hat{\alpha}_{n+1}\} \chi^{n+1} \right),
\]

(19b)

where to trace the bounds we need to sweep \{\( \hat{\alpha}_{n+1} \)\} and \{\( \hat{\alpha}_{n+1} \)\} through the range defined in equations 18 and 19 respectively. Mapping of curved bounds is implicit in some previous works, for example in the context of complex isotropic permittivity\(^3,19\), but to the best of our knowledge has not been illustrated for high order anisotropy.

The convergence with order of the curved bounds gives information on the level of anisotropy or connectivity (fill factor) of the structure. Thus in figure 2 we can see the different distribution of the bounds changing the anisotropy (left) or changing the fill factor (right). For both figures black bounds represent the common bounds of the different structures. Thus structures with same fill factor share the zeroth and first bounds, while structures with different fill factor (right image in figure 2) only share the zeroth order bound. From this figure we can see that high order bounds quickly converge to the solution in structures with high or low fill factor, or high anisotropy. Therefore high order bounds are most interesting for structures that are near percolation (fill factors around 50\%) and nearly isotropic.

V. MICRO-STRUCTURAL PARAMETERS

Micro-Structural Parameters (MSP) are commonly used in the literature to encapsulate meaningful
geometry-dependent information. In this work we define
the MSP of arbitrary order using the tensor coefficient $\hat{a}_n$
presented in the previous section. The MSP of n-order
are a normalization of the coefficient tensors using the
extreme points of the leaf bounds.

$$\hat{Y}^{(j)}_n = \frac{\hat{a}_n - \lfloor \hat{a}_n \rfloor}{\lfloor \hat{a}_n \rfloor - \lfloor \hat{a}_n \rfloor},$$

(20)

where $\hat{Y}^{(j)}_n$ is the micro-structural tensor of n-order for
phase $j$, $\hat{a}_n$ is the tensor of the series power expansion
of order n (eq. 3), and $\lfloor \hat{a}_n \rfloor$, $\lfloor \hat{a}_n \rfloor$ are the maximum and
minimum values that $\hat{a}_n$ can achieve on the leaf bounds
of n-order (see equations 17 and 18).

This definition mostly agrees with the definitions used
by other authors, who investigated MSP of lower orders.
Specifically:

$$\hat{Y}^{(j)}_1 = \hat{\phi}_j,$$

$$\hat{Y}^{(j)}_2 = \hat{L},$$

$$\hat{Y}^{(j)}_3 = \hat{\zeta},$$

$$\hat{Y}^{(j)}_4 \sim \hat{\gamma}.$$

The first two parameters are obviously the fill-factor and
depolarization tensor respectively. As evident in the lit-
erature and in figures 3 and 4, the high order parameters
are prominent for non-smooth shapes (e.g. with sharp
edges or percolation), even orders being associated with
anisotropy. We note a trivial difference between defi-
nitions at fourth order: with isotropy $\hat{\gamma} \to 0$, but our
micro-structural parameter $\hat{Y}_4 \to 1/2$.

As the MSP are tensors, for anisotropic systems we
have different values in each main direction. In order to
compare isotropic and anisotropic systems and their MSP
of different orders, in two dimensions we find convenient
to define the following new quantities to analyze even
orders ($\Delta \hat{Y}$) and odd orders ($< \hat{Y} >$):

$$< \hat{Y}_n > = \frac{(\hat{Y}_n)_{11} + (\hat{Y}_n)_{22}}{2}, \text{ for n odd}$$

$$\Delta \hat{Y}_n = (\hat{Y}_n)_{22} - (\hat{Y}_n)_{11}, \text{ for n even}$$

(21)

(22)

with this notation isotropic structures yield $\Delta \hat{Y}_{2n} = 0$.

VI. VALIDATION

In order to demonstrate the validity of the method
we replicate some tabulated results from the literature,
including arrays of circles and polygons (figure 3) and
ellipses (figure 4). We also tested against the well-known
phase-inversion theory of Keller$^{27}$.

In general we find good agreement for permittivity,
provided that sampling is sufficiently fine - near geo-
metric singularities (e.g. near percolation), convergence
is somewhat slower. It should be noted that near well-
bounded points (e.g. low or high fill-factor), high order
microstructural parameters are more difficult to deter-
mine accurately, but they have minimal effect on the
estimated permittivity at low contrast. For simple geo-
meteries, several methods could provide higher qual-
ity estimates of the interaction terms $\hat{A}_n$. Some ex-
amples of those are: space-conforming methods (such
as the boundary element method$^{31}$), series expansion
methods$^{32}$ (such the Rayleigh method$^{30,33}$) or integral
methods$^{28}$. Nonetheless, to study arbitrary random geo-
meteries, the discrete dipole sampling is more convenient.

FIG. 3. (Color online) Validation of odd microstructural pa-
rameters of regular isotropic configurations. Dashed lines
(cyan, magenta and light green) are squares, hexagons and
triangles respectively in their natural lattices, with markers
from Hetherington and Thorpe$^{28}$. Solid (blue and red) lines
correspond to discs in square and close-packed lattices respec-
tively distinguished by their percolation thresholds, with dots
representing results from McPhedran and Milton$^{29}$ (fifth or-
der were inferred from $Q_5$). Lines shown are consistent to
better than 0.01 on phase interchange.

FIG. 4. (Color online) Validation of even microstructural pa-
rameters of ellipses in rectangular arrays. The lines are for
stretched isotropic arrays (i.e. equal lattice and semi-axis ra-
tios): ratios 10 (dashed) and 2 (solid). Results shown are
consistent to better than 0.01 on phase interchange. The
dots were derived from an independent Rayleigh expansion
method$^{30}$. Circular markers are the expected dilute depolar-
ization.
VII. APPLICATION TO BINARIZED RANDOM FIELDS

Binarized (or level-cut) random fields (BRF) are a useful model for the geometries that we wish to understand. They are readily created by selection of an appropriate filter kernel or power spectrum which is applied to Gaussian noise and then binarized by choosing an appropriate threshold to achieve the desired fill-factor. The properties of three-dimensional isotropic fields were carefully studied by Roberts and Teubner. Here we consider spatially anisotropic two-dimensional fields, which due to reduction in symmetry would present challenges for previous approaches even at third order. We consider some representative kernels, investigating the effect of fill factor for isotropic kernels and the anisotropy due to stretching with $\phi=1/2$.

A. Effect of sampling and expected results

To obtain valid results using this methodology a few numerical issues must be considered: (i) sampling should be sufficiently fine within the characteristic length scale and (ii) to avoid boundary effects in random structures the unit cell should be sufficiently large compared to the decay length. To check the validity of our sampling we ran convergence tests increasing both (i) and (ii) in tandem. We used two measures of error: (a) the variation between phase inversions and (b) the convergence to the best estimate (either a known result or best sampling).

It is worth noting that exact results of the MSP are known for some parameters: third order is $1/2$ for $\phi=1/2$ and even orders are $1/2$ for isotropic at any fill factor. We propose one further exact result, which is that the depolarization of kernels of elliptical symmetry equals the depolarization of an equivalent ellipse, with reasoning as follows. The depolarization of dilute ellipses is known to match isolated ellipses. Under elliptical symmetry, the integral of the necessary product around corresponding concentric elliptical rings is simply the integral of the interaction tensor, and this integral can be shown to be zero (e.g. by symmetry). Thus in this frame the depolarization arises entirely from the conditionally-convergent integral of the singularity (within an infinitesimal ellipse). The correlation function of a physical kernel becomes constant in the limit near the origin, and hence any elliptical kernel must produce exactly the depolarization of an equivalent effective ellipse.

This is consistent with but less obvious than the results found for symmetric-cell (SC) materials. Since SC have no correlation between cells, the shape of the autocorrelation function and hence the effective parameters of such structures are the same as an isolated inclusion, and this extends to the depolarization of anisotropic SC. The BRF structures presented here are more general in that they are correlated over an extended range, and our result applies to an equivalent ellipse with aspect ratio that matches kernel contours at all length scales.

Returning to sampling, we found that both the variation on phase inversion and the variation from the expected values decrease as the sampling is increased, with microstructural parameters up to fourth order having error around 0.01 at the sampling we used for our main results (length/pixel and period/length of 30). In general, convergence is degraded at high order, near highly constrained points, and when the kernel makes sampling difficult (e.g. the slow decay of sinc).

B. Results and Analysis

Using isotropic (figure 5) and anisotropic (figure 6) kernels to generate our structures we can study the relevance of the MSP of odd and even orders depending on the system morphology. In this paper we will show results of the MSP up to fourth order analysing the results using the variables defined in equations 21-22. For isotropic systems $\Delta \bar{\Upsilon}_n = 0$ for even orders, thus in figure 5 we show the non-trivial MSP, i.e. the third order. The simulated results presented in this section have been obtained using the methodology presented in this paper for random systems. These structures have been generated using the BRF method with exponential, Gaussian and slightly damped sinc kernels. The simulation parameters used are as follows: the material permittivity $\epsilon_1 = 10$ and the void phase permittivity $\epsilon_2 = 1$, we performed an ensemble average of 100 realizations, and the ratio between the decay length of the kernel and the unit cell is $1/30$. The sinc kernel was slightly damped with a 10 times slower Gaussian decay to ensure sufficient decay while retaining short to medium range oscillation.

First, we consider how the third order MSP of isotropic kernels is affected by fill factor ($\phi = 0.1 \rightarrow 0.9$), as seen in figure 5. As expected our results show that the structure at 50 % fill-factor has $\bar{\Upsilon}_3 >= 1/2$. It is interesting to compare the third order of each kernel with the fill-factor (green solid line), since the third order at low and high fill-factors is associated with the shape of nearly-isolated inclusions. We can see the third order is closest to first order for the sinc kernel, while for the Gaussian and exponential kernels the orders diverge. The superior size homogeneity of the sinc structure seen in figure 5 leads us to conjecture that the third order parameter is correlated with size homogeneity in these structures.

Next we analyze the anisotropy as represented by the different in each even order MSP tensor (see equation 22). In figure 6 we show second and fourth order MSP for different kernel structures with a fixed fill-factor of 50 %, and varying the stretch ratio from $c_{x}/c_{y} = 1$ (isotropic) to $c_{x}/c_{y} = 0.2$. In the left panel of figure 6, we can see that second order MSP of the three different structures converges to the depolarization of an ellipse with the same anisotropy ratio (note that without damping the convergence of the sinc is slower). This result agrees with the explanation given above. The right panel in
FIG. 5. (Color online) Study of isotropic systems generated with various kernels. On the left side are shown the unit cell structures for the three different kernels presented here with a fill factor of 50%. In the plot we show the dependence with fill-factor of the third order micro-structural parameter. These results are obtained averaging 100 realizations and the ratio between the decaying length of the kernel and the unit cell is 1/30.

Figure 6 shows $\Delta \hat{\Upsilon}_4$. All of the kernels have a small positive difference of the fourth order parameter: inspection shows that this will act to reduce the anisotropy of the permittivity in the context of a negative difference of the second order parameter. We can see that sinc kernel structures offer somewhat greater values of $\Delta \hat{\Upsilon}_4$ than Gaussian or exponential kernels, but this difference should only have a minor effect unless the permittivity contrast is large.

C. Macroscopic Permittivity

We also examined the difference between the diagonal elements of the effective permittivity of each system (exponential, Gaussian and damped sinc kernel structures), for fill factor 1/2, and inclusion permittivity 10 (this is reasonably representative for high index dielectrics). We found that the main effect of the anisotropy of the permittivity is due to the anisotropy ratio of the unit cell, and that the choice of generating kernel has a small effect on the total anisotropy for the permittivity chosen here. At aspect ratio 0.2 we found a difference of about $+/-0.03$ between kernels compared to an average of about 2.3. Careful inspection shows that the exponential results have the highest anisotropy consistent with the weakest opposing fourth order parameter. At higher or lower fill factors, the absolute effect of high orders will be greatly reduced, so we expect that the effective anisotropy is dominated by second order for all fill factors at low contrast. At higher permittivity contrast, the higher order parameters will become more important.

VIII. CONCLUSION

Building on previous work, we have developed a generalized framework for predicting the effective electrical parameters of composites, that does not require the explicit evaluation of correlations or multidimensional integrals. This facilitates the extraction of microstructural parameters and a series of tight bounds on the effective anisotropic parameters. This framework can be applied to high orders with the caveat that numerical sampling requirements become more stringent. We demonstrated the utility of this framework in predicting the properties of two-dimensional level-cut random fields. We found that the depolarization of elliptical kernels is the same as equivalent ellipses, and this result should extend to ellipsoids (consistent with a similar conclusion for the less correlated symmetric-cell structures). Third order results demonstrate the expected gradual increase as they pass through 0.5 at percolation (50% fill factor), with the sinc kernel closest to linearity, while the exponential and Gaussian kernels at fill-factors appear to have some residual third order at the extremes. We have found that the choice of kernel has only a minor effect on fourth order, with a minor opposing effect which was largest for the sinc kernel. Finally, the anisotropy in the macroscopic permittivity is primarily controlled by the stretch factor of the unit cell, and the detail of the...
kernel distributions chosen here has negligible effect at contrasts applicable to typical optical dielectrics.
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