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Abstract 

This paper will propose a more effective and efficient topology optimization method based on isogeometric 

analysis, termed as isogeometric topology optimization (ITO), for continuum structures using an enhanced 

density distribution function (DDF). The construction of the DDF involves two steps: (1) Smoothness: the 

Shepard function is firstly utilized to improve the overall smoothness of nodal densities. Each nodal density 

is assigned to a control point of the geometry; (2) Continuity: the high-order NURBS basis functions are 

linearly combined with the smoothed nodal densities to construct the DDF for the design domain. The non-

negativity, partition-of-unity and restricted bounds [0, 1] of both the Shepard function and NURBS basis 

functions can guarantee the physical meaning of material densities in the design. A topology optimization 

formulation to minimize the structural mean compliance is developed based on the DDF and isogeometric 

analysis (IGA) to solve structural responses. An integration of the geometry parametrization and numerical 

analysis can offer the unique benefits for the optimization. Several 2D and 3D numerical examples are 

performed to demonstrate the effectiveness and efficiency of the proposed ITO method, and the optimized 

3D designs are prototyped using the Selective Laser Sintering (SLS) technique. 
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1 Introduction 

In recent years, topology optimization has accepted enormous attention and considerable developments due 

to its capability in finding the optimal material layout in the conceptual design stage of products [1]. Many 

topology optimization methods have been proposed, such as the homogenization method [2], the Solid 

Isotropic Material with Penalization (SIMP) method [3,4], the Evolutionary Structural Optimization (ESO) 

method [5], the Level Set Method (LSM) [6–8] and the Moving Morphable Components (MMC) [9,10], 

with a wide range of applications, including the frequency responses [11–13], material microstructures [14–

16] and multiscale design [17–24], as well as stress problems [25,26] and etc [27]. 

Material description models (MDMs) have been widely adopted to describe the structural topology due to 

its easiness [2–5]. SIMP can be regarded as a powerful variant of the homogenization method, which has 

received much popularity due to its conceptual simplicity [3,4]. It is noticed that the element densities act 

as design variables in the classic SIMP-based approaches. The finite elements are employed not only in the 

numerical analysis to solve the structural responses, but also represent the material layout [1]. The topology 

optimization to search the continuous material distribution is fully converted into the spatial arrangement 

of elemental densities. The numerical artifacts are often occurred in designs, including the checkerboards, 

“zig-zag” structural boundaries and mesh-dependency [28–30]. Several works reveal that these numerical 

issues may be because of the low order finite elements used in the SIMP method [31–33]. 

As a variant of the classic SIMP method, nodal density-based design variables have been introduced in the 

topology optimization with a view to eliminating the numerical artifacts. Matsui and Terada [31] proposed 

a CAMD (the continuous approximation of material distribution) method to emphasis the material density 

field in the structural design domain. A Q4/Q4 numerical implementation to maintain the C0 continuity of 

the design variables in the SIMP model is presented to suppress the checkerboard pattern [32]. However, 

an important numerical phenomenon, namely the “islanding” or “layering” structures, is occurred in the 

optimized solutions. After that, Paulino et al [33] rearranged the design variables in Q4 elements to avoid 

the “islanding” phenomenon by an internal averaging technique. Guest et al [34] also introduced the nodal 

design variables and a projection scheme to control the minimum length in the designs. Kang and Wang 

[35,36] developed the interpolation scheme using the Shepard function to eliminate the “islanding” and 

“layering” structures. Later, Luo et al [37] proposed a dual-level density interpolation using the Shepard 

function based on the element-free Galerkin method, which can effectively remove the numerical issues in 

the finite elements-based SIMP methods. However, the computational efficiency of the meshless methods 
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limited the application to three-dimensional designs. It can be concluded that the distribution of densities 

in the design domain is expressed by a interpolation function developed by the Lagrange polynomials [31–

37]. However, it should be noted that the oscillatory of the Lagrange polynomials might has an influence 

on the smoothness and continuity of the density distribution. 

On the other side, the numerical analysis in most current topology optimization methods is dominated by 

the finite element method (FEM). In topology optimization, the finite element method is featured with the 

following limitations: (1) The finite element mesh cannot exactly capture the structural geometry, which 

lower the numerical precision [38,39]; (2) The lower-order (C0) continuity of the structural responses in 

FEM affects the accuracy of the optimized results; (3) To achieve a high quality of the finite element mesh 

is not easy. IGA, proposed by Hughes and his co-workers [38,39], can be regarded as an extension and 

generalization of the conventional finite element methods to perform the numerical analysis. The idea of 

IGA is to employ the same basis functions (e.g. NURBS) to represent both the geometry parametrization 

and the finite dimensional solution space in the numerical analysis, so that the geometrical model and the 

numerical analysis model can be consistent [40]. 

As far as the application of IGA into topology optimization, the first work might be [41], where the trimmed 

spline surfaces were applied to present the structural boundaries. Later, Dedè et al. [42] developed a phase 

field method with IGA for the topology optimization of continuum structures. Hassani et al. [43] proposed 

an isogeometric approach for the topology optimization, where a continuous material distribution function 

was developed using the NURBS. Hassani et al. [44] also addressed the simultaneous shape and topology 

optimization for shell structures, using NURBS to model free form shells. The trimmed NURBS surfaces 

were also applied in the isogeometric topology optimization of shell structures [45]. A B-spline space with 

the intrinsic filter for topology optimization was discussed in [46]. The IGA was also introduced into the 

parametric level set method [47,48] and developed a level-set based topology optimization method with 

IGA [48], where the level set function was interpolated by the NURBS basis functions, rather than using 

the compactly supported radial basis functions given in [46,47]. In [50], an isogeometric approach was also 

developed for the level set topology optimization, where three different problems were discussed, like the 

minimizing weight subject to the local stress constraints. Topology optimization with the global stress 

constraint was also studied in an IGA-based SIMP framework [51]. The level-set based IGA formulation 

for topology optimization of flexoelectric materials was developed [52], and the multi-resolution topology 

optimization problem using IGA was also discussed in [53]. As we can see, the IGA-based level set methods 
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have been discussed for the topology optimization of structures to a great extent. Only a limited number of 

works are devoted to study the positive features of the IGA applied into MDMs. 

The core of the current work is to construct an enhanced DDF with the sufficient smoothness and continuity 

for the development of a new isogeometric topology optimization (ITO) method, that is to be more effective 

and efficient. The ITO method will be applied to optimize not only 2D structures with the rectangle, curved 

and complex design domains, but also the 3D scenario. Meanwhile, the SLS technique is used to fabricate 

the optimized 3D designs, which demonstrates the benefits of the additive manufacture for the realization 

of topologically optimized results. In the development of the DDF, the Shepard function is firstly applied 

to improve the overall smoothness of the nodal densities at control points, and the DDF is then constructed 

by a linear combination of NURBS basis functions with the smoothed nodal densities. Hence, the same 

NURBS basis functions are used to construct both IGA and the DDF. IGA and DDF are further applied to 

develop the ITO formulation for minimizing the structural mean compliance. The core of the ITO method 

aims to optimize the densities in the DDF within a given design domain, in order to optimize the structural 

performance that is relevant to the DDF. 

2 NURBS-based IGA 

IGA is a recently proposed computational approach that offers the possibility of integrating the numerical 

analysis and computer aided design into a single unified framework [38,39]. A large number of candidate 

computational geometry technologies can be applied into IGA, in which the most widely used are NURBS 

due to the major strengths to exactly model a wide array of objects [54]. 

2.1 NURBS basis functions 

In one dimension for the B-spline curve, a knot vector with an ordered set of increasing parameters must 

be defined in the parametric space, written Ξ = {𝜉1, 𝜉2, ⋯ , 𝜉𝑛+𝑝+1}, where 𝜉𝑖 ∈ ℝ (𝜉𝑖 ≤ 𝜉𝑖+1) is the 𝑖𝑡ℎ 

knot, 𝑛 is the number of basis functions to build the B-spline curve and 𝑝 is the polynomial order. The 

interval [𝜉1, 𝜉𝑛+𝑝+1] is called a patch in the parametric space. The knot vector partitions the parametric 

space into a series of sub intervals, generally referred to knot spans. The B-spline basis functions are defined 

recursively by the Cox-de-Boor formula [54], starting with piecewise constants (𝑝 = 0): 

𝑁𝑖,0(𝜉) = {
1 𝑖𝑓 𝜉𝑖 ≤ 𝜉𝑖+1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (1) 

For 𝑝 ≥ 1, the basis functions are defined by 
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𝑁𝑖,𝑝(𝜉) =
𝜉 − 𝜉𝑖
𝜉𝑖+𝑝 − 𝜉𝑖

𝑁𝑖,𝑝−1(𝜉) +
𝜉𝑖+𝑝+1 − 𝜉

𝜉𝑖+𝑝+1 − 𝜉𝑖+1
𝑁𝑖+1,𝑝−1(𝜉) (2) 

In Eq. (2), fractions with the form 0/0 are defined as zero. It can be observed that the basis functions with 

𝑝 = 0,1 defined in Eqs. (1) and (2) are same as the standard piecewise constant and linear finite element 

functions, respectively. However, functions with the higher order (𝑝 ≥ 2) are completely different. Some 

important properties of the B-spline basis functions are listed as follows: 

(1) Nonnegativity: 𝑁𝑖,𝑝(𝜉) ≥ 0. 

(2) Local support: the support of each basis function 𝑁𝑖,𝑝 is contained in the interval [𝜉𝑖, 𝜉𝑖+𝑝+1]. Also, 

at most 𝑝 + 1 number of B-spline basis functions are nonzero in the given knot span [𝜉𝑖 , 𝜉𝑖+1]. 

(3) Partition of unity: For an arbitrary knot span [𝜉𝑖, 𝜉𝑖+1], ∀𝜉 ∈ [𝜉𝑖, 𝜉𝑖+1], ∑ 𝑁𝑗,𝑝(𝜉)
𝑖
𝑗=𝑖−𝑝 = 1. 

(4) Continuity: The continuity between knot spans is 𝐶𝑝−𝑘 where 𝑘 is the multiplicity of knots. 

Although B-splines are flexible for modeling many geometries, some important shapes are not represented, 

like the circles and ellipsoids. Hence, NURBS acting as a generalization form of B-splines is defined, where 

the NURBS basis function is formed by assigning a positive weight 𝜔𝑖 to B-spline basis function, as: 

𝑅𝑖,𝑝(𝜉)  =
𝑁𝑖,𝑝(𝜉)𝜔𝑖

∑ 𝑁𝑗,𝑝(𝜉) 𝜔𝑗
𝑛
𝑗=1

 (3) 

In two and three dimensions, NURBS basis functions can be constructed as: 

{
 
 

 
 𝑅𝑖,𝑗

𝑝,𝑞(𝜉, 𝜂) =
𝑁𝑖,𝑝(𝜉)𝑀𝑗,𝑞(𝜂)𝜔𝑖𝑗

∑ ∑ 𝑁𝑖̂,𝑝(𝜉)𝑀𝑗̂,𝑞(𝜂)𝜔𝑖̂𝑗̂
𝑚
𝑗̂=1

𝑛
𝑖̂=1

                                

𝑅𝑖,𝑗,𝑘
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁) =

𝑁𝑖,𝑝(𝜉)𝑀𝑗,𝑞(𝜂)𝐿𝑘,𝑟(𝜁)𝜔𝑖𝑗𝑘

∑ ∑ ∑ 𝑁𝑖̂,𝑝(𝜉)𝑀𝑗̂,𝑞(𝜂)𝐿𝑘̂,𝑟(𝜁)𝜔𝑖̂𝑗̂𝑘̂
𝑙
𝑘̂=1

𝑚
𝑗̂=1

𝑛
𝑖̂=1

 (4) 

where 𝑀𝑗,𝑞 and 𝐿𝑘,𝑟 are B-spline basis functions in other two parametric directions, constructed by knot 

vectors ℋ = {𝜂1, 𝜂2, ⋯ , 𝜂𝑚+𝑞+1} and 𝒵 = {𝜁1, 𝜁2, ⋯ , 𝜁𝑙+𝑟+1}, respectively. 𝑞 and 𝑟 are the polynomial 

orders in two parametric directions, respectively, and 𝑚 and 𝑙 are the corresponding numbers. NURBS 

basis functions can inherit all the favorable properties of B-spline basis functions. 

2.2 Geometry parametrization for structural design domain 

As displayed in Fig. 1, a 3D Bridge-type structure is modeled by 3D NURBS basis functions with a set of 

the control points. The structural domain is shown in Fig. 1 (a), and the NURBS-based geometrical model 

is displayed in Fig. 1 (b). The IGA mesh for the numerical analysis is given in Fig. 1 (c). The NURBS basis 

functions in three parametric directions are displayed in Fig. 1 (d), (e) and (f), respectively. Given a control 

lattice 𝐏𝑖,𝑗,𝑘 ∈ ℝ
3, a tensor product NURBS solid 𝐒(𝜉, 𝜂, 𝜁) is defined, as: 
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𝐒(𝜉, 𝜂, 𝜁) =∑∑∑𝑅𝑖,𝑗,𝑘
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁)𝐏𝑖,𝑗,𝑘

𝑙

𝑘=1

𝑚

𝑗=1

𝑛

𝑖=1

 (5) 

As already pointed outed in [38,39], NURBS has some important properties, namely 1) Strong convex hull 

property; 2) Differentiability; 3) Local modification; 4) Variation diminishing property. The properties are 

important for the later construction of the DDF. In Fig. 1 (a), it can be easily seen that the structure can be 

exactly represented by the NURBS basis functions with control points. The knot vectors partition the whole 

patch in the parametric space into an array of knot spans, also called elements. Element boundaries in the 

physical space correspond to the images of knot lines in the NURBS mapping. In order to distinguish the 

elements in FEM, the knot spans are named by “IGA elements”. The IGA mesh is also presented Fig. 1 (c). 

As displayed in Fig. 1 (b) and (c), the control points do not coincide with the nodes in IGA elements. The 

IGA mesh model is consistent with the geometrical model of the 3D Bridge-type structure. 

 

Fig. 1. NURBS-based IGA for 3D Bridge-type structure: Ξ = {0,0,0,0.0833,⋯ ,0.9167,1,1,1}, ℋ =

{0,0,0.25,0.5,0.75,1,1}, 𝒵 = {0,0,0.25,0.5,0.75,1,1}; 𝑛 = 15,𝑚 = 𝑙 = 5; 𝑝 = 2, 𝑞 = 𝑟 = 1. 

2.3 Galerkin’s Formulation for elastostatics 

As an example of application of the NURBS-based IGA, the linear elasticity is considered only for the sake 

of numerical simplicity but without losing any generality. A strong form of the boundary value problem for 

a design domain Ω bounded by the boundary Γ is formally stated. Given 𝑓𝑖: Ω → ℝ , 𝑔𝑖: Γ𝐷𝑖 → ℝ and 

ℎ𝑖: Γ𝑁𝑖 → ℝ find 𝑢𝑖: Ω̅ → ℝ such that 



7 

{

𝜎𝑖𝑗,𝑗 + 𝑓𝑖 = 0 𝑖𝑛 Ω

𝑢𝑖 = 𝑔𝑖 𝑜𝑛 Γ𝐷𝑖
𝜎𝑖𝑗𝑛𝑗 = ℎ𝑖 𝑜𝑛 Γ𝑁𝑖

 (6) 

where 𝜎 is stress tensor, 𝑓𝑖 is the body force, and 𝑔𝑖 is the prescribed boundary displacement on the 

Dirichlet boundary Γ𝐷. ℎ𝑖 is the boundary traction on the Neumann boundary Γ𝑁. 𝑛𝑗  is the component 

of the unit normal vector to Ω. Defining a trial solution space 𝒮 = {𝐮|𝑢𝑖 ∈ 𝒮𝑖} and a weight space by 

𝒱 = {𝐰|𝓌𝑖 ∈ 𝒱𝑖}, where each trial solution 𝑢𝑖 satisfies the Dirichlet condition 𝑢𝑖 = 𝑔𝑖 on Γ𝐷𝑖 and each 

weight function 𝓌𝑖 is equal to 0 on the Dirichlet boundary Γ𝐷𝑖. Given 𝐟 = {𝑓𝑖}, 𝐠 = {𝑔𝑖} and 𝐡 = {ℎ𝑖}, 

find 𝐮 ∈ 𝒮 such that for all 𝐰 ∈ 𝒱, 

∫𝜺(𝐰)𝑇𝐃𝜺(𝐮)
Ω

ⅆΩ = ∫𝐟𝐰
Ω

ⅆΩ +∫ 𝐡𝐰
Γ𝑁

ⅆΓ𝑁 (7) 

where 𝜺 is the strain, and 𝐃 is the elastic tensor matrix. In the Galerkin’s method, the finite-dimensional 

approximants of the spaces 𝒮 and 𝒱 are also constructed by NURBS basis functions, denoted by 𝒮ℎ and 

𝒱ℎ, which consists of all linear combinations of the NURBS basis functions. The finite-dimensional nature 

of the function converts the weak form of the problem into a system of linear algebraic equations, and Eq. 

(7) can be stated as a form: 

∫𝜺(𝐰ℎ)𝑇𝐃𝜺(𝐯ℎ)
Ω

ⅆΩ = ∫𝐟𝐰ℎ

Ω

ⅆΩ +∫ 𝐡𝐰ℎ

Γ𝑁

ⅆΓ𝑁 −∫𝜺(𝐰
ℎ)𝑇𝐃𝜺(𝐠ℎ)

Ω

ⅆΩ (8) 

Introducing a set containing all NURBS basis functions, denoted by 𝒜, and a sub set containing the basis 

functions that are equal to 0 on the Dirichlet boundary Γ𝐷, symbolled by ℬ (ℬ ⊂ 𝒜). The trial solution 

𝐮ℎ ∈ 𝒮ℎ and weight 𝐰ℎ ∈ 𝒱ℎ can be stated as a function of the basis functions with control variables: 

{
 
 

 
 𝐮

ℎ = ∑ 𝑅𝑗𝑔𝑖
𝑗∈𝒜\ℬ

+∑𝑅𝑖ⅆ𝑖
𝑖∈ℬ

𝐰ℎ = ∑ 𝑅𝑗𝑐𝑖
𝑗∈𝒜\ℬ

                    
 (9) 

where 𝑐 is the arbitrary to hold for all 𝐰ℎ ∈ 𝒱ℎ. Substituting Eq. (9) into Eq. (8), the Galerkin form is 

transformed into the next equation, given as: 

(∫𝜺(𝑅𝑖)
𝑇𝐃𝜺(𝑅𝑗)

Ω

ⅆΩ)ⅆ𝑖 = ∫𝐟𝑅𝑗
Ω

ⅆΩ + ∫ 𝐡𝑅𝑗
Γ𝑁

ⅆΓ𝑁 −∫𝜺(𝑅𝑗)
𝑇
𝐃𝜺(𝑔ℎ)

Ω

ⅆΩ (10) 

Proceeding to define 
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{
 
 

 
 𝐾𝑖𝑗 = ∫𝜺(𝑅𝑖)

𝑇𝐃𝜺(𝑅𝑗)
Ω

ⅆΩ                                                

𝐹𝑗 = ∫𝐟𝑅𝑗
Ω

ⅆΩ +∫ 𝐡𝑅𝑗
Γ𝑁

ⅆΓ𝑁 −∫𝜺(𝑅𝑗)
𝑇
𝐃𝜺(𝑔ℎ)

Ω

ⅆΩ
 (11) 

Hence, Eq. (10) can be expanded a more compact matrix form, as: 

𝐊𝐝 = 𝐅 (12) 

where, 

𝐊 = [𝐾𝑖𝑗]; 𝐝 = {ⅆ𝑖}; 𝐅 = {𝐹𝑗} (13) 

In IGA, the NURBS basis functions is firstly applied to model the exact geometry, and then discretize the 

structural geometry into a series of IGA elements, as well as serving as the basis functions to construct the 

solution space and the weight space. Hence, the NURBS basis functions can perfectly unify the geometry 

construction, spatial discretization and numerical analysis into a single framework. 

3 Density distribution function (DDF) 

In most element-based MDMs, the problem of the material distribution has been transformed to the spatial 

arrangement of finite elements. The structural topology is expressed by the spatial arrangement of discrete 

finite elements. Two basic requirements must be satisfied to ensure a justified density distribution [35–37]: 

1) The nonnegativity of element densities; 2) The strict bounds of element densities, namely [0, 1]. 

This section focuses on constructing an enhanced DDF with the sufficient smoothness and continuity using 

the Shepard function and NURBS basis functions. Firstly, the Shepard function is applied to enhance the 

overall smoothness of nodal densities at control points. Secondly, the NURBS basis functions are linearly 

combined with the preciously smoothed nodal densities to construct the DDF. In this way, both the DDF 

and the geometry parametrization of the structural design domain are constructed with the same NURBS 

basis functions. The DDF can be viewed as a response surface with a higher dimension with respect to the 

nodal densities, which is used to represent the density distribution for the design domain. 

3.1 Smooth nodal densities using the Shepard function 

In Fig. 2, a cross-sectional view of the IGA mesh for the 3D Bridge-type structure is presented, including 

the Gauss quadrature points plotted with the black, the control points shown by the red and green dots and 

the IGA elements bounded by black lines. In the NURBS solid, each control point is assigned by a nodal 

density, and a lattice of nodal densities at control points is defined. In the DDF, the overall smoothness of 
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nodal densities should be improved to make sure the sufficient smoothness of the DDF. The basic principle 

is that each nodal density is equal to the mean value of all nodal densities located at the local support area 

of the current nodal density, as shown by the purple circular area in Fig. 2 (a), as: 

𝒢(𝜌𝑖,𝑗,𝑘) =∑∑∑𝜓(𝜌𝑖,𝑗,𝑘)𝜌𝑖,𝑗,𝑘

ℒ

𝑘=1

ℳ

𝑗=1

𝒩

𝑖=1

 (14) 

where 𝒢 is the smoothed nodal density at the (𝑖, 𝑗, 𝑘) control point, and 𝜌𝑖,𝑗,𝑘 is the initial nodal density 

which should maintain the nonnegative and the range-bounded by 0 and 1. 𝒩,ℳ and ℒ are the numbers 

of nodal densities located at the local support area of the current nodal density in three parametric directions, 

respectively. 𝜓(𝜌𝑖,𝑗,𝑘) is the value of the Shepard function at the nodal (𝑖, 𝑗, 𝑘), and expressed as [55]: 

𝜓(𝜌𝑖,𝑗,𝑘) =
𝑤(𝜌𝑖,𝑗,𝑘)

∑ ∑ ∑ 𝑤(𝜌𝑖̂,𝑗̂,𝑘̂)
ℒ
𝑘̂=1

ℳ
𝑗̂=1

𝒩
𝑖̂=1

 (15) 

where 𝑤 is the weight function of the (𝑖, 𝑗, 𝑘) nodal density, and it can be constructed by many functions, 

like the inverse distance weighting function, the exponential cubic spline, quartic spline functions and radial 

basis functions (RBFs) [46,47,55]. The compactly supported RBFs (CSRBFs) with the C4 continuity are 

used due to the compactly supported, the high-order continuity and the nonnegativity, by: 

𝑤(𝑟) = (1 − 𝑟)+
6 (35𝑟2 + 18𝑟 + 3) (16) 

where 𝑟 = ⅆ ⅆ𝑚⁄ , and ⅆ is the Euclidean distance between the current nodal density and the other nodal 

density located at the local support domain. ⅆ𝑚 is the radius of the local support domain which indicates 

the scale of the local support domain, as shown in Fig. 2 (a). It can be seen that the smoothed nodal densities 

by the Shepard function can meet the necessary conditions for a physically meaningful material density: 1) 

Non-negativity 2) Strict-bounds [0, 1]. It is also important to notice that the Shepard function for the nodal 

densities is not a processing procedure as a heuristic filtering scheme, and it will be considered in the next 

optimization formulation. 

3.2 NURBS for the construction of the DDF 

The NURBS basis functions are linearly combined with the smoothed nodal densities to construct the DDF. 

Assuming that the DDF in the structural design domain is denoted by 𝒳(𝜉, 𝜂, 𝜁), given as: 

𝒳(𝜉, 𝜂, 𝜁) =∑∑∑𝑅𝑖,𝑗,𝑘
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁)𝒢(𝜌𝑖,𝑗,𝑘)

𝑙

𝑘=1

𝑚

𝑗=1

𝑛

𝑖=1

 (17) 
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It can be seen that Eq. (17) for the DDF has the same mathematical formulation for NURBS solid in Eq. 

(5). The key difference is located at the physical meanings of control coefficients. In Eq. (5), the control 

coefficients correspond to the physical coordinates of control points, but the coefficients in Eq. (17) are the 

physical densities on control points. Hence, the geometry parametrization using the NURBS solid for the 

3D Bridge-type structure is converted into a physical representation by the DDF for the design domain. Eq. 

(17) is the global form of the DDF. This form can be expanded as a local form depended on the local support 

domain of the current knot (𝜉, 𝜂, 𝜁) ∈ [𝜉𝑖 , 𝜉𝑖+1] × [𝜂𝑗, 𝜂𝑗+1] × [𝜁𝑘 , 𝜁𝑘+1], that 

𝒳(𝜉, 𝜂, 𝜁) = ∑ ∑ ∑ 𝑅𝑒,𝑓,𝑔
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁)𝒢(𝜌𝑒,𝑓,𝑔)

𝑘

𝑔=𝑘−𝑟

𝑗

𝑓=𝑗−𝑞

𝑖

𝑒=𝑖−𝑝

 (18) 

It can be easily seen that the properties 1 to 3 of the NURBS basis functions described in Section 2.1 ensure 

the DDF with two properties: 1) the Nonnegativity; 2) Strict bounds. Hence, the DDF in Eq. (18) can be 

featured with the strict physical meanings in the next optimization formulation. It is important to note that 

the NURBS basis functions do not satisfy the interpolation property, which has no influence on the DDF. 

The main reason is that control points are not necessary on the structural design domain. The nodal densities 

only work as control coefficients in the combination with the NURBS basis functions to construct the DDF. 

This is the key difference compared to the previous works where material density functions are developed 

by Lagrange polynomials [31–37]. Meanwhile, the variation diminishing property of NURBS can remove 

the oscillatory of Lagrange polynomials [38,39], which ensure the sufficient smoothness and continuity of 

the DDF. Inspired by [43], the current work also employs NURBS to construct material density distribution 

function, but its smoothness and continuity are improved. Hence, the DDF will be more beneficial to the 

latter development of the ITO formulation. 

In the Galerkin IGA formulation, the system stiffness matrix and load vector are achieved by assembling 

the local stiffness matrix and load vector, respectively. The design domain is discretized by a series of IGA 

elements. The evaluation of the IGA element stiffness matrix is performed by the Gauss quadrature. In the 

physical space, the IGA element stiffness matrix and force vector are calculated by: 

{
 
 

 
 𝐊𝑒 = ∫ 𝐁𝑇𝐃𝐁

Ω𝑒

ⅆΩ𝑒                                 

𝐅𝑒 = ∫ 𝐟𝑅
Ω𝑒

ⅆΩ𝑒 +∫ 𝐡𝑅
Γ𝑁
𝑒

ⅆΓ𝑁
𝑒 − 𝐊𝑒𝐠𝑒

 (19) 
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where Ω𝑒 is the physical domain of the IGA element, as shown in Fig. 2, Γ𝑁
𝑒 is the Neumann boundary 

condition of the IGA element and 𝐠𝑒 is the Dirichlet boundary condition. 𝐁 is the strain-displacement 

matrix calculated by partial derivatives of NURBS basis functions, as given in Eq. (11). The iso-parametric 

formulation has been employed to evaluate the element stiffness matrix. As presented in Fig. 2, a mapping 

𝐗: Ω̂𝑒 → Ω𝑒 from the parametric space to the physical space and an affine mapping 𝐘: Ω̃𝑒  → Ω̂𝑒 from the 

bi-unit parent element to the element in the parametric space are defined. The integral for the IGA element 

stiffness matrix is pulled back first onto the parametric element and then onto the bi-unit parent element, 

which contains the inverses of the two mappings, by: 

𝐊𝑒 = ∫ 𝐁𝑇𝐃𝐁|𝑱1||𝑱2|
Ω̃𝑒

ⅆΩ̃𝑒 (20) 

where 𝑱1 and 𝑱2 are Jacobi matrices of the two mappings, respectively. As shown in Fig. 2, all the Gauss 

quadrature points in the IGA mesh and a 3 × 3 of the Gauss quadrature points in each IGA element are 

both displayed, which are denoted by the black dots. The detailed numerical computation of the element 

stiffness matrix is expressed by: 

𝐊𝑒 =∑∑∑{𝐁𝑇(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘)𝐃𝐁(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘)|𝑱1(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘)||𝑱2(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘)|𝜔𝑖𝜔𝑗𝜔𝑘}

3

𝑘=1

3

𝑗=1

3

𝑖=1

 (21) 

 
Fig. 2. Cross-sectional view of the IGA mesh for the 3D Bridge-type structure 

where 𝜔𝑖, 𝜔𝑗 and 𝜔𝑘 are the corresponding quadrature weights. In MDMs, the elasticity property of the 

isotropic material is assumed to be a power function of material density with a penalty parameter. Hence, 

the IGA element stiffness matrix should be expressed by a function of the densities at the Gauss quadrature 

points, rather than the constant element density [31–36], as follows: 
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𝐊𝑒 =∑∑∑{𝐁𝑇(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘) (𝒳(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘))
𝛾

𝐃0𝐁(𝜉𝑖, 𝜂𝑗 , 𝜁𝑘)|𝑱1||𝑱2|𝜔𝑖𝜔𝑗𝜔𝑘}

3

𝑘=1

3

𝑗=1

3

𝑖=1

 (22) 

where 𝒳 is the density of the (𝜉𝑖, 𝜂𝑗 , 𝜁𝑘) Gauss quadrature point, and 𝛾 is the penalization parameter. 

𝐃0 is the elastic tensor matrix for the solid density. 

4 Isogeometric topology optimization (ITO) 

4.1 ITO formulation to minimize static compliance 

In this Section, the DDF is adopted to develop the ITO formulation, with the IGA applied to calculate the 

related structural responses. Hence, the ITO formulation will iteratively optimize the density distribution 

represented by the DDF in the design domain, until the topology has the optimal stiffness performance. As 

already given in Section 3, nodal densities are control coefficients in the DDF. Here, nodal densities work 

as design variables at here to evolve the DDF during the optimization, given as: 

{
 
 
 

 
 
 
𝐹𝑖𝑛ⅆ: 𝜌𝑖,𝑗,𝑘 (𝑖 = 1,2,⋯ , 𝑛; 𝑗 = 1,2,⋯ ,𝑚; 𝑘 = 1,2,⋯ , 𝑙)

𝑀𝑖𝑛: 𝐽(𝐮,𝒳) =
1

2
∫𝜺(𝐮)𝑇𝐃(𝒳(𝜉, 𝜂, 𝜁))𝜺(𝐮)
Ω

ⅆΩ             

𝑆. 𝑡: 

{
 
 

 
 𝐺(𝒳) =

1

|Ω|
∫𝒳(𝜉, 𝜂, 𝜁)𝜐0
Ω

ⅆΩ − 𝑉0 ≤ 0    

𝑎(𝐮, 𝛿𝐮) = 𝑙(𝛿𝐮), 𝐮|Γ𝐷 = 𝐠, ∀𝛿𝐮 ∈ 𝐻1(Ω)

0 ≤ 𝜌𝑖,𝑗,𝑘 ≤ 1                                                     

            

 (23) 

where 𝜌𝑖,𝑗,𝑘 is the initial nodal densities at control points, and 𝐽 is the objective function defined by the 

structural mean compliance. 𝐺 is the volume constraint. 𝜐0 is the volume fraction of solids and 𝑉0 is the 

maximum material consumption. 𝐮 is the unknown displacement field in the design domain Ω, and 𝐠 is 

the prescribed displacement vector on the Dirichlet boundary Γ𝐷. 𝛿𝐮 is the virtual displacement field 

belonging to the kinematically admissible space 𝐻1(Ω). 𝑎 and 𝑙 are the bilinear energy and linear load 

functions, respectively, defined by: 

{
 
 

 
 𝑎(𝐮, 𝛿𝐮) = ∫𝜺(𝐮)𝑇𝐃(𝒳(𝜉, 𝜂, 𝜁))𝜺(𝛿𝐮)

Ω

ⅆΩ

𝑙(𝛿𝐮) = ∫𝐟𝛿𝐮
Ω

ⅆΩ +∫ 𝐡𝛿𝐮
Γ𝑁

ⅆΓ𝑁                  
 (24) 

where 𝐟 is the body force and 𝐡 is the boundary traction on the Neumann boundary Γ𝑁. 

4.2 Design Sensitivity analysis 

In Eq. (23), the first-order derivative of the objective function with respect to the DDF is firstly given by: 
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𝜕𝐽

𝜕𝒳
= ∫𝜺(𝐮̇)𝑇𝐃(𝒳(𝜉, 𝜂, 𝜁))𝜺(𝐮)

Ω

ⅆΩ +
1

2
∫ 𝜺(𝐮)𝑇

𝜕𝐃(𝒳)

𝜕𝒳
𝜺(𝐮)

Ω

ⅆΩ (25) 

where 𝐮̇ is the derivative of the displacement field with respect to the DDF. Performing the derivative on 

both sides of the equilibrium state equation given in Eq. (24), given by: 

{
 
 

 
 
𝜕𝑎

𝜕𝒳
= ∫𝜺(𝐮̇)𝑇𝐃𝜺(𝛿𝐮)

Ω

ⅆΩ +∫𝜺(𝐮)𝑇𝐃𝜺(𝛿𝐮̇)
Ω

ⅆΩ +∫ 𝜺(𝐮)𝑇
𝜕𝐃(𝒳)

𝜕𝒳
𝜺(𝛿𝐮)

Ω

ⅆΩ

𝜕𝑙

𝜕𝒳
= ∫𝐟𝛿𝐮̇

Ω

ⅆΩ +∫ 𝐡𝛿𝐮̇
Γ𝑁

ⅆΓ𝑁                                                                                       

 (26) 

where 𝛿𝐮̇ is the derivative of the virtual displacement field with respect to the DDF 𝒳. Considering that 

𝛿𝐮̇ ∈ 𝐻1(Ω), the corresponding equilibrium state equation is given as: 

∫𝜺(𝐮)𝑇𝐃(𝒳)𝜺(𝛿𝐮̇)
Ω

ⅆΩ = ∫𝐟𝛿𝐮̇
Ω

ⅆΩ +∫ 𝐡𝛿𝐮̇
Γ𝑁

ⅆΓ𝑁 (27) 

Substituting Eq. (27) into Eq. (26) and eliminating all the terms containing 𝛿𝐮̇, and a much more compact 

form of Eq. (26) can be obtained, as: 

∫𝜺(𝐮̇)𝑇𝐃(𝒳)𝜺(𝛿𝐮)
Ω

ⅆΩ = −∫ 𝜺(𝐮)𝑇
𝜕𝐃(𝒳)

𝜕𝒳
𝜺(𝛿𝐮)

Ω

ⅆΩ (28) 

It is known that the static compliance problems are self-adjoint [1]. Eq. (28) can be expanded as a form: 

∫𝜺(𝐮̇)𝑇𝐃(𝒳)𝜺(𝐮)
Ω

ⅆΩ = −∫ 𝜺(𝐮)𝑇
𝜕𝐃(𝒳)

𝜕𝒳
𝜺(𝐮)

Ω

ⅆΩ (29) 

Substituting Eq. (29) into Eq. (25). The first-order derivative of the objective function with respect to the 

DDF is gained, explicitly by: 

𝜕𝐽

𝜕𝒳
= −

1

2
∫ 𝜺(𝐮)𝑇

𝜕𝐃(𝒳)

𝜕𝒳
𝜺(𝐮)

Ω

ⅆΩ (30) 

It can be easily seen that the final form of the sensitivity of the optimized objective function depends on the 

derivative of the elastic tensor with respect to the DDF. In Eq. (22), material elastic tensor is an exponential 

function of the DDF, and the derivative of the objective with respect to the DDF is expressed as: 

𝜕𝐽

𝜕𝒳
= −

1

2
∫𝜺(𝐮)𝑇𝛾𝒳𝛾−1𝐃0𝜺(𝐮)
Ω

ⅆΩ (31) 

Similarly, the first-order derivative of the volume constraint with respect to the DDF is given as: 

𝜕𝐺

𝜕𝒳
=

1

|Ω|
∫𝜐0
Ω

ⅆΩ (32) 
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In Section 3, the DDF is constructed by the NURBS basis functions with the smoothed nodal densities, and 

the smoothed nodal densities are developed by the Shepard function. The first-order sensitivity of the DDF 

with respect to the smoothed nodal densities of control points are derived by: 

𝜕𝒳(𝜉, 𝜂, 𝜁)

𝜕𝒢(𝜌𝑖,𝑗,𝑘)
= 𝑅𝑖,𝑗,𝑘

𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁) (33) 

where 𝑅𝑖,𝑗,𝑘
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁) denote the NURBS basis function at the computational point (𝜉, 𝜂, 𝜁). In Eq. (14), 

the derivatives of the smoothed nodal densities with respect to nodal densities can be expressed by: 

𝜕𝒢(𝜌𝑖,𝑗,𝑘)

𝜕𝜌𝑖,𝑗,𝑘
= 𝜓(𝜌𝑖,𝑗,𝑘) (34) 

where 𝜓(𝜌𝑖,𝑗,𝑘) is the value of the Shepard function at the current control point (𝑖, 𝑗, 𝑘). It is important to 

note that the above computational point (𝜉, 𝜂, 𝜁) is different from the control point (𝑖, 𝑗, 𝑘). The control 

points may be not on the domain and only work as control coefficients to construct the DDF. However, the 

computational points are located at the design domain. In the current formulation, the computational points 

are the Gauss quadrature points. The first-order derivatives of the objective and constraint functions with 

respect to nodal densities are derived based on the chain rule, and the final detailed form of the first-order 

derivatives is explicitly described by: 

{
 
 

 
 

𝜕𝐽

𝜕𝜌𝑖,𝑗,𝑘
= −

1

2
∫𝜺(𝐮)𝑇𝛾(𝒳(𝜉, 𝜂, 𝜁))

𝛾−1
𝑅𝑖,𝑗,𝑘
𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁)𝜓(𝜌𝑖,𝑗,𝑘)𝐃0𝜺(𝐮)

Ω

ⅆΩ

𝜕𝐺

𝜕𝜌𝑖,𝑗,𝑘
=

1

|Ω|
∫𝑅𝑖,𝑗,𝑘

𝑝,𝑞,𝑟(𝜉, 𝜂, 𝜁)𝜓(𝜌𝑖,𝑗,𝑘)𝜐0
Ω

ⅆΩ                                                     

 (35) 

It can be seen that the first-order derivatives of the objective function are negative due to the nonnegativity 

of the NURBS basis functions and the Shepard function. Meanwhile, the sensitivity analysis in Eq. (35) is 

cost-effective, due to the fact that the Shepard function and NURBS basis functions are only dependent on 

the spatial locations of the control points and Gauss quadrature points, respectively. They can be pre-stored 

during the optimization for continuum structures. 

5 Numerical implementations 

The OC method [57] is applied to solve the formulation due to its superior characteristic for the optimization 

problems with a large number of design variables and only a few constraints. An efficient heuristic updating 

scheme is given and the detailed formulation can refer to [16,21,23], as: 
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𝜌𝑖,𝑗,𝑘
(𝜗+1) =

{
  
 

  
 𝑚𝑎𝑥 {(𝜌𝑖,𝑗,𝑘

(𝜗) −𝑚), 𝜌𝑚𝑖𝑛} , 𝑖𝑓 (𝛱𝑖,𝑗,𝑘
(𝜗) )

𝜍

𝜌𝑖,𝑗,𝑘
(𝜗) ≤ 𝑚𝑎𝑥 {(𝜌𝑖,𝑗,𝑘

(𝜅) −𝑚), 𝜌𝑚𝑖𝑛}

(𝛱𝑖,𝑗,𝑘
(𝜗) )

𝜍

𝜌𝑖,𝑗,𝑘
(𝜗) , 𝑖𝑓 {

𝑚𝑎𝑥 {(𝜌𝑖,𝑗,𝑘
(𝜗)

−𝑚), 𝜌𝑚𝑖𝑛} < (𝛱𝑖,𝑗,𝑘
(𝜗)
)
𝜍

𝜌𝑖,𝑗,𝑘
(𝜗)

< 𝑚𝑖𝑛 {(𝜌𝑖,𝑗,𝑘
(𝜗) +𝑚), 𝜌𝑚𝑎𝑥}

}

𝑚𝑖𝑛 {(𝜌𝑖,𝑗,𝑘
(𝜗) +𝑚), 𝜌𝑚𝑎𝑥} , 𝑖𝑓 𝑚𝑖𝑛 {(𝜌𝑖,𝑗,𝑘

(𝜗) +𝑚), 𝜌𝑚𝑎𝑥} ≤ (𝛱𝑖,𝑗,𝑘
(𝜗) )

𝜍

𝜌𝑖,𝑗,𝑘
(𝜗)

}
  
 

  
 

 (36) 

where 𝑚 𝑎𝑛ⅆ 𝜍 are the move limit and the damping factor, respectively. 𝛱𝑖,𝑗,𝑘
(𝜗)

 is the updating factor for 

the (𝑖, 𝑗, 𝑘) design variable at the 𝜗𝑡ℎ iterative step. 

𝛱𝑖,𝑗,𝑘
(𝜗) = −

𝜕𝐽

𝜕𝜌𝑖,𝑗,𝑘
𝑚𝑎𝑥 (𝜇, 𝛬(𝜗)

𝜕𝐺

𝜕𝜌𝑖,𝑗,𝑘
)⁄  (37) 

where 𝜇 is a very small positive constant to avoid the zero in the denominator. 𝛬(𝜗) is the Lagrange 

multiplier at the 𝜗𝑡ℎ iteration step, which is updated by a bi-sectioning algorithm [1]. 

The flowchart of the current developed IGATO framework is displayed in Fig. 3. The main parts are given 

within red boxes, namely: (1) The geometrical model constructed by NURBS; (2) The development of the 

numerical analysis model (the IGA mesh); (3) The improvement of the smoothness of the nodal densities 

by the Shepard function; (4) The construction of the DDF using NURBS for 2D and 3D; (5) The evaluation 

of the unknown structural responses by the NURBS-based IGA; (6) The evolving of the DDF. 

 
Fig. 3. The flowchart of the ITO method 

6. Numerical Examples 

In this section, several numerical examples in 2D and 3D are provided to demonstrate the effectiveness and 

efficiency of the developed ITO method. The classic cantilever beam is firstly studied to show the benefits 
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of the refined DDF during the optimization. Then, a quarter annulus with the curved design domain, and a 

complex structure meshed by multiple patches in IGA, as well as a 3D Michell structure and 3D Bridge-

type structure, are discussed to present the effectiveness of the ITO method. In all examples, the Young’s 

moduli for solid materials are defined as 1. The Poisson’s ratio is set to be 0.3. The imposed point load 

magnitude is defined as 1. The Gauss quadrature points with 3×3 (2D) or 3×3×3 (3D) are chosen in each 

IGA element. Meanwhile, it is noted that no extra filtering schemes are contained. The penalty factor 𝛾 is 

defined as 3. The terminal criterion is that the 𝐿∞ norm of the difference of the nodal densities between 

two consecutive iterations is less than 1% or the maximum 150 iteration steps are reached. 

6.1 Cantilever beam 

The structural design domain of the cantilever beam with the loads and boundary conditions is defined in 

Fig. 4 (a), and two indices L and H are defined as 10 and 5, respectively. The NURBS surface to model the 

cantilever beam with the control net of points is displayed in Fig. 4 (b) and the IGA mesh to discrete the 

design domain with Gauss quadrature points is shown in Fig. 4 (c). The related modeling details are attached 

below Fig. 4. The allowable material volume fraction 𝑉0 is set as 30%. As shown in Fig. 5 (a), an initial 

set of the nodal densities is provided, and all values are equal to 1. The corresponding densities at Gauss 

quadrature Points are presented in Fig. 5 (b), and the DDF of the cantilever beam is displayed in Fig. 5 (c). 

 
Fig. 4. Cantilever beam: IGA elements 100 × 50; Ξ = {0,0,0,0,0.01,⋯ ,0.99,1,1,1,1}, ℋ =

{0,0,0,0,0.02,⋯ ,0.98,1,1,1,1}; 𝑛 = 103,𝑚 = 𝑙 = 53; 𝑝 = 𝑞 = 3. 

 
Fig. 5. The initial design of cantilever beam 
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The optimized results are displayed in Fig. 6, including the optimized distribution of nodal densities at the 

control points in Fig. 6 (a), densities at Gauss quadrature points in Fig. 6 (b) and the DDF in Fig. 6 (c). As 

we can see, the optimized response surface of the DDF is characterized with the sufficient smoothness and 

continuity, which will be beneficial to represent the structural topology. As already pointed out in Section 

3, it mainly originates from the Shepard function and NURBS basis functions. The former can guarantee 

the overall smoothness of nodal densities at control points. The latter makes sure the high-order continuity 

of the DDF, considerably depended on the orders of NURBS basis functions. Meanwhile, the intermediate 

results of the DDF during the optimization from iterations 1 to 85 are also shown in Fig. 7. As we can see, 

the updating of the DDF in the optimization is featured with the high stability. 

 
Fig. 6. The optimized results of cantilever beam 

 
Fig. 7. The intermediate DDFs 

As displayed in Fig. 6, the optimized densities in the DDF mostly approach the lower or upper bounds, 

namely 0 or 1. In order to achieve an appropriate architecture of the cantilever beam, a heuristic criterion 
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is introduced to define the structural topology using the optimized DDF. The corresponding mathematical 

model is expressed in Eq. (38), as: 

{

0 ≤ 𝒳(𝜉, 𝜂) < 𝒳𝑐 𝑣𝑜𝑖ⅆ

𝒳(𝜉, 𝜂) = 𝒳𝑐 𝑏𝑜𝑢𝑛ⅆ𝑎𝑟𝑦

𝒳𝑐 < 𝒳(𝜉, 𝜂) ≤ 1 𝑠𝑜𝑙𝑖ⅆ

 (38) 

where 𝒳𝑐 is a constant. Hence, structural boundaries of the optimized topology are expressed by the iso-

contour of the response surface expressed by the DDF. The densities smaller than 𝒳𝑐 of the DDF denote 

voids in the optimized topology and the DDF with the densities larger than 𝒳𝑐 describe the solids. It can 

be easily seen that the heuristic scheme to define the structural topology using the DDF is analogous to the 

LSM [6–8]. However, it is noted that the proposed ITO method for the optimization of continuum structures 

is not developed in a framework of the Hamilton-Jacobi partial differential equation. The mechanism in Eq. 

(38) can be just viewed as a post-processing scheme to define the topology. The core of the developed ITO 

method is the optimization of the sufficiently smooth and continuous DDF. 

In this work, 𝒳𝑐 = 0.5 is a relatively suitable value to define the topology using the DDF, owing to the 

optimized densities of the DDF are mostly distributed nearly 0 or 1. The final topology of the cantilever 

beam is provided in the second column of Table 1, and densities at Gauss quadrature points with the values 

larger than 0.5 in a 2D view are also given in Table 1. It can be easily seen that the 2D view with 𝒳 ≥ 0.5 

is analogous to the topology. A minor difference is that the topology is featured with the sufficiently smooth 

boundaries and clear interfaces between the solids and voids. Meanwhile, the optimized objective function 

and the total iterative step are also given, namely Obj = 129.88 and Num = 85. A limited number of the 

iterations to arrive at the convergent condition displays the high efficiency of the ITO method. Additionally, 

the well-known numerical artifacts, such as the checkerboards, zig-zag or wavy boundaries, islanding or 

layering structures, can be effectively eliminated in the optimized topology. 

Table 1. The optimized results of the cantilever beam 

The 2D-view DGQP Topology Obj Num 

  

129.88 85 

Finally, the iterative curves for the objective function and volume fraction are displayed in Fig. 8, with the 

red curve to represent the evolving of the objective function and the blue curve to show the variation of the 
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volume fraction. It can be easily seen that the convergent curves are characterized with a clear, smooth and 

fast convergence, which shows the effectiveness and efficiency of the ITO method. It should be noted that 

iterative curve of the volume fraction in Fig. 8 denotes the evolving of the DDF, rather than the topology. 

The intermediate results of the topology are also provided in Fig. 8. After the optimization, we re-calculate 

the volume fraction in terms of the topology, where the densities should be re-computed by modifying the 

DDF, that is 𝒳 ← 1 (𝑖𝑓 𝒳 ≥ 0.5) 𝑎𝑛ⅆ 𝒳 ← 0 (𝑖𝑓 𝒳 < 0.5). The volume fraction of the topology is equal 

to 30.25%, which is slightly different from the prescribed maximum volume fraction 𝑉0 = 30%. Hence, 

the constant 𝒳𝑐 = 0.5 is an appropriate value in the definition of the topology using the DDF. 

 
Fig. 8. Convergent histories 

6.1.1 Discussions of mesh dependency 

In this subsection, we provide the extensive discussions of the influence of the IGA mesh. The knot vectors 

in three cases are listed in Table 2, and the corresponding IGA meshes have 80×40, 120×60 and 140×70 

elements in cases 1, 2 and 3, respectively. The numbers of control points are 83×43, 123×63 and 143×73, 

respectively. The maximum material volume fraction is still set as 30%. 

Table 2. Knot vectors in three cases 

Case Knot vectors 

1 Ξ = {0,0,0,0,0.0125,⋯ ,0.9875,1,1,1,1}, ℋ = {0,0,0,0,0.0250,⋯ ,0.9750,1,1,1,1} 

2 Ξ = {0,0,0,0,0.0083,⋯ ,0.9917,1,1,1,1}, ℋ = {0,0,0,0,0.0167,⋯ ,0.9833,1,1,1,1} 

3 Ξ = {0,0,0,0,0.0071,⋯ ,0.9929,1,1,1,1}, ℋ = {0,0,0,0,0.0143,⋯ ,0.9857,1,1,1,1} 

The initial values of nodal densities at control points are still defined to be 1. The optimized results of three 

cases are presented in Fig. 9, including densities at Gauss quadrature points, the 2D view of densities with 

the values larger than 0.5, the DDF and the topology. The corresponding numerical results in three cases, 
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consisting of the optimized objective function, the total iterations, the volume fraction of the topology are 

listed in Table 3, respectively. As we can see, the optimized DDFs and topologies in three cases are mostly 

identical, which demonstrates the ability of the ITO method to eliminate the mesh dependency. The main 

cause is that the NURBS for the representation of the DDF has the intrinsic filter [46]. As discussed in [46], 

the filter scale is dependent on the orders of NURBS basis functions and the knot spans in all parametric 

directions. Moreover, the topology in Case 3 with the finest IGA mesh has the best stiffness performance, 

and its volume fraction is also closest to the prescribed maximum material consumption 30%, while more 

iterations are required to meet the convergent criterion owing to the increasing of design variables. In terms 

of choosing the IGA mesh in the optimization, it is also a trade-off between the computational cost and 

numerical precision. Generally speaking, a mesh with 100×50 is a great choice. 

 
Fig. 9. The optimized results in three cases 

Table 3. The numerical results in three cases 

Case 1 with a mesh 80×40 Case 2 with a mesh 120×60 Case 3 with a mesh 140×70 

Obj Num Vol Obj Num Vol Obj Num Vol 

144.33 67 30.56% 122.08 86 30.16% 117.01 101 30.07% 

6.1.2 Discussions of the Shepard function 

In this subsection, two numerical cases are performed to address the influence of the Shepard function on 

the optimization, where the construction of the DDF does not employ the Shepard function to improve the 

smoothness of nodal densities. Two cases have different orders of NURBS basis functions, namely the 1-

order basis functions in Case 1 and 3-order in Case 2. Other parameters are consistent with the first example, 

and the initial design of the cantilever beam in Fig. 5 is utilized in two cases. 

The optimized results of two cases are provided in Table 4, including the DDF, the topology, the objective 

function, the total steps, and the volume fraction of the topology. It can be seen that the optimized results 
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in Case 1 are featured with “islanding” or “layering” structures, “zig-zag” or wavy structural boundaries. 

However, the numerical issue of the “islanding” or “layering” structures is removed in the final topology 

of Case 2. In order to show the influence of the Shepard function and the order of basis functions on the 

“islanding” and “layering” numerical artifact in detail, the intermediate topologies in Cases 1 and 2 are 

presented in Fig. 10, respectively. As we can see, the “islanding” and “layering” structures are easily 

occurred during the optimization in Case 1, as shown in Fig. 10 (ac), (ad) (ae) and (af). The NURBS filter 

is inactive in the elimination of the numerical issue, if the order is equal to 1 [46]. Elevating the order of 

the NURBS basis functions can increase the filter scale. As shown in Fig. 10 (bd), the formed “islanding” 

and “layering” structures in Case 2 can be removed in the final topology. 

Table 4. The optimized results in two cases 

Case 1 with 1-order 

DDF Topology Obj Num Vol 

  

111.86 None 30.88% 

Case 2 with 3-order 

  

119.45 None 30.49% 

 
Fig. 10. Intermediate topologies 

As shown in Table 4, the “zig-zag” or wavy structural boundaries are existed in the optimized topologies 

of Cases 1 and 2, which introduce some difficulties for the latter manufacturing. Similar to the results in 
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[43] where densities at control points are applied to represent the structural topology, the wavy and blurry 

structural boundaries are also occurred, due to a fact that the overall smoothness of nodal densities is not 

improved. Meanwhile, the optimizations in two cases are not stable, and the final change of nodal densities 

between consecutive steps cannot satisfy the defined criterion. Hence, we can confirm that it is imperative 

to consider the Shepard function in the construction of the DDF, not only ensure the sufficient smoothness 

and continuity, but also improve the stability of the optimization. 

6.1.3 Discussions of the initial design 

In this subsection, the influence of the initial design on the optimization will be investigated in three cases, 

where three different initial designs of nodal densities are employed, as shown in Fig. 11. As we can see, 

nodal densities are homogenously distributed and equal to 0.5 and 0.3, respectively. In the initial design 3, 

the definition of nodal densities is not uniformly configured in the structural design domain, with a part of 

nodal densities equal to 0. Other design parameters keep consistent with the first example, shown in Fig. 4. 

The maximum material consumptions in three cases are equal to 30%. 

 

Fig. 11. Nodal densities at control points in three cases 

The optimized designs in three cases are given in Fig. 12, including the optimized densities at Gauss points, 

the DDF and the topology. It can be easily seen that the optimized topologies are mostly identical in three 

cases, and only the topology in case 3 has the minor difference. The related numerical results of three cases 

are listed in Table 5, containing the optimized objective function, the total convergent steps and the volume 

fraction of the topology. As we can see, the objective functions in three cases are mostly identical, and only 

Case 3 has a larger structural mean compliance, namely 131.32. We can confirm that the initial design of 

nodal densities in a homogenous distribution has a negligible effect on the latter optimization, as shown in 

Table 1 and Fig. 12. Moreover, the homogenous nodal densities are beneficial to the latter optimization of 

structures, and the non-uniform distributed nodal densities might lead to a local optimum. 

Table 5. The numerical results in three cases 

Case 1 with the initial design 1 Case 2 with the initial design 2 Case 3 with the initial design 3 

Obj Num Vol Obj Num Vol Obj Num Vol 

130.15 72 30.12% 130.08 71 30.12% 131.32 82 30.54% 
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Fig. 12. The optimized designs in three cases 

6.2 Quarter annulus 

In this subsection, a quarter annulus with the loads and boundary conditions is defined Fig. 13 (a), and two 

indices r and R are set as 5 and 10, respectively. The NURBS surface with control points and the IGA mesh 

with Gauss quadrature points are shown in Fig. 13 (b) and (c), respectively. The maximum material volume 

fraction is set as 40%. The initial design of the quarter annulus is shown in Fig. 14. 

 
Fig. 13. Quarter annulus: IGA elements 100 × 50; Ξ = {0,0,0,0,0.01,⋯ ,0.99,1,1,1,1}, ℋ =

{0,0,0,0,0.02,⋯ ,0.98,1,1,1,1}; 𝑛 = 103,𝑚 = 𝑙 = 53; 𝑝 = 𝑞 = 3. 

 
Fig. 14. The initial design of quarter annulus 

The optimized designs, including densities at Gauss quadrature points, the 2D view of densities larger than 

0.5, the DDF and topology, are shown in Fig. 15. Similar to Section 6.1, the optimized topology is featured 

with the smooth structural boundaries and distinct interfaces between the solids and voids. Meanwhile, the 
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DDF is also featured with the sufficient smoothness and continuity, and the intermediate DDFs during the 

optimization are also shown in Fig. 16. As we can see, the evolving of the DDF is featured with the high 

stability and can quickly reach the defined convergent criterion, which can demonstrate the effectiveness 

and efficiency of the proposed ITO method. 

 
Fig. 15. The optimized results of quarter annulus 

 
Fig. 16. The intermediate DDFs 

 

Fig. 17. Convergent histories 
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Meanwhile, the iterative histories of the objective function and volume fraction of the DDF are also shown 

in Fig. 17. It can be easily seen that the volume fraction of the DDF can quickly arrives at the prescribed 

maximum material consumption. Then, the DDF is gradually advanced to improve the structural stiffness 

performance. The major structural features are formed in the former iterations (nearly 30 steps) and more 

iterations are spent to slightly adjust the geometric details until the optimal structure is obtained. Moreover, 

the intermediate topologies are also attached with the display of the iterative curves, shown in Fig. 17. The 

volume fraction of the final topology is also re-calculated, equal to 40.41%. Hence, we can confirm that the 

heuristic scheme to define the structural topology using the DDF is relatively applicable. 

6.2.1 Discussions of the order of NURBS basis functions 

This subsection aims to address the influence of the order of NURBS basis functions on the optimization 

of the curved structures. The order of the NURBS basis functions is defined in three cases, namely 2, 3 and 

4. The corresponding knot vectors are defined in Table 6. The maximum material consumptions in three 

cases are all defined as 40%. The initial values of nodal densities in three cases are all equal to 1. 

Table 6. Knot vectors in three cases 

Case Knot vectors 

1 Ξ = {0,0,0,0.01,⋯ ,0.99,1,1,1}, ℋ = {0,0,0,0.02,⋯ ,0.98,1,1,1} 

2 Ξ = {0,0,0,0,0.01,⋯ ,0.99,1,1,1,1}, ℋ = {0,0,0,0,0.02,⋯ ,0.98,1,1,1,1} 

3 Ξ = {0,0,0,0,0,0.01,⋯ ,0.99,1,1,1,1,1}, ℋ = {0,0,0,0,0,0.02,⋯ ,0.98,1,1,1,1,1} 

The optimized designs, including densities at Gauss quadrature points, the 2D view of densities larger than 

0.5, the DDF and topology in three cases are displayed in Fig. 18. The numerical results of three cases are 

all listed in Table 7, consisting of the optimized objective function, the total iterations and volume fraction 

of the final topology. It can be easily to find that the optimized topologies in three cases are nearly identical. 

As provided in Table 7, the optimized objective functions in three cases increase with the elevation of the 

order of the NURBS basis functions, owing to the fact that the high-order IGA elements are usually softer 

than the lower-order ones [58]. Meanwhile, it is important to note that the total iterative steps are gradually 

decreased when the order is elevated. The main cause is that the high-order NURBS basis functions can not 

only exactly capture the geometry, but also improve the computational precision, which can enhance the 

stability of the optimization. The iteration can quickly arrive at the convergent criterion. Additionally, the 

volume fractions of the optimized topologies in three cases are nearly equal to 40%. 

Table 7. The numerical results in three cases 

Case 1 with 2-order Case 2 with 3-order Case 3 with 4-order 

Obj Num Vol Obj Num Vol Obj Num Vol 
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108.23 112 40.47% 110.39 97 40.41% 114.07 72 40.12% 

 
Fig. 18. The optimized designs in three cases 

6.3 Complex structure 

In this section, we present the ability of the developed ITO method to optimize the complex structure. It is 

difficult to use a single IGA patch to parametrize the geometry, and multiple patches are required. As shown 

in Fig. 19 (a), a complex structure with the loads and boundary conditions is defined. The structural sizes 

are defined as: L=9, H=5 and 2r=3.75. The corresponding IGA mesh with four patches is also displayed in 

Fig. 19 (b). The maximum volume fraction is set to be 30%. The initial nodal densities at control points are 

defined to be 1. The details of the parametrization are listed below Fig. 19. 

 
Fig. 19. Structural design domain: IGA elements 84 × 49; Ξ = {0,0,0,0,0.0476,⋯ ,0.9524,1,1,1,1}, 

ℋ = {0,0,0,0,0.0204,⋯ ,0.9796,1,1,1,1}; 𝑝 = 𝑞 = 3. 

As shown in Fig. 20, the optimized designs are provided, including densities at Gauss quadrature points, 

the 2D view of densities larger than 0.5, the DDF and the final topology. Similar to Sections 6.1 and 6.2, 

the DDF is featured with the sufficiently smoothness and continuity, and the final topology has the smooth 

structural boundaries and distinct interfaces between the solids and voids. Meanwhile, the iterative histories 

of the objective and constraint functions are displayed in Fig. 21. It can be easily found that the optimized 

topology with the maximum stiffness performance can be quickly found by the ITO method in 75 iterations. 

Hence, the ITO method for the structure parametrized by multiple patches is also featured with the high 
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efficiency and perfect stability. Additionally, the volume fraction of the final topology is equal to 30.36%, 

also nearly equal to the prescribed value 30%, which displays the reasonability of the scheme in Eq. (38). 

 
Fig. 20. The optimized designs 

 
Fig. 21. Convergent histories 

6.4 3D Michell structure 

In this section, the ITO method is applied to optimize 3D structures to demonstrate its utility. As shown in 

Fig. 22 (a), a 3D Michell structure with the loads and boundary conditions is defined, and the corresponding 

NURBS solid and the refined IGA mesh are displayed in Fig. 22 (b) and (c), respectively. The initial model 

and the coarse IGA mesh is attached in Appendix 1, where the corresponding control points are provided 

in Table 10. The maximum volume fraction 𝑉0 is set as 15%, and the initial values of nodal densities are 

also defined to be 1. 

 
Fig. 22. The 3D Michell structure: IGA elements 30 × 30 × 20; Ξ = {0,0,0,0.0333,⋯ ,0.9667,1,1,1}, 

ℋ = {0,0,0,0.0333,⋯ ,0.9667,1,1,1}, 𝒵 = {0,0,0,0.05,⋯ ,0.95,1,1,1}; 𝑝 = 𝑞 = 𝑟 = 2. 
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The optimized results of the 3D Michell structure are provided in Table 8. The 3D view of the densities at 

Gauss quadrature points with the values larger than 0.5 is given in the first column, and the optimized 3D 

topology is displayed in the second column. In order to display the interior details of the topology, a cross-

sectional view of the optimized 3D topology is presented in the final column. It is easily to see the optimized 

3D topology is still featured with the smooth structural boundaries and distinct interfaces between the solids 

and voids. The corresponding iterative curves of the objective function, the volume fraction and the change 

are all shown in Fig. 23. As we can see, the total iterations are equal to 34, which demonstrate the superior 

efficiency of the ITO method to seek the optimized 3D topology. Meanwhile, the advancing of the change 

of nodal densities between two consecutive iterations is very stable. The intermediate topologies of the 3D 

Michell structure are also presented in Fig. 24. Additionally, the volume fraction of the final 3D topology 

is also calculated, equal to 15.31% (also nearly 15%), which also shows the post-definition scheme for the 

topology by the DDF is appropriate. 

Table 8. The optimized results of 3D Michell structure 

3D view of densities Topology Cross-sectional view 

  
 

 
Fig. 23. Convergent histories 

Finally, the optimized topology of the 3D Michell structure can be directly outputted in a “STL.file” format 

and then additively fabricated by the STL technique. The 3D prototypes in three different views are shown 
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in Fig. 25. Hence, a systematic procedure for continuum structures with the optimized stiffness performance 

from the conceptual design stage to the manufacturing phase is realized. 

 
Fig. 24. The intermediate topologies 

 
Fig. 25. 3D printing prototype of the 3D Michell structure 

6.5 3D Bridge-type structure 

In this section, a 3D Bridge-type structure with the curved design domain is discussed. As presented in Fig. 

26, the design domain with the loads and boundary conditions, the NURBS solid and the IGA mesh are all 

provided, respectively. The initial geometry model and the coarse IGA mesh are shown in Fig. 31, and the 

corresponding control points are given in Table 11. The details for the parametrization of the 3D Bridge-

type structure are provided below Fig. 26, including the IGA elements, knot vectors and the orders of the 

NURBS basis functions. The maximum material volume fraction is set as 20%. The initial definition of the 

nodal densities at control points is also equal to 1. 

 
Fig. 26. The 3D Bridge-type structure: IGA elements 64 × 14 × 14;  𝑝 = 3, 𝑞 = 𝑟 = 2; Ξ =

{0,0,0,0,0.0156,⋯ ,0.4844,0.5,0.5,0.5,0.5156,⋯ ,0.9844,1,1,1,1}, ℋ =

{0,0,0,0.0714,⋯ ,0.9286,1,1,1}, 𝒵 = {0,0,0,0.0714,⋯ ,0.9286,1,1,1}. 
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As provided in Table 9, the 3D view of densities at Gauss quadrature points with the values larger than 0.5 

DGQP, the optimized 3D topology and the corresponding cross-sectional view are displayed. Similarly, the 

optimized 3D topology also has the smooth structural boundaries and distinct interfaces between the solids 

and voids, which is beneficial to the latter manufacturing. 

Table 9. The optimized results of the 3D Bridge-type structure 

3D view of densities Topology Cross-sectional view 

   

 
Fig. 27. Convergent histories 

 
Fig. 28. The intermediate topologies 

As shown in Fig. 27, the iterative curves of the objective function, the volume fraction and the difference 

of nodal densities between two consecutive steps are also provided. It can be easily found that the optimized 
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design can be achieved rapidly within 55 iterations and the convergent curves become plateau afterwards, 

which shows the high efficiency and superior stability of the ITO method on the optimization of the 3D 

curved structure. The intermediate topologies in the optimization are also displayed in Fig. 28. A prototype 

with three views of the optimized 3D topology fabricated by the SLS technique is also shown in Fig. 29. 

 
Fig. 29. 3D Printing prototype of the 3D Bridge-type structure 

7 Conclusions 

In the current work, a more effective and efficient ITO method with the enhanced DDF that has desired 

smoothness and continuity is proposed for the design of continuum structures. Two procedures are involved 

in the construction of the DDF, namely the improvement of the overall smoothness of nodal densities and 

the NURBS parametrization. The ITO formulation is developed for the minimization of the structural mean 

compliance, where the DDF together with a simple post-processing scheme is employed to represent the 

topology of the structure, and the IGA is used to evaluate the structural responses. 

Several numerical examples in 2D and 3D are discussed to demonstrate the effectiveness and efficiency of 

the proposed ITO method. It can be easily found that the DDF with the desired smoothness and continuity 

has a significant influence on the optimization of 2D and 3D structures with the rectangular design domain, 

the curved shape and the complex geometry. Meanwhile, the final topologies in all numerical examples are 

featured with smooth boundaries and distinct interfaces between the solids and voids. The optimization of 

3D structures presents the effectiveness of the ITO method and the topologically optimized 3D designs are 

prototyped using the SLS technique. 

Appendix 

Appendix 1. Data of the 3D Michell structure 

 
Fig. 30. The 3D Michell structure 
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Table 10. Control points of the 3D Michell structure 

𝑗 𝑘 𝐏1,𝑗,𝑘 𝐏2,𝑗,𝑘 𝜔1,𝑗,𝑘 𝜔2,𝑗,𝑘 

1 1 (0, 0, 0) (3, 0, 0) 1 1 

2 1 (0, 3, 0) (3, 3, 0) 1 1 

1 2 (0, 0, 2) (3, 0, 2) 1 1 

2 2 (0, 3, 2) (3, 3, 2) 1 1 

Appendix 2. Data of the 3D Bridge-type structure 

 
Fig. 31. The 3D Bridge-type structure 

Table 11. Control points of the 3D Bridge-type structure 

𝑖 𝑗 𝐏𝑖,𝑗,1 𝐏𝑖,𝑗,2 𝜔𝑖,𝑗,1 𝜔𝑖,𝑗,2 

1 1 (0, 0, 0) (0, 1, 0) 1 1 

2 1 (0, 0, √2) (0, 1 √2⁄ , √2) 1 √2⁄  1 √2⁄  

3 1 (2, 0, 2) (2, 1, 2) 1 1 

4 1 (2√2, 0, √2) (2√2, 1 √2⁄ , √2) 1 √2⁄  1 √2⁄  

5 1 (4, 0, 0) (4, 1, 0) 1 1 

1 2 (1, 0, 0) (1, 1, 0) 1 1 

2 2 (1 √2⁄ , 0, 1 √2⁄ ) (1 √2⁄ , 1 √2⁄ , 1 √2⁄ ) 1 √2⁄  1 √2⁄  

3 2 (2, 0, 1) (2, 1, 1) 1 1 

4 2 (3 √2⁄ , 0, 1 √2⁄ ) (3 √2⁄ , 1 √2⁄ , 1 √2⁄ ) 1 √2⁄  1 √2⁄  

5 2 (3, 0, 0) (3, 1, 0) 1 1 
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