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**ABSTRACT**

A Bayesian approach termed the BAyesian Least Squares Optimization with Nonnegative $L_1$-norm constraint (BALSON) is proposed. The error distribution of data fitting is described by Gaussian likelihood. The parameter distribution is assumed to be a Dirichlet distribution. With the Bayes rule, searching for the optimal parameters is equivalent to finding the mode of the posterior distribution. In order to explicitly characterize the nonnegative $L_1$-norm constraint of the parameters, we further approximate the true posterior distribution by a Dirichlet distribution. We estimate the moments of the approximated Dirichlet posterior distribution by sampling methods. Four sampling methods have been introduced and implemented. With the estimated posterior distributions, the original parameters can be effectively reconstructed in polynomial fitting problems, and the BALSON framework is found to perform better than conventional methods.

**Index Terms**— Bayesian learning, least squares optimization, $L_1$-norm constraint, Dirichlet distribution, sampling method

**1. INTRODUCTION**

In machine learning and statistics, the least squares optimization (LSO), which is one of the unconstrained optimization problems, includes the residual sum of squares (RSS) errors as the objective function. This optimization can be proved and solved by the algorithms with low computational complexity [1]. On this foundation, introduction of constraint conditions is beneficial to achieve the numerical stability and increase the predictive performance.

With the probabilistic interpretation, the LSO problem with the RSS objective function is usually treated as Gaussian likelihood, and the constraint is considered as prior distribution. Combining the likelihood function and prior distribution with the Bayes theorem, finding the optimal solution to the constrained LSO problem is then equivalent to calculating the mode of the posterior distribution. This is a maximum $a$ posteriori (MAP) solution to the constrained LSO problem.

Sparsity is a common constraint to make the objective function depend on only a small number of model parameters. $L_1$-norm regularizations are the commonly used constraints for sparsity. With the $L_1$-norm constraint, the prior distribution is assumed to be a Laplacian [2, 3, 4, 5]. Chien [6] proposed a Bayesian framework based on the Laplace prior of model parameters for sparse representation of sequential data. Finding the mode of the posterior distribution for Gaussian likelihood and Laplacian prior can solve the sparse optimization problem with numerical simulation.

There exists another type of regularization with nonnegative $L_1$-norm constraint, i.e., the regularization term contains nonnegative elements only. Nonnegative constraint plays an important role for solving the general nonnegative linear or nonlinear programming problems in physics (for example, fluid physics) [7] and engineering applications (for example, hyperspectral image processing, audio processing, web documents analysis, and bioinformatics data processing) [6, 8, 9]. In this case, Laplacian assumption cannot describe the constraint well as it has negative support.

In this paper, we propose a Bayesian learning framework to solve this LSO problem with nonnegative $L_1$-norm constraint. In order to capture the distribution for the constraint term precisely, the Dirichlet distribution is applied. Bhattacharya et al. [10] introduced Dirichlet-Laplace priors for optimal shrinkage. Sato et al. [11] used the parametric mixture model with Dirichlet prior for knowledge discovery of multiple-topic document. Since combining the Gaussian likelihood for the model residual and the Dirichlet prior for the model parameters does not lead to a Dirichlet posterior, this paper approximates the posterior distribution with a Dirichlet distribution. Therefore, the optimal solution to LSO problem
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with nonnegative $L_1$-norm constraint can be solved by finding the mode of the approximated Dirichlet posterior distribution.

However, there is no analytically tractable solution to find the parameters of this approximated Dirichlet posterior distribution. Sampling is an available method to analyze the statistical property of posterior distributions. Girolami et al. [12] used the importance sampling to calculate the corresponding moments with respect to the posterior distribution over the Dirichlet parameters. In addition to the importance sampling, other sampling methods including the rejection sampling [13] can also be applied. We propose an approach, called BAyesian Least Squares Optimization for Nonnegative $L_1$-norm constrain (BALSON), which utilizes sampling methods to approximate the required statistical properties (including mode) of posterior distributions.

2. BAYESIAN LEAST SQUARES OPTIMIZATION WITH NONNEGATIVE $L_1$-NORM CONSTRAINT

2.1. Problem Formulation

In this Section, we propose to convert the optimization of the well-known LSO problem with nonnegative $L_1$-norm constraint into finding the mode of the Gaussian-Dirichlet posterior. An LSO problem with nonnegative $L_1$-norm constraint can be defined as

$$\min_\theta \|y - f(x; \theta)\|_2^2,$$

$$\text{s.t. } \sum_i \theta_i \leq C, \theta_i \geq 0, i = 1, \cdots, K$$

where $x$ is the input of the model, $f(\cdot; \theta)$ is the model function with parameters $\theta = [\theta_1, \cdots, \theta_K]^T$, $y$ is the observed target value, and $C$ is a constant. In this case, the optimization problem is equivalent to

$$\min_\theta \|y - f(x; \theta)\|_2^2 + \lambda \Theta^T \theta,$$

$$\text{s.t. } \theta_i \geq 0, i = 1, \cdots, K$$

where $\lambda$ is a Lagrangian multiplier, and $\Theta$ is a column vector of ones. As we know, transformation $\ln t$ requires a nonnegative variable $t$ which is suitable for our nonnegative constraint. Thus, we can introduce a log-barrier penalty with a group of positive hyperparameters $\mu_i, i = 1, \cdots, K$ to deal with the nonnegative constraint on the $\theta_i, i = 1, \cdots, K$, and the condition $\theta_i \geq 0$ can be replaced by $\sum_{i=1}^K \mu_i \ln \theta_i = M$, where $M$ is a constant.

With nonnegative $L_1$-norm constraint, the dual representation of the original optimization problem is expressed by

$$\min_\theta \|y - f(x; \theta)\|_2^2 + \lambda \Theta^T \theta - \sum_{i=1}^K \mu_i \ln \theta_i,$$

where $\{\mu_i\}_{i=1}^K$ are the Lagrangian multipliers. It is assumed that the model residual $e = y - f(x; \theta)$ follows the Gaussian distribution with zero mean and unit variance. Therefore, term $\lambda$ in (3) can be considered as the negative logarithm of a Gaussian likelihood with zero mean and unit variance up to a constant difference as

$$A = -\ln N(y - f(x; C\omega); 0, 1) + C_k,$$

where $\omega = \frac{\theta}{C}$. Moreover, term $B$ can be considered as the negative logarithm of a Dirichlet prior up to a constant difference as

$$B = -\ln \text{Dir}([\omega]; \alpha) + C_B.$$

A Dirichlet distribution $\text{Dir}([\omega]; \alpha)$ with parameter vector $\alpha = [\alpha_1, \alpha_2, \cdots, \alpha_K]^T, \alpha_i > 0, i = 1, \cdots, K$ is defined as

$$\text{Dir}([\omega]; \alpha) = \frac{1}{B(\alpha)} \prod_{i=1}^K \omega_i^{\alpha_i - 1},$$

where order $K \geq 2, \sum_{i=1}^K \omega_i = 1$ and $\omega_i \geq 0, i = 1, \cdots, K$, and $B(\alpha)$ is the multivariate beta function as a normalization constant. It is worthy to note that this $L_1$-norm constraint is guaranteed by the definition of the Dirichlet, and $1^T \theta = \sum_{i=1}^K \theta_i = C \cdot \sum_{i=1}^K \omega_i = C$ is a constant. Hence, the term $\lambda 1^T \theta \ln 1$ in $B$ can be neglected. Then, we can convert the original minimization problem in (3) to a maximization problem as

$$\max_{\omega} \{\ln N(y - f(x; C\omega); 0, 1) + \ln \text{Dir}(\omega; \alpha)\}.$$

The maximization operation in (7) is equivalent to calculating the mode of the posterior distribution characterized by a Gaussian likelihood described in (4) and a Dirichlet prior distribution in (5). The relation between the LSO problem with nonnegative $L_1$-norm constraint and the proposed Bayesian framework is shown in Figure 1.

2.2. Implementation Procedure

The true posterior distribution characterized by a Gaussian likelihood and a Dirichlet prior distribution has a complex form which is difficult to use in practice. In order to preserve the nonnegative $L_1$-norm constraint, we further assume that the posterior distribution follows a Dirichlet distribution. Although under such conditions there is no analytically tractable solution to get the parameters, we can approximate the actual posterior distribution by matching the moments [14] in

![Fig. 1: The relation between the LSO problem with nonnegative $L_1$-norm constraint and the proposed Bayesian framework.](image-url)
the approximated Dirichlet posterior $\text{Dir}(\omega; \alpha^*)$. A numerical solution is proposed here to estimate the moments in the Dirichlet posterior by sampling methods. The first and second order moments of the Dirichlet posterior distribution are

$$
\begin{align*}
E[\omega_i] &= \frac{\alpha^*_i}{\sum_{i=1}^{K} \alpha^*_i}, \\
\text{Var}[\omega_i] &= E[(\omega_i - E[\omega_i])^2] = \frac{\alpha^*_i(\alpha^{*2}_i - \alpha^*_i)}{(\sum_{i=1}^{K} \alpha^*_i)^2}, \\
\end{align*}
$$

where $E[\omega_i]$ and $\text{Var}[\omega_i]$ can also be estimated by the mean and variance of the $i^{th}$-dimensional samples, respectively, $i = 1, \cdots, K$, and $\alpha^*_0 = \sum_{i=1}^{K} \alpha^*_i$. Then, $\alpha^*$ can be computed directly by solving the linear equations in (8). With the estimated parameters $\alpha^*$, the optimum $\omega^*$ to the LSO problem with nonnegative $L_1$-norm constraint can be obtained by computing the mode of the Dirichlet posterior distribution directly as

$$
\omega^*_i = \left\{ \begin{array}{ll}
\frac{\alpha^*_i - 1}{\sum_{j=1}^{K} \alpha^*_j - K^*} & \alpha^*_i > 1 \\
0 & \text{otherwise}
\end{array} \right.,
$$

where $K^*$ is the number of $\alpha^*_i > 1, j = 1, \cdots, K$. From (6), we can observe that, when $\alpha^*_i$ is smaller than 1, the marginal distribution on the $i^{th}$ dimension is with a convex shape. Hence, the mode of this dimension is at 0 where the likelihood is infinity, and the other dimensions should be normalized as in (9). This ensures the sparseness due to the nonnegative $L_1$-norm constraint. Then, the optimum $\theta^*$ in the original problem (1) can be computed by $\omega^*$ as

$$
\theta^* = C \omega^*.
$$

The algorithm for implementing BALSON is summarized in Algorithm 1. Four sampling methods have been applied in the algorithm: rejection sampling (RS), importance sampling (IS), rejection sampling importance resampling (RSIRS) and importance sampling importance resampling (ISIRS), which are described in what follows.

3. BAYESIAN INFERENCE AND INTERPRETATION

3.1. Sampling Solutions

3.1.1. Rejection Sampling

The rejection sampling (RS) method allows us to generate enough acceptable samples from relatively complex target distributions $p(z)$, and reject those samples which do not satisfy the target distribution, subject to certain constraints [13]. A simpler proposal distributions $q(z)$, such as a Gaussian or Dirichlet distribution, and a constant $k$ whose value is selected to satisfy $kq(z) \geq p(z)$ for all $z$ are needed to draw samples easier. As an example, generating a one-dimensional sample $z_0$ needs three steps: (1) Generate a number $z_0$ from the distribution $q(z)$; (2) Generate a number $u_0$ from the uniform distribution over $[0, kq(z_0)]$; (3) Accept $z_0$ if $u_0 \leq p(z_0)$, otherwise reject $z_0$. After having drawn $L$ (enough) samples, the moments can be calculated.

**Algorithm 1 BALSON**

**Require:** $x$: input data; $y$: observed target data; $K$: dimension of model parameters

**Ensure:** $\theta^*$: estimated model parameters

1: Initial values: $\alpha$: parameter vector of Dirichlet prior; $L$: number of sampling points.
2: Sample from objective function in (7) using RS, IS, RSIRS or ISIRS and obtain $L$ samples (and their importance weights in IS and IRS).
3: Compute the estimated parameters of Dirichlet posterior $\alpha^*$ with the moments of $L$ samples in (8).
4: Compute the mode $\omega^*$ using (9).
5: Compute the optimum $\theta^*$ using (10).

3.1.2. Importance Sampling

The importance sampling (IS) method allows us to sample from $p(z)$ only to approximate the moments instead of drawing samples [13]. All samples drawn from $q(z)$ directly are accepted and weighted. The normalized importance weights $\tilde{r} = \{\tilde{r}_1, \cdots, \tilde{r}_L\}$ and the corresponding samples $z = \{z_1, \cdots, z_L\}$ are used to calculate the moments.

3.1.3. Rejection Sampling Importance Resampling

The rejection sampling importance resampling (RSIRS) is a combination of RS and IS methods. Firstly, we run RS one time and estimate parameter $\alpha^{(0)}$ of the approximated Dirichlet posterior distribution. Then, the IS is implemented $R$ rounds and the parameters $\{\alpha^{(1)}, \cdots, \alpha^{(R)}\}$ are estimated. In the $i^{th}$ iteration of IS, the estimated parameter $\alpha^{(i)}$ of Dirichlet posterior is approximated by combining Gaussian likelihood of data and Dirichlet prior with the parameter $\alpha^{(i-1)}$.

3.1.4. Importance Sampling Importance Resampling

Similar to RSIRS, the importance sampling importance resampling (ISIRS) is a combination of IS methods which will work several iterations. The only difference with RSIRS is that the first step is IS method instead of RS method.

3.2. Relationship with Bayesian LASSO

Bayesian LASSO method is a popular Bayesian framework combining Gaussian likelihood and Laplace prior for sparse representation of model parameters [4]. Moreover, MAP problem in the Bayesian LASSO method can be converted to a negative logarithm form as a LSO problem with $L_1$-norm constraint as

$$
\min_{\theta} \| y - f(x; \hat{\theta}) \|_2^2, \quad \text{s.t.} \quad \sum_{j=1}^{K} \hat{\theta}_j \leq C
$$

where $\hat{\theta} = [\hat{\theta}_1, \cdots, \hat{\theta}_K]^T$ denote the model parameters.

Following the approach in [15], we extend the real vector $\hat{\theta}$ into a nonnegative real vector of $K$ ($K = 2K$) dimensions...
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where  is the actual value vector,  is the polynomial fitting problem for illustrative purposes. The polynomial fitting problem aims to fit the  parameter vector  to the data using a  polynomial function of degree . The polynomial fitting problem is solveable by the BALSON framework. The proposed BALSON framework can also be solved by our BALSON framework. Moreover, we can apply BALSON framework to the LSO problem with both nonnegative and common  norm constraints, but the Bayesian LASSO method can only solve the LSO problem with common  norm constraint, which means that the proposed BALSON framework is more general than the Bayesian LASSO method.

4. EXPERIMENTAL RESULT AND DISCUSSION

4.1. Polynomial Fitting Problem

Bayesian polynomial curve fitting is important problem in signal processing for its excellent performance on standard denoising and speech segmentation problems [16, 17]. We apply the proposed BALSON framework to solve the polynomial fitting problem for illustrative purposes. The polynomial fitting problem aims to fit the  parameter vector  to the data using a polynomial function of degree  as

where  is the input scalar variable and the output is a scalar as well, and  is a polynomial kernel as the input vector variable in (7). It is worth to note that, although we take scalar input and output as an example, the proposed method can also be applied to vector input and vector output.

Three methods have been implemented as reference methods. These methods can be categorized into two classes. One class of methods is the frequentist method, which contains the least absolute shrinkage and selection operation (LASSO) [18] and the interior-point (IP) [19] algorithm. Another class of methods belongs to Bayesian methods, from which we select the Bayesian LASSO [4]. The proposed BALSON (with four different implementations named as BALSON-RS, BALSON-IS, BALSON-RSIRS, and BALSON-ISIRS, respectively) has been compared with the aforementioned methods, and the performance has been evaluated in terms of both mean squared error (MSE) and sparsity. Here, MSE is defined as

where  is the actual value vector,  is the polynomial fitting value vector, and  is the number of test points. Moreover, the sparsity [20] denotes the degree of sparseness of the estimated polynomial parameters  as

Experimental data of the polynomial fitting problem are generated for both training and test. In training step, a group of training points is generated by a 5-dimensional polynomial parameter vector  obtained from  to  with fixed intervals according to the polynomial curve fitting model in (15), and added noise which follows the Gaussian distribution with zero mean and unit variance. Then, in the test step, we pick test points on the estimated and actual curves at the same input values which are obtained from  to  with fixed intervals. These points are used to measure the differences between estimated and actual curves by MSE defined in (16). We set the number of training points  and number of test points  for all the seven methods (i.e., LASSO, IP, Bayesian LASSO, BALSON-RS, BALSON-IS, BALSON-RSIRS, BALSON-ISIRS) have been evaluated.

Table 1: MSE and sparsity using different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Frequentist method</th>
<th>Bayesian method</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASSO</td>
<td>0.0209</td>
<td>0.0257</td>
</tr>
<tr>
<td>IP</td>
<td>0.6660</td>
<td>0.2533</td>
</tr>
<tr>
<td>Bayesian LASSO</td>
<td>0.0370</td>
<td>0.3833</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>RS</th>
<th>RSIRS</th>
<th>IS</th>
<th>ISIRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.0143</td>
<td>0.0116</td>
<td>0.0159</td>
<td>0.0158</td>
</tr>
<tr>
<td>Sparsity</td>
<td>0.6751</td>
<td>0.8124</td>
<td>0.6785</td>
<td>0.8675</td>
</tr>
</tbody>
</table>

Note: The table above shows the MSE and sparsity using different methods. The proposed BALSON (with four different implementations named as BALSON-RS, BALSON-IS, BALSON-RSIRS, and BALSON-ISIRS, respectively) has been compared with the aforementioned methods, and the performance has been evaluated in terms of both mean squared error (MSE) and sparsity.
conducted 100 times with the same data to obtain the distribution of MSE and sparsity. Figure 2 shows the comparisons among the estimated curves of different methods and the actual curve. The solid and dashed curves indicate the estimated values of the proposed methods and the referred methods, respectively, and the dashdot curve indicates the actual values. It can be observed that the proposed methods yield the curves that are closer to the actual one than the referred methods.

To quantitatively evaluate the performance, the mean values of MSE and sparsity are shown in Table 1. The smallest MSE and the highest sparsity in Table 1 are highlighted in bold. Moreover, the distributions of the MSE and the sparsity are shown in Figure 3(a) and 3(b), respectively. The proposed methods have smaller mean and median values of MSE and sparsity than the referred methods, and the BALSON-RSIRS has the smallest mean value of MSE. Meanwhile, both of the BALSON-RSIRS and BALSON-ISIRS methods have higher mean and median values of sparsity which are larger than 0.8. Generally speaking, the mean and median values of sparsity of the proposed methods are higher than the referred methods. In addition, most of the p-values of sparsity are smaller than 0.05, except for the p-values computed between BALSON-IS and LASSO, and BALSON-ISIRS and IP. Therefore, only BALSON-RSIRS method has statistically significant performance improvements from all the referred methods on both MSE and sparsity.

4.2. Discussion

According to the results of the polynomial fitting experiments, the proposed methods have smaller MSE and higher sparsity. In particular, BALSON-RSIRS has the lowest MSE, and both BALSON-RSIRS and BALSON-ISIRS have higher sparsity than other methods. However, only BALSON-RSIRS method has statistically significant performance improvement from all the referred methods on both MSE and sparsity according to the results of the t-test. Therefore, by considering both MSE and sparsity together, we suggest to apply BALSON-RSIRS method to perform simulation for the proposed Bayesian framework.

The computational complexity of BALSON-RS and BALSON-IS are only related to number of samples L, number of training data N, and dimension of polynomial parameters K when the rate of rejection is acceptable, which can be shown as \(O(LK(K + N))\). Thus, the computational complexity of BALSON-RSIRS and BALSON-ISIRS are \(O(LK(K + N)R)\), where R is the number of rounds in importance resampling.

5. CONCLUSIONS

To solve the least squares optimization problem with non-negative \(L_1\)-norm constraint, a novel Bayesian optimization method, BALSON, is proposed. The error distribution of data fitting is described by Gaussian likelihood while the Dirichlet prior and the approximated Dirichlet posterior were applied and the referred methods are smaller than 0.05, except for the p-values computed between BALSON-IS and LASSO, BALSON-ISIRS and LASSO, and BALSON-ISIRS and IP. In addition, most of the p-values of sparsity are smaller than 0.05, except for the p-values computed between BALSON-RS and LASSO, IS and LASSO. Therefore, only BALSON-RSIRS method has statistically significant performance improvements from all the referred methods on both MSE and sparsity. It is worth to note that we have conducted several experiments with different parameter settings (i.e., different \(\theta\) and similar performances can be observed. Due to the limitation of space, we report only one example here.
to satisfy the conjugate match requirement. As no analytically tractable solution exists, we estimate the approximated Dirichlet posterior and its parameters by implementing the sampling methods. With the estimated posterior distributions, the original parameters can be effectively reconstructed. In order to evaluate the performance of the proposed methods, the BALSON framework has been applied in the polynomial fitting problems. Compared with several referred methods, this framework achieved the best performance. In addition to the polynomial fitting problems, the proposed methods can be extended to other parameter estimation problems in many other applications, such as hyperspectral image processing, audio signal processing, web documents analysis, and bioinformatics data processing. Future work will take into account optimizing by using variational Bayes methods [21, 22, 23, 24, 25] for approximating the posterior distribution under the Kullback-Leibler (KL) divergence constraint. In addition, the relation between BALSON and compressive sensing will be explored.

6. REFERENCES