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Abstract: In this paper, we propose a robust and finite-time control method, based on the terminal sliding mode (TSM), for a class of two-degree-of-freedom (2-DOF) underactuated electromechanical systems subject to bounded uncertainties and disturbances. First, the proposed Fast Terminal Sliding Mode (FTSM) method is presented. Then for the underactuated system control, hierarchical sliding surfaces are defined, consisting of two layers. In the first layer, separate FTSM sliding functions are selected for each state of the system. In the second layer, the system sliding manifold is a linear combination of the first layer sliding surfaces. A control law is derived and stability conditions of the nonlinear system are obtained by using the Lyapunov theory. To verify the effectiveness of our proposed method, the developed control technique is applied to control both the swinging load and the cart position of an underactuated gantry crane. Extensive simulation and real-time experiments demonstrate enhanced performance of the system and robustness against parametric variations in comparison to conventional TSM and sliding mode control.
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1. INTRODUCTION

Control and estimation of underactuated uncertain systems, driven by fewer actuators than degrees of freedom, remain an interesting topic in control engineering [1–5]. Automated cranes with a swing load are quite popular among underactuated electromechanical systems and have been the subject of many studies [6]. In crane automation, underactuation, parametric variations and external disturbances, are quite often the reasons for difficulties in controlling the swinging load and trajectory following. For example, in [7], a flatness-based control method is presented for gantry cranes to achieve control goals in minimum transition time. Moreover, a sensing technique is developed for overhead cranes by using a vision sensor in [8], which can provide efficient visual feedback to the control the crane system in three-dimensional operations. For crane control, a considerable amount of literature has been published to address the problem of suppressing the swinging load vibration. For instance, a controller to minimise the oscillation of the payload due to parametric resonance is presented in [9].

To deal with system uncertainties, an adaptive method is proposed in [4] to control the hoisting/lowering operation of cranes’ swinging load. Alternatively, problems of uncertainties in crane systems can be solved by employing robust controllers, for which the Sliding Mode Control (SMC) method is very promising. Indeed, many published studies have shown the advantage of such controllers. For example, a sliding mode controller is presented in [10] for the trolley and load-hoisting dynamics where load-swing dynamics was coupled into the sliding surface for the trolley motion. The undesirable chattering in SMC signals can be reduced with a boundary layer or by using a higher-order sliding mode controller [11]. To this end, promising for mechanical and mechatronic systems are second-order sliding mode techniques, see e.g. [12,13]. In [14], second-order sliding mode controllers are designed for container cranes in two phases, namely travelling and arrival phase. The modelling and trajectory tracking problem for the offshore cranes is addressed in [15] by using robust optimal sliding mode control. Techniques for adjusting control parameters have also been integrated into SMC for performance improvements. For example, in [16], a fuzzy disturbance estimator is coupled with the SMC technique to deal with the varying cable length in overhead cranes.

Studies on SMC of underactuated systems have mostly focused on the controllers that utilise linear sliding surfaces, e.g. [17] for container cranes, but do not directly address the problem of stability in finite time for underactuated systems subject to uncertainties. Requirements of finite-time stability can be fulfilled by designing sliding surfaces, based on Terminal Sliding Mode (TSM) [18]. The development of TSM has been applied to engineer-
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ing systems such as robotic manipulators [19], permanent magnet synchronous motor [20], and hypersonic vehicles [12]. However, there are practical issues with performance, particularly in high-precision positioning applications, due to the slower response of TSM when the system’s states are far from equilibrium. One way to address this problem is by combining the sliding surfaces of TSM and conventional SMC so that fast transient convergence both at a distance from and at a close range of the equilibrium can be obtained. The controller formed from such combination is known as Fast Terminal Sliding Mode Control (FTSM) as reported in [21]. In that work, the FTSM control law was proposed for a Single-input Single-output nonlinear system subject to the satisfaction of an applicability condition for the control design.

While theoretically promising, FTSM has found little application in real-time systems. So far, no studies have shown its application on underactuated systems such as robotic manipulators [22]. To date, no studies have shown its application on underactuated systems such as an overhead crane with swinging load. To this end, we present in this paper the design and implementation of a type of finite-time, stable and robust FTSM controller for gantry cranes as a class of 2-DOF underactuated systems. First, after introducing the mathematical model of the system subject to uncertainties and disturbances that are assumed to be bounded, FTSM schemes are applied for the system states to achieve a shorter reaching time than the conventional TSM. Then, and a control law is derived, wherein sliding surfaces based on the Hierarchical Sliding Mode with two layers are proposed, using refined results from [23]. The first layer includes sliding functions based on FTSM to enable fast convergence to the system equilibrium, as required in high precision tracking applications. The second layer represents a linear combination of the first layer sliding functions. Stability of the closed loop system is analysed by using the Lyapunov Stability Theory. Extensive simulation and experimental results are presented to verify the advantage of the proposed control scheme.

2. SYSTEM MODELLING AND FTSM

2.1. Mathematical model of underactuated systems

Consider a class of 2-DOF underactuated mechanical systems described by the following Lagrangian equation

\[
\begin{bmatrix}
    m_{11}(q) & m_{12}(q) \\
    m_{21}(q) & m_{22}(q)
\end{bmatrix}
\begin{bmatrix}
    \ddot{q}_a \\
    \ddot{q}_u
\end{bmatrix}
+ \begin{bmatrix}
    C_1(q,q) \\
    C_2(q,q)
\end{bmatrix}
+ \begin{bmatrix}
    g_1(q) \\
    g_2(q)
\end{bmatrix}
= \begin{bmatrix}
    \tau \\
    0
\end{bmatrix}
+ \mathbf{F}_s(\dot{q}),
\]

where \( q = [q_a, q_u] \in \mathbb{R}^2 \), \( q_a \in \mathbb{R} \) and \( q_u \in \mathbb{R} \) are respectively the actuated and underactuated generalized coordinates of the system,

\[
\begin{bmatrix}
    m_{11}(q) & m_{12}(q) \\
    m_{21}(q) & m_{22}(q)
\end{bmatrix}
= \mathbf{M}(q) \in \mathbb{R}^{2 \times 2}
\]

is the inertial matrix which is assumed to be symmetric and positive definite, i.e. \( \mathbf{M}(q) = \mathbf{M}(q)^T \) and \( \mathbf{M}(q) > 0 \). Similarly, \( C_1(q,q) \) and \( C_2(q,q) \) are the Coriolis and centrifugal terms, \( g_1(q) \) and \( g_2(q) \) are the gravitational terms, \( \tau \in \mathbb{R} \) is the generalized input force or torque, and \( \mathbf{F}_s(\dot{q}) \) is due to friction. In order to represent the dynamic and static behaviour of \( \mathbf{F}_s(\dot{q}) \), we consider the following model [24, 25]:

\[
\Phi(q) = F_s + (F_i - F_s) \exp \left( \frac{\|q\|}{q_i} \right)^2,
\]

where \( F_s \) is Coulomb friction, \( F_i \) is the stiction friction, and \( q_i \) is the Stribeck velocity. Similarly, \( \|\cdot\| \) is the Euclidean norm of a vector.

Now, Equation (1) can also be formulated as

\[
\begin{align*}
\ddot{q}_a &= f_1(q, \dot{q}) + b_1(q)u + \sigma_1(q) \\
\ddot{q}_u &= f_2(q, \dot{q}) + b_2(q)u + \sigma_2(q),
\end{align*}
\]

where

\[
\begin{align*}
f_1(q, \dot{q}) &= -\{m_{11}(q)(C_1(q, \dot{q}) + g_1(q)) \\
&+ m_{12}(q)(C_2(q, \dot{q}) + g_2(q))\} \\
f_2(q, \dot{q}) &= -\{m_{21}(q)(C_1(q, \dot{q}) + g_1(q)) \\
&+ m_{22}(q)(C_2(q, \dot{q}) + g_2(q))\},
\end{align*}
\]

and \( u = \tau \) is the control input. In order to simplify control system design process, the terms \( \sigma_1(q) \) and \( \sigma_2(q) \) in Equation (3) are assumed to be uncertain, which represent the nonlinear friction model, i.e. Equation (2), and the unmodelled dynamics of the system. Furthermore, those functions are assumed to be bounded, i.e. \( |\sigma_1(q)| \leq \mu_1 \) and \( |\sigma_2(q)| \leq \mu_2 \).

2.2. Fast Terminal Sliding Mode

By adopting the idea of augmenting the terminal attractor [26], \( \beta x^{\alpha/p} \), with a linear attractor, \( \alpha x \), the sliding function for the FTSM [21] is given by

\[
s = \dot{x} + \beta x^{\alpha/p} + \alpha x,
\]
where $\alpha > 0$, $\beta > 0$, $q > 0$, and $p > 0$, in which $q$ and $p$ are odd integers such that $q < p$ [27].

In the sliding mode, i.e. $s = 0$, the state $x$ of equation (4) reaches the equilibrium point $x = 0$ in a finite time which can be found in an explicit [21] form as,

$$t_{FTSM} = \frac{p}{\alpha(p-q)} \ln \left( 1 + \frac{\alpha x_0^{(p-q)/p} + \beta}{\alpha x_0^{(1-q)/p} + \beta} \right), \quad (5)$$

where $x_0 = x(0)$. Moreover, the FTSM dynamics can be obtained by solving analytically the differential equation $\dot{x} + \beta \dot{x}^{q/p} + \alpha x = 0$, i.e. in the sliding mode $s = 0$. Indeed, let’s denote $\tau(x) = \alpha x^{(1-q)/p} + \beta$, one can derive:

$$t = -\int_{\tau(x_0)}^{\tau(x)} \frac{du}{u} = \frac{1}{\alpha(1-q/p)} \ln \left( \frac{\alpha x_0^{(1-q)/p} + \beta}{\alpha x_0^{(1-q)/p} + \beta} \right), \quad (6)$$

and hence, the finite time $t_{FTSM}$ as in (4) can be obtained by letting $x = 0$ in equation (5). An explicit form of the system state $x(t)$ in FTSM can also be obtained from (5) as given by [28]:

$$x(t) = \begin{cases} \text{sgn}(x_0)t & t \leq t_{FTSM} \\ 0 & t > t_{FTSM} \end{cases}, \quad (7)$$

where,

$$h(t) = \frac{\alpha x_0^{(p-q)/p} + \beta}{\alpha} \exp \left( \frac{q(x-q)t}{p} \right).$$

The intuitive interpretation for the fast convergence of the sliding dynamics $s = 0$ of FTSM is that when the state $x$ is far away from the equilibrium, the dynamics approximately becomes $\dot{x} = -\alpha x$, and then is reduced to $\dot{x} = -\beta x^{q/p}$ while close to $x = 0$ [21]. This can be confirmed by an analytical comparison with the conventional Terminal Sliding Mode (TSM) of the following sliding function

$$s = \dot{x} + \beta x^{q/p}, \quad (8)$$

which yields the system state

$$x(t) = \begin{cases} \text{sgn}(x_0) \left( x_0^{(p-q)/p} - \beta (1-q/p) \right) \exp \left( \frac{q(x-q)t}{p} \right) & t \leq t_{TSM} \\ 0 & t > t_{TSM} \end{cases}, \quad (9)$$

where the TSM reaching time from initial state $x_0$ to the equilibrium $x = 0$ is found as

$$t_{TSM} = \frac{1}{\beta (1-\frac{q}{p})} x_0^{(1-q/p)}. \quad (10)$$

**Lemma 1:** For the sliding functions of FTSM and TSM, represented by equations (4) and (8), respectively, if the sliding mode is achieved, i.e. $s = 0$, then the time for FTSM to reach the equilibrium is less than that for TSM.

**Proof:** The lemma was first sketched in [21], here it is formulated with the following proof.

From the fact that $e^{\xi} > 1 + \xi$, $\forall \xi > 0$, we have

$$\exp \left( \frac{\alpha}{\beta} x_0^{(1-q/p)} \right) > 1 + \frac{\alpha}{\beta} x_0^{(1-q/p)}. \quad (11)$$

Thus,

$$\frac{\alpha}{\beta} x_0^{(1-q/p)} > \ln \left( 1 + \frac{\alpha}{\beta} x_0^{(1-q/p)} \right). \quad (12)$$

By multiplying both sides with $\frac{1}{\alpha(1-\frac{q}{p})}$, we obtain:

$$\frac{1}{\beta (1-\frac{q}{p})} x_0^{(1-q/p)} > \frac{1}{\alpha(1-\frac{q}{p})} \ln \left( 1 + \frac{\alpha}{\beta} x_0^{(1-q/p)} \right). \quad (13)$$

Hence,

$$t_{TSM} > t_{FTSM}. \quad (14)$$

**3. FTSM FOR UNDERACTUATED SYSTEMS**

3.1. Hierarchical sliding mode

Let us first define the control error for a class of 2-DOF underactuated systems described in (3) as $e_1 = q_0 - q_{ad}$ and $e_2 = q_u - q_{ad}$, where $q_{ad}$ and $q_{ad}$ are the desired references. Now consider the following sliding surfaces for each error:

$$s_1 = \dot{e}_1 + \alpha_1 e_1, \quad (15)$$
$$s_2 = \dot{e}_2 + \alpha_2 e_2, \quad (16)$$

where $\alpha_1 > 0$ and $\alpha_2 > 0$, and define a new sliding variable, based on the Hierarchical Sliding Mode (HSM) coupling the two sliding variables:

$$S = k_1 s_1 + k_2 s_2, \quad (17)$$

where $k_1 > 0$ and $k_2 > 0$.

In the HSM framework, $s_1$ and $s_2$ are known as the first layer sliding functions and $S$ is the second layer sliding function. In this paper, the HSM method by [23] is adopted here. Although the technique has been inspiring for the control design of underactuated systems, see, e.g.
the proof provided in [23] contains some inconsistencies, as commented in [30, 31]. Indeed, it remains challenging for the complex problem of stabilising underactuated systems, wherein, as indicated by [30], in Theorem 1 of [23] asymptotic stability can only be obtained for either sliding surface $s_1$ or $s_2$ of the first layer.

It should be noted that the HSM approach looks similar to the backstepping method, in which the whole system is decomposed recursively into subsystems until the stage comprising external inputs [32]. For each backstepping stage a control law is designed to cancel out cross-coupling terms via a suitable Lyapunov function. While variations in the system parameters may cause imperfect cancellation of cross-couplings particularly for a large number of backstepping stages, this “term explosion” problem could be avoided in HSM sliding functions constructed such that higher layer is the linear combination of lower layers.

### 3.2. Control system design

Now, from (3), the following FTSM sliding surfaces are proposed for the first layer:

\[
\begin{align*}
    s_1 &= \dot{e}_1 + b_1 e_1^{q_1/p_1} + \alpha_1 e_1, \\
    s_2 &= \dot{e}_2 + b_2 e_2^{q_2/p_2} + \alpha_2 e_2,
\end{align*}
\]

(13)

where the control parameters $p_1$, $q_1$, $p_2$, and $q_2$ are odd integers such that $\frac{q_1}{p_1} < 1$, $\frac{q_2}{p_2} < 1$, $\beta_1 > 0$, $\beta_2 > 0$, $\alpha_1 > 0$ and $\alpha_2 > 0$. Moreover, in the second layer the HSM sliding function (12) is chosen such that $0 < k_1 \neq k_2 > 0$ and also

\[
k_1 b_1(q) + k_2 b_2(q) \neq 0 \quad \forall q \in \mathbb{R}^2,
\]

(14)
to avoid singularity.

The control law for the class of 2-DOF underactuated systems (3) of this paper is then proposed as:

\[
u = -\frac{1}{k_1 b_1(q) + k_2 b_2(q)} \{u_1 + u_2 + u_3\},
\]

(15)

where

\[
\begin{align*}
    u_1 &= k_1 \left( f_1(q, \dot{q}) + \beta_1 \frac{q_1}{p_1} e_1^{q_1/p_1} - \alpha_1 e_1 - \tilde{q}_{ad} \right), \\
    u_2 &= k_2 \left( f_2(q, \dot{q}) + \beta_2 \frac{q_2}{p_2} e_2^{q_2/p_2} - \alpha_2 e_2 - \tilde{q}_{ad} \right), \\
    u_3 &= \eta \text{sgn}(S) + KS,
\end{align*}
\]

and where the control gains $K$ and $\eta$ are chosen such that $K > 0$ and $\eta > D_m = \sup_{t \geq 0} [k_1 \sigma_1(q) + k_2 \sigma_2(q)]$. Here, $|\cdot|$ represents the absolute values.

The proposed control scheme is formulated in the following theorem.

**Theorem 1:** Consider the underactuated nonlinear system (3), and the sliding functions given in equations (12) and (13). The sliding function $S$ is asymptotically stable, i.e., $S \to 0$, if the control law (15), where $\eta > D_m$, is applied to the system.

**Proof:** For the stability of the proposed control input let us define a Lyapunov candidate function for the sliding surface $S$ as

\[
V = \frac{1}{2} S^2,
\]

(16)

Taking time derivative one can get

\[
\dot{V} = SS
\]

(17)

Let us consider the time derivative of the sliding function (12):

\[
\dot{S} = k_1 \left( f_1(q, \dot{q}) + \beta_1 \frac{q_1}{p_1} e_1^{q_1/p_1} - \alpha_1 e_1 - \tilde{q}_{ad} + \sigma_1(q) \right)
\]

\[+ k_2 \left( f_2(q, \dot{q}) + \beta_2 \frac{q_2}{p_2} e_2^{q_2/p_2} - \alpha_2 e_2 - \tilde{q}_{ad} + \sigma_2(q) \right)
\]

\[+ (k_1 b_1(q) + k_2 b_2(q)) u.
\]

(18)

Now by substituting the control law (15) into the expression of $\dot{S}$ and eventually into equation (17), and after some arrangements we find that

\[
\dot{V} = SS \leq -KS^2 - \eta |S| + |k_1 \sigma_1(q) + k_2 \sigma_2(q)||S|.
\]

(20)

Now, let

\[
D_m = \sup_{t \geq 0} [k_1 \sigma_1(q) + k_2 \sigma_2(q)].
\]

Then, if $\eta$ is chosen such that $\eta > D_m$ one has

\[
\dot{V} < -KS^2 - (\eta - D_m)|S| < 0.
\]

(21)

Thus, by the Lyapunov stability theory $S$ is stable. Now, integrating both sides of (16), we can obtain

\[
V = \frac{1}{2} S^2
\]

\[= V(0) + \int_0^t [-KS^2 - \eta |S| + (k_1 \sigma_1(q) + k_2 \sigma_2(q))S]d\tau
\]

\[\leq V(0) - \int_0^t (KS^2 + (\eta - D_m)|S|)d\tau < V(0) < \infty.
\]
or,
\[
\lim_{t \to \infty} \int_{t=0}^{\infty} (KS^2 + (\eta - D_m) |S|) \, dt < \infty.
\]  
(22)

Now, from the Barbat lemma
\[
\lim_{t \to \infty} \left( KS^2 + (\eta - D_m) |S| \right) = 0.
\]  
(23)

In other words,
\[
\lim_{t \to \infty} S = 0.
\]  
(24)

Hence, the higher layer sliding surface \( S \) is asymptotically stable and bounded for the control input (15).

Now, let us consider a crane and its dynamics. An underactuated overhead crane is shown in Fig. 1(a). It consists of a cart of mass \( m_c \), a hoisting mechanism through a rope of length \( l \), and a payload of mass \( m_p \). The position of the cart \( x \) and the swing angle \( \theta \) of the payload represent the generalized coordinates \( q_1 \) and \( q_2 \), respectively. Here, we assume that the payload consists of a point mass and the stiffness of the hoisting rope is negligible. As shown in Fig. 1(a), the cart is driven by a DC motor via a rack and pinion mechanism. It should be noted that all nonlinearities introduced due to the drive system here are treated as uncertainties as described in Equation (3). The dynamic equations for the crane system of the form (3) are obtained as:

\[
f_1(q, \dot{q}) = \frac{-m_p l^2 \left( \frac{k_f k_b}{K_T} \right) \dot{x} + m_p l^2 \sin \theta (l \dot{\theta} + g \cos \theta)}{(m_p + m_c)l^2 - m_p l^2 \cos^2 \theta},
\]

\[
f_2(q, \dot{q}) = \frac{m_p \left( \frac{k_f k_b}{K_T} \right) l \dot{\theta} \cos \theta}{(m_p + m_c)l^2 - m_p l^2 \cos^2 \theta} - \frac{m_p l \sin \theta \left( (m_p + m_c) g + m_p \dot{\theta} \dot{\theta} \right)}{(m_p + m_c)l^2 - m_p l^2 \cos^2 \theta},
\]

\[
b_1(q) = \frac{-m_p l \frac{k_f}{K_T}}{(m_p + m_c)l^2 - m_p l^2 \cos^2 \theta},
\]

\[
b_2(q) = \frac{-m_p l \cos \theta}{(m_p + m_c)l^2 - m_p l^2 \cos^2 \theta}.
\]  
(25)

where \( k_f \) is the motor torque constant, \( k_b \) is its back emf constant, \( R_a \) is the armature resistance, and \( r \) is the radius of the shaft attached to the motor. Here, the position and swing angle errors required for the proposed control law (15) are defined as \( e_1 = x - x_d \) and \( e_2 = \theta \), respectively.

**Remark:** For generic underactuated systems, as noted by Park [27] and Ma [30], although \( S \) is asymptotically stable under the HSM framework, it may not guarantee the simultaneous stability of \( s_1 \) and \( s_2 \). Nevertheless, for the crane system (25), we have formulated the following Corollary in order to demonstrate that the lower layer sliding functions are also stable.

**Corollary 1:** Consider the crane dynamics described by (25) where the control input (15) is applied. If the higher layer sliding function \( S \) for the system is asymptotically stable, then lower layer sliding functions \( s_1 \) and \( s_2 \) are also asymptotically stable, i.e. \( s_1 \to 0 \) and \( s_2 \to 0 \).

**Proof:** We provide the proof by contradiction. From Theorem 1 it is clear that \( \lim_{t \to \infty} S = 0 \). Now, let us assume that \( s_1, s_2, s_1, \) and \( s_2 \to 0 \) go to non-zero values. Similarly, let us assume that

\[
\lim_{t \to \infty} k_1 s_1 = -\lim_{t \to \infty} k_2 s_2,
\]

or

\[
\lim_{t \to \infty} (k_1 s_1 + k_2 s_2) = 0.
\]  
(26)

Now, since \( S \) is uniformly continuous, from Barbat Lemma \( \lim_{t \to \infty} S = 0 \). which implies:

\[
\lim_{t \to \infty} (k_1 s_1 + k_2 s_2) = 0.
\]  
(27)

Now, applying time derivatives of \( s_1 \) and \( s_2 \) into (27) results in

\[
\lim_{t \to \infty} k_1 \left\{ \dot{e}_1 + \alpha_1 e_1 + \beta_1 \frac{q_1}{p_1} \dot{e}_1 = 0 \right\} + \lim_{t \to \infty} k_2 \left\{ \dot{e}_2 + \alpha_2 e_2 + \beta_2 \frac{q_2}{p_2} \dot{e}_2 = 0 \right\} = 0.
\]

For crane system \( e_1 = x - x_d \) and \( e_2 = \theta \), which leads to

\[
\lim_{t \to \infty} k_1 \left\{ \ddot{x} - \dot{x}_d + \alpha_1 e_1 + \beta_1 \frac{q_1}{p_1} \dot{e}_1 = 0 \right\} + \lim_{t \to \infty} k_2 \left\{ \ddot{\theta} + \alpha_2 e_2 + \beta_2 \frac{q_2}{p_2} \dot{e}_2 = 0 \right\} = 0.
\]  
(28)

By substituting \( \dot{x} \) and \( \dot{\theta} \) from (3) into (28), and arranging the resultant terms, one gets

\[
\lim_{t \to \infty} k_1 \left\{ f_1(q, \dot{q}) - \ddot{x}_d + \alpha_1 e_1 + \beta_1 \frac{q_1}{p_1} \dot{e}_1 = \sigma_1(q) \right\} + \lim_{t \to \infty} k_2 \left\{ f_1(q, \dot{q}) + \dot{x}_d + \alpha_2 e_2 + \beta_2 \frac{q_2}{p_2} \dot{e}_2 = \sigma_2(q) \right\} + \lim_{t \to \infty} (k_1 b_1(q) + k_2 b_2(q)) u = 0.
\]  
(29)

Applying (15) into (29) and after some arrangement results in:

\[
\lim_{t \to \infty} (k_1 \sigma_1(q) + k_2 \sigma_2(q)) - \lim_{t \to \infty} KS - \lim_{t \to \infty} \eta \text{sgn}(S) = 0,
\]

or

\[
\lim_{t \to \infty} (k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta \text{sgn}(S)) = \lim_{t \to \infty} KS.
\]  
(30)
Now, let us consider the left hand side of (30), i.e.
\[ \lim_{t \to \infty} (k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta \sigma(S)). \]

Here, it should be noted that the term \( k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta \sigma(S) \) is undefined at \( S = 0 \). Therefore, to analyse it, let us assume that \( S \to 0^+ \), then the limit leads to

\[ k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta. \tag{31} \]

Since, \( \eta > D_m = \text{sub} \{ k_1 \sigma_1(q) + k_2 \sigma_2(q) \} \), the term is less than zero, i.e. \( k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta < 0 \).

Similarly, when \( S \) approach from left side, i.e. \( S \to 0^- \), the limit results in

\[ k_1 \sigma_1(q) + k_2 \sigma_2(q) + \eta > 0. \tag{32} \]

Here, in both cases

\[ \lim_{t \to \infty} (k_1 \sigma_1(q) + k_2 \sigma_2(q) - \eta \sigma(S)) \neq 0, \tag{33} \]

which implies \( \lim_{t \to \infty} S \neq 0 \). Now this contradicts the result of Theorem 1. Hence, our initial assumptions \( s_1 \neq 0 \) and \( s_2 \neq 0 \) are not correct. As a result,

\[ \lim_{t \to \infty} s_1 = 0 \]
\[ \lim_{t \to \infty} s_2 = 0. \tag{34} \]

This completes the proof. \( \square \)

The result obtained is also coincident with Qian and Yi in [33]. Furthermore, \( s_1 \) and \( s_2 \) are the FTSM based functions of \( e_1 \) and \( e_2 \), respectively (13), therefore, they also approach equilibrium asymptotically.

In order to reduce the chattering in the input, the signum function in equation (15) may be replaced by a saturation functions. Details on the stability of the system due to such functions are provided in [34].

### 4. SIMULATION RESULTS

#### 4.1. Laboratory testbed and control design

The laboratory testbed is shown in Fig. 1 (b), whose system parameters, along with the parameters of the controller used in the simulation and experiments are provided in the Table 1. As mentioned earlier the parameters \( q_1, p_1, q_2, \) and \( p_2 \) should be odd integers such that \( q_1 < p_1 \) and \( q_2 < p_2 \). Therefore, the parameters were selected randomly so that it satisfies above mentioned conditions. However, to tune the parameters \( k_1, k_2, \beta_1, \beta_2, \alpha_1, \) and \( \alpha_2 \) we applied a Genetic Algorithm (GA) in the simulation environment. The GA is a search optimization technique based on natural selection. It starts with the initial population of chromosomes where each individual represents a solution to a problem. Performance of each chromosomes is evaluated using a fitness function. The algorithm has three main processes, namely Selection, Crossover and Mutation, which are evaluated in each generation. Finally, the algorithm terminates if the fitness value of the individuals has reached a user-defined threshold, or the maximum number of generations has reached. Details on the algorithm can be found in [35].

![Fig. 1. Gantry crane: (a) diagram, and (b) laboratory testbed.](image)

![Fig. 2. Flowchart for tuning of controller gains using Genetic Algorithm](image)
Here the tuning process was conducted by using Matlab, and its flowchart is presented in Fig. 2. During the process, contents of each chromosomes of GA represents gain parameters of the controller which are randomly initialized. The performance of the chromosomes are evaluated by simulating the system, followed by calculation of the fitness function. We considered the Integral of Square Error (ITSE) as the fitness function, which is defined as:

\[
ITSE = 0.5 \int_0^{t_f} e^2 \, dt + 0.5 \int_0^{t_f} \theta^2 \, dt
\]  

(35)

where \( e = x - x_d \) and \( t_f \) is the final time. After evaluation of the cost function, the selection, mutation and crossover operations of GA are applied. Finally, this whole process is repeated until a termination condition is reached. The gains after this tuning process are presented in Table. 1.

<table>
<thead>
<tr>
<th>System parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_p )</td>
<td>2.24 kg</td>
</tr>
<tr>
<td>( m_c )</td>
<td>2.7 kg</td>
</tr>
<tr>
<td>( l )</td>
<td>1 m</td>
</tr>
<tr>
<td>( g )</td>
<td>9.8065 m/s²</td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.1 m/s²</td>
</tr>
<tr>
<td>( \mu_2 )</td>
<td>0.1 rad/s²</td>
</tr>
</tbody>
</table>

| Controller parameter | \( \alpha_1 = 1.75 \), \( \alpha_2 = 0.01 \), \( \eta = 0.5 \), \( \beta_1 = 0.8 \), \( \beta_2 = 0.4 \), \( p_1 = 11 \), \( q_1 = 9 \), \( p_2 = 9 \), \( q_2 = 7 \), \( k_1 = 6.8 \), \( k_2 = 5.4 \), \( K = 1 \) |

Table 1. System and control parameters

4.2. Control performance

Figure 3 (a) and (b) show simulation results of the position of the cart, the swing angle of the payload, and their velocities, respectively, for a cart position reference of 1.5 m. The cart reaches its desired position in about 3.5 sec with a maximum velocity of 1 m/s. Furthermore, the swing of the payload diminishes at about the same-time with the peak oscillation of about 0.3 rad (17.17 degrees). The angular velocity of the payload also dies out in approximately 3 seconds.

The sliding functions and the control signal are depicted in Fig. 4 (a) and (b), respectively. Both first layer and second layer sliding functions, i.e. \( s_1, s_2 \), and \( S \) are asymptotically convergent towards the equilibrium, \( s_1 = 0 \), \( s_2 = 0 \), and \( S = 0 \). Similarly, the control input generated by the proposed technique is rather smooth with a maximum value of 8 V.

In order to test the robustness performance of the system under uncertainties, the system parameters, \( l \) and \( m_p \), are changed from their nominal values given in Table 1. Figure 5(a) shows the responses of the cart position (\( x \)) and swing angle (\( \theta \)) when the length of the rope varies by 20%. From the figure, it can be observed that there is a small variation in the system response. For instance, the cart reaches its desired position in 3.5 sec, except when the length is 0.8 m. Similarly, swing of the payload dies out in less than 5 sec for all the cases. However, oscillation increases slightly and reaches the maximum value of 0.5 rad (28.64 degrees) when the rope length is reduced to 0.8 m from the nominal value. Furthermore, the system shows little variation in performance with respect to the change in the mass of the payload. There are unnoticeable changes in trajectories of cart, and payload shows slight increment in peak oscillation when its mass is reduced to 1.2 kg (Fig. 5 (b)). These results clearly indicate that the proposed control law is immune to the parametric un-
certainties.

The system was also evaluated under intrinsic disturbances by adding the backlash or deadband into the input. The backlash nonlinearity considered during the simulation is given by [36]:

\[
D(u) = \begin{cases} 
\gamma_1 u & u \geq \triangle \\
0 & |u| < \triangle \\
\gamma_2 u & u \leq -\triangle 
\end{cases}
\]

where \(\gamma_1\) and \(\gamma_2\) are the slope and \(\triangle\) is the deadband. Figure 6 shows the response of the system for the backlash with deadband (\(\triangle\)) of 0.5, 1.0, and 1.5 V, respectively, and \(\gamma_1 = \gamma_2 = 1\). From the figure it can be observed that the transient response is similar to that of the previous cases, but there are some peak residual oscillations of 0.005 rad (0.25 degree) in the steady state condition, which can be observed in the zoomed section. Furthermore, the amplitude of the oscillation decreases with decreasing backlash voltage. Nevertheless, the residual swing is quite small. Therefore, it can be concluded that the system shows good performance under disturbances.

In Remark, it was concluded that \(s_1\) and \(s_2\) are asymptotically stable. However, in practice there always exist system nonlinearities in crane dynamics, such as mechanical hysteresis and backlash, which may affect the system performance. This is clear from the simulation result obtained by adding backlash nonlinearity, i.e. Fig. 6.
As we mentioned earlier in Section 2.1, the disturbances such as backlash are modelled as $\sigma_1$ and $\sigma_2$ in the crane dynamics (3), which are assumed to be bounded i.e. $\sigma_1 < \mu_1$ and $\sigma_2 < \mu_2$. However, in real systems, $\mu_1$ and $\mu_2$ are difficult to quantify because they are affected by various factors, such as unmodelled dynamics, friction, and so on. One of the solutions to the problem is to increase $\eta$, but as mentioned earlier in Section 4.1, it exacerbates the chattering as well. In this paper this parameter is adjusted manually so that the residual oscillation is minimum. This behaviour will also be discussed later while presenting the experimental results.

Now to show the advantage of the proposed approach, controllers designed from the Terminal Sliding Mode (TSM) and Sliding Mode Control (SMC) methods are compared with the FTSM controller within the same hierarchical sliding mode framework. The first layer sliding functions for TSM and SMC are defined respectively as in equations (37) and (38) below,

\[
\begin{align*}
    s_1 &= \dot{e}_1 + \beta_1 e_1^{\nu_1/\rho_1}, \\
    s_2 &= \dot{e}_2 + \beta_2 e_2^{\nu_2/\rho_2},
\end{align*}
\]  

(37)

and

\[
\begin{align*}
    s_1 &= \dot{e}_1 + \alpha_1 e_1, \\
    s_2 &= \dot{e}_2 + \alpha_2 e_2.
\end{align*}
\]  

(38)

The overall control inputs $u$ for both controllers are similar to equation (15) but $u_1$, $u_2$ and $u_3$ are defined as

\[
\begin{align*}
    u_1 &= k_1 \left( f_1(q, \dot{q}) + \beta_1 e_1^{\nu_1/\rho_1} \dot{e}_1 - \tilde{q}_{ad} \right), \\
    u_2 &= k_2 \left( f_2(q, \dot{q}) + \beta_2 e_2^{\nu_2/\rho_2} \dot{e}_2 \right), \\
    u_3 &= \eta \text{sgn}(S) + KS,
\end{align*}
\]  

(39)

for TSM, while for SMC they are defined as

\[
\begin{align*}
    u_1 &= k_1 \left( f_1(q, \dot{q}) + \alpha_1 e_1 - \tilde{q}_{ad} \right), \\
    u_2 &= k_2 \left( f_2(q, \dot{q}) + \alpha_2 e_2 \right), \\
    u_3 &= \eta \text{sgn}(S) + KS,
\end{align*}
\]  

(40)

where $q_{ad}(t)$ is the desired trajectory of the trolley.

The TSM controller parameters $\nu_1$, $\nu_2$, $\rho_1$, $\rho_2$ should be odd integers such that $\nu_1 < \rho_1$ and $\nu_2 < \rho_2$. During the experiment, we used the same parameters that was applied in the proposed controller. However, to tune parameters $k_1$, $k_2$, $\alpha_1$, $\alpha_2$, $\beta_1$ and $\beta_2$, we applied the Genetic Algorithm as described in Section 4.1. The tuned parameters are presented in Table 2. For $\eta$, we used the same value as in the proposed controller case.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSM</td>
<td>$\beta_1 = 0.7$, $\nu_1 = 9$, $\rho_1 = 11$, $k_1 = 9.5$</td>
</tr>
<tr>
<td></td>
<td>$\beta_2 = 0.03$, $\nu_1 = 7$, $\rho_1 = 9$, $k_2 = 4.4$</td>
</tr>
<tr>
<td>SMC</td>
<td>$\alpha_1 = 1.45$, $\alpha_2 = 0.05$, $k_1 = 4.2$, $k_2 = 2.9$</td>
</tr>
<tr>
<td></td>
<td>$\eta = 0.5$, $K = 1$</td>
</tr>
</tbody>
</table>

Table 2. Controller parameters for TSM and SMC

Results of the comparison for the cart position ($x$) and the swing angle ($\theta$) are presented in Fig. 7. The responses obtained clearly confirm the improved performance of the
proposed controller regarding the settling time. For instance, the cart takes about 3.5 seconds to reach the reference position, compared to 4.5 seconds for TSM and about 5 seconds for SMC, respectively. Furthermore, swing angle of the payload reaches the equilibrium, i.e. \( \theta = 0 \), in about 3 seconds with smooth trajectory, compared to SMC and TSM, which takes around 4 and 6 seconds, respectively. These results indicates the advantage of the proposed method over the other methods.

5. EXPERIMENTAL RESULTS

5.1. Control implementation

The set-up is depicted in Fig. 8 which consist of the overhead crane, as shown in Fig. 1, a control board, signal conditioning circuits, and a Stm32f411 based microcontroller board. The crane consists of potentiometers for the measurement of the cart’s position (\( x \)) and the swing angle of the payload (\( \theta \)), which can be described by the following equations:

\[
\begin{align*}
    y_\theta &= \varsigma_1 \theta + \varsigma_2 \\
    y_x &= \hat{\varsigma}_1 x + \hat{\varsigma}_2,
\end{align*}
\]

where \( y_\theta \) and \( y_x \) are the measured quantities, \( \varsigma_1 \) and \( \hat{\varsigma}_1 \) are the gains, and \( \varsigma_2 \) and \( \hat{\varsigma}_2 \) are the offset in measurements. The parameters \( \varsigma_1, \hat{\varsigma}_1, \varsigma_2 \) and \( \hat{\varsigma}_2 \) are estimated by applying least-square curve fitting on the measured input and output datas. In addition, the sensors are connected to the control board which provides the electrical interface. Similarly, the proposed control algorithm is implemented in the microcontroller which consists of a ARM Cortex M4 processor with 512 KB of flash memory and 2 KB of RAM. It receives the feedback signals, i.e. \( x \) and \( \theta \) from the control board through a signal conditioning circuit, whose purpose is for an interface between the crane and the microprocessor. The control signal generated by the board is fed to crane through an AD5726 DAC IC. To collect crane sensors and control data for post-processing, a PC with the microprocessor board is interfaced via a UART protocol.

The control input (Equation (15)) requires both position and the velocity of the feedback signals. Nevertheless, the velocities are not available from the system. Therefore, the signals are estimated using an approximate differentiator, which is defined as \( \dot{q} = \frac{1}{T_s} (q(t) - q(t - T_s)) \), where \( T_s \) is the sampling period of the controller.

The Nucleo board runs FreeRTOS operating system (OS) and the proposed controller runs on the board as an OS’s stack. The sampling time for the control system is 1 ms. Digital low pass filters are used to reduce the noise in the measurement.

5.2. Test results

\[\text{Fig. 9. Test results of the proposed method for cart position} \]

The control input (Equation (15)) requires both position and the velocity of the feedback signals. Nevertheless, the velocities are not available from the system. Therefore, the signals are estimated using an approximate differentiator, which is defined as \( \dot{q} = \frac{1}{T_s} (q(t) - q(t - T_s)) \), where \( T_s \) is the sampling period of the controller.

The Nucleo board runs FreeRTOS operating system (OS) and the proposed controller runs on the board as an OS’s stack. The sampling time for the control system is 1 ms. Digital low pass filters are used to reduce the noise in the measurement.

\[\text{Fig. 10. Test results of the proposed method for swing angle} \]

In the experiments, the system and controller parameters are used as listed in Table 1. The experimental response of the cart position \( x \) is shown in Fig. 9 with a the desired position in 5 seconds. Similarly, the velocity of the cart \( \dot{x} \) achieves the maximum value 0.75 m/s and reaches the equilibrium eventually. Moreover, as shown in Fig.
10, the controller is able to suppress the payload swing \( (\theta) \) and its angular velocity \( (\dot{\theta}) \). The maximum angle of the payload motion is about 0.15 rad or 8.52 degrees. Furthermore, the system shows much lower residual oscillation of around 0.25 degrees. As mentioned earlier in Section 4.2, the residual oscillation is due to the disturbances such as backlash. To verify this, a comparison of the simulation results and experimental results is presented in Fig. 11(a). The figure clearly indicates that the magnitude of residual oscillations, as observed in the zoomed section, are in the same range. Furthermore, the figure also shows that the response of the system is similar to that of simulation. For instance, the settling time for of the cart for both cases is around 5 seconds. There is, however, some differences in the transient response of simulation and the real-time experimental results, which is due to unmodelled nonlinearities.

Overall, the results clearly indicate that the proposed control method can stabilise the system and outperform the conventional SMC and TSM in terms of its fast response. Feasibility of the proposed control scheme is also verified as shown in Fig. 11(b) for the responses of the control signal and sliding functions.

It can be noticed that in Fig 11(b) the transient response of control input is not smooth. One of the reasons for such behaviour of the system is due to the unmodeled nonlinearities such as Equation (2) which are dependent on velocity.

To judge robustness of the proposed control method, we created scenarios similar to those of simulation. For that we tested the crane performance by varying the length of the rope by 20 % from the nominal value, i.e. 1 m. Responses of the cart position and the swing angle are shown in Fig. 12(a). The experimental results clearly indicate the insensitivity of the proposed control system with respect to parameter variations. The results observed further co-incide with those obtained from simulation.
For comparison with TSM and SMC, the control laws as mentioned in Section 4.2 with the same design parameters. The time responses of the crane’s cart position and payload angular swing are depicted in Fig. 12(b). Results of the experiment clearly show the advantage of our method regarding the convergence time. For instance, the cart takes about 5.0 sec to reach the goal location in case of the proposed FTSM as compared to 5.5 sec for TSM, and 6.0 sec for SMC. The observations further verify the results obtained from simulation, as described in the previous section.

5.3. Trajectory tracking

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$0.2857 \text{ m/sec}^2$</td>
</tr>
<tr>
<td>$t_1$</td>
<td>1.5 sec</td>
</tr>
<tr>
<td>$t_2$</td>
<td>3.5 sec</td>
</tr>
<tr>
<td>$t_F$</td>
<td>5 sec</td>
</tr>
<tr>
<td>$T_s$</td>
<td>$1 \times 10^{-3}$ sec</td>
</tr>
</tbody>
</table>

Table 3. Reference trajectory parameters

To further experimentally evaluate the control performance, we apply a trapezoidal reference for the cart velocity. The trajectory consists of three phases, namely, acceleration, constant velocity and deceleration. The desired velocity ($\dot{x}_d$) and position $x_d$ using the trapezoidal trajectory for the cart velocity can be described as:

$$\dot{x}_d = \begin{cases} 
  at & 0 < t \leq t_1 \\
  at_1 & t_1 < t \leq t_2 \\
  at_1 - a(t - t_2) & t_2 < t \leq t_F,
\end{cases}$$

(42)

and

$$x_d(t) = \begin{cases} 
  a t^2 & 0 < t \leq t_1 \\
  a t_1^2 + at_1(t - t_1) & t_1 \leq t \leq t_2 \\
  a t_1^2 + at_1(t_2 - t_1) - \frac{a}{2} (t^2 - t_2^2) & t_2 < t \leq t_F,
\end{cases}$$

(43)

where $a$ is the acceleration, $t_1$ is the time instant indicating the end of the acceleration phase, $t_2$ is the time instant at the beginning of the deceleration phase, and $t_F$ is the final time period. The parameters of the reference trajectory for the experiment are shown in Table 2. The sampling period ($T_s$) of the controller is 1 ms, much smaller than the motor time constant.

Tracking performance of the proposed controller is presented in the Fig. 13, wherein it is clear that the controller is able to track the reference position and reach the final desired location in about 5 sec. Payload swing angle and its velocity, as shown in the Fig. 13 (b), are less than 3 degrees and 30 (degrees/sec), respectively. To indicate feasibility of the proposed FTSM controller, Fig. 14 depicts the sliding surfaces and control input of the controller. The control voltage signal during tracking the trapezoidal velocity reference is between -2 and 4 V.

Robustness of the controller is again tested by varying the rope length by 20 % from its nominal value, as can be seen in Fig. 15 (a) and (b), wherein the control performance of the position and velocity trajectories of the cart as well as the swinging load appears not to be effected by the length variations under the proposed controller.

The merit of the proposed controller is also confirmed by comparison with the Terminal Sliding Mode (TSM) and Sliding Mode Control (SMC). As shown in Fig. 16, the cart’s position with FTSM is the closest to the reference trajectory.

The experimental results can also be evaluated in terms
of performance indices such as the Integral of Squared Error (ISE) and Integral of Time Squared Error (ITSE). The results are summarised in the Fig. 17, where it can be seen that the tracking performance of the cart’s position ($x$) with FTSM is much better than with TSM or SMC judging by these indices.

6. CONCLUSION

In this paper, we have presented the design and implementation of a fast terminal sliding mode (FTSM) controller for a class of 2-DOF underactuated systems. The proposed method is based on a hierarchy of the first layer for FTSM control of each system variable and the second layer with a linear combination of the FTSM sliding functions. The advantage of the proposed control technique rests with a predefined reaching time to the desired setpoint and its outperformance with respect to the terminal sliding mode (TSM) and conventional sliding mode control (SMC). Indeed, a comparison with SMC and TSM clearly confirms that the proposed FSTM can provide faster convergence to the equilibrium while maintaining high performance against parameter variations and changing loads. Extensive tests of the proposed control method applied to a typical underactuated system, the overhead gantry crane, have shown the high performance, feasibility and robustness in coincident results of both simulation and experiments.
Fig. 16. Comparison of the proposed controller with TSM and SMC.

Fig. 17. ISE and ITSE errors for a) cart’s position and b) velocity tracking.
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