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Abstract

Three essays of this thesis combine research projects devoted to markets,

prices, and expectations. The first chapter provides results on an experi-

mental test of a model with interacting boundedly rational agents. Adap-

tive switching between forecasting heuristics by heterogeneous agents brings

instability to the price dynamics and generates bubbles and crashes. In the

second chapter of this thesis, behavioural models of channelling attention to

adaptive choice are empirically tested on data generated from laboratory ex-

periments. According to the identified self-tuning model, subjects scale their

attention to the task given the stakes. Computational analysis and simu-

lations demonstrate the importance of this self-tuning model for generating

price dynamics that balances on the edge of stability. The third chapter

is an experimental investigation of the role of forecasting horizon length in

generating excess price volatility. In markets with initially unstable prices

with an increase in horizon length price dynamics stabilises. This finding

can be partly explained by dis-coordination of subject on non-fundamental

expectations in markets with longer horizons.
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