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ABSTRACT

CONTROL ARCHITECTURE AND PATH PLANNING FOR

QUADCOPTERS IN FORMATION

by

Van Truong Hoang

Unmanned aerial vehicles (UAVs) have found many areas of operation with nu-

merous studies available in the literature. However, increasing demands in applica-

tions and the rapid development of technologies have transcended the use of a single

UAV to the formation and their coordination. In the literature, UAVs’ low-level

control, path planning, and formation maintenance have been addressed mainly in

separation. This research proposes a control architecture that integrates those three

subsystems with a task assessment unit and communication links to accommodate

a variety of applications.

At the low level, robustness of the UAV control systems is important for applica-

tions which require accurate attitudes, also for safety maintenance and configuration

preservation when flying in formation. In operations, UAVs are often subject to

nonlinearity, external disturbances, parametric uncertainties and strong coupling,

which may downgrade their control performance. Therefore, the first focus is to

design robust control schemes to track desired attitudes under various conditions.

Accordingly, robust low-level controllers for UAVs are developed, namely the adap-

tive quasi-continuous and adaptive twisting sliding mode control. They offer a novel

technique to adaptively change the control parameters of the so-called sliding modes

for the sake of performance improvements.

To deploy multiple-UAV systems, the proposed control architecture includes ro-

bust control, path planning, and formation maintenance to create a real-time system

that can be used for many engineering purposes. The system coordinates multiple



UAVs in a specific formation to collect data of the inspected objects. The hardware

extension on the basis of 3DR Solo drones includes the Internet of Things (IoT) and

environmental sensors. Communication links are implemented by employing IoT

boards for components of the control architecture to equip them with network and

data processing capabilities.

For UAV formation control, a novel multi-objective angle-encoded particle swarm

optimisation algorithm is proposed to generate formation trajectories. Here, the

algorithm is developed to minimise a cost function incorporating multiple objectives

subject to formation constraints that include inspection task completion, shortest

paths and safe operation of the drones.

To handle difficulties arising from various inspection surfaces, avoid possible

dynamic collisions, and maintain safe motion of the whole UAV formation, the path

planning algorithm is incorporated with a reconfigurable capability developed to be

integrated to the control architecture. This integration allows for flexible changing

of the formation to accommodate additional constraints on collision avoidance, flight

altitude, communication range, and visual inspection requirements.

Throughout the dissertation, analytical work developed is validated by exten-

sive simulation, comparisons and experiments to evaluate the proposed approach

and confirm its feasibility and effectiveness. Discussions on theoretical aspects and

implementation details are included together with some recommendations.
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∆θij phase angle increment of the ith particle in dimension j

Θ Orientation vector of a quadcopter

θ Pitch angle

θij Phase angle of the ith particle in dimension j

Λg θ-PSO global best positions

Λi θ-PSO personal best positions

σ A vector containing the sliding surface components

τ A torque component caused by thrust forces

τa A torque component caused by the aerodynamic friction

τb A torque component caused by body gyroscopic effects

τp A torque component caused by propeller gyroscopic effects

τθ Pitch torque

τφ Roll torque

τψ Yaw torque

φ Roll angle

ψ Yaw angle

ω A vector containing the three angular rates

Ωr Overall residual propeller angular speed
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Chapter 1

Introduction

1.1 Unmanned aerial vehicles

Unmanned aerial vehicles (UAVs) are aircraft without a human pilot on board,

and sometimes they can be referred to as drones, remotely piloted vehicles, remotely

piloted aircraft, remotely operated aircraft or unmanned aerial combat vehicles.

UAVs can be remotely controlled by human operators or autonomously governed

by computer programs and systems. Under the development of higher levels of

control algorithms such as path planning and simultaneous localisation and mapping

(SLAM), and advanced technologies like precise maps, artificial intelligence, and

computing, new generations of UAVs are expected to execute their flight missions

in higher degrees of autonomy and with less involvement of human beings.

1.1.1 Unmanned aerial vehicle categories

As being widely used, there is a high degree of differentiation with respect to a

UAVs size, objective, capabilities, and cost. Their types are then classified on dif-

ferent basis and criterion. Typically, they are divided into two functional categories,

i.e., configuration, and size and endurance of UAVs.

Configuration based UAVs

Based on their configuration, UAVs are basically divided into three types: Fixed-

wing, Rotary-wing and Hybrid.

- Fixed-wing UAVs
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These UAVs have wings that are fixed at a designed position on the UAVs’

shell. These wings produce lift force by employing horizontal velocity of the

UAVs. The movement of UAVs also depend on the shape of the wings and/or

their attached fins. The movement in take-off and landing phase of this UAV

type requires alternatively a runway, launching mechanisms and/or landing

parachute.

The fixed-wing UAVs are able to work in long duration, large travel distance

with high velocity. Besides that, they are the simplest designs. However, the

support systems are more complicated as there is the requirement of runways

or launching devices. Other disadvantage of these UAVs is the ease of damage

during take-off and landing processes.

- Rotary-wing UAVs

They are often known as Vertical Take-off and Landing (VTOL) aircrafts. In-

stead of using wings to generate lift force, these UAVs employ motors/propellers

to provide floating force as well as vertical and horizontal movements. Run-

ways or special launching devices are not required for these UAVs as they are

able to take-off and land vertically.

In comparison with fixed-wings, rotary-wing UAVs have some advantages, i.e.,

less complex system, hovering ability, and flexible manoeuvrability. Their

systems are simpler as they do not need runways or launching devices. The

rotary wings give them the ability to hover at a location. Particularly, they are

flexible with high manoeuvrability with the capability of changing direction in

any time and at any place.

Advantages of rotary-wings enable them to carry out missions in more com-

plex and limited workspaces. The hovering ability makes them the most ap-

propriate flying vehicle to execute an assigned task, for instance, monitoring
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a specific position, tracking unpredicted velocity and movement direction of

objects, taking photographs, and surveillance. They are advantageous for

quick preparation by their simple systems without a special working condition

required.

Rotary-wing UAVs, however, are not able to operate at a long distance and

endurance due to their high power consumption. They are also limited in

speed and travel altitude.

- Hybrid UAVs

Hybrid UAVs or convertible UAVs, flapping wings [153] with the idea of com-

bining advantageous and reducing disadvantageous properties of the above

two main types of UAVs. A hybrid UAV design is based on the new concept

for long endurance and distance flights, high speed, capability of hovering

and take-off and landing vertically. Hybrid UAVs usually include both wings

and rotors. They are mechanically and aerodynamically very complex due to

tilting mechanisms, thus, they have a high cost for design and maintenance.

Size and endurance based UAVs

On a size and endurance basis, UAVs are classified into High altitude long en-

durance (HALE), Medium altitude long endurance (MALE), Medium Range or Tac-

tical UAV (TUAV), Close-Range UAV, miniature or small UAV (MUAV of SUAV),

micro UAV (MAV) and nano UAV (NAV). As shown in Figure 1.1, the first four

types are large UAVs and are often used for the armed forces involving UAVs, the

major standards based on cruising altitude, time and distance of the UAVs. The

remaining three of them are designed to be man-portable. These UAVs are poten-

tial to operate in both military and civilian situations, but they are widely used for

for civilian purposes thanks to some advantages such as low-cost, easier to operate,

simpler system in comparison with the large UAVs.
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- HALE

These UAVs are capable of flying at 15,000 metres height and have more than

24 hour endurance. They are often used in exceedingly long travel distance to

operate reconnaissance and surveillance missions. They may be used to carry

weapons so that most of them are operated by air forces.

- MALE

The MALE UAVs altitude range is from 5,000 to 15,000 metres and their

endurance is upto 24 hours. Their travel distance is minimum 500 kilometres,

but shorter than the HALE with their missions being almost identical. MALE

UAVs are suitable for being used by air forces.

- TUAV

These air vehicles are often operated at a range from 100 to 300 kilometres.

TUAVs systems are simpler and smaller the above HALE and MALE. They

are operated also by armies and navies.

- Close-Range UAV

These UAVs are operating in the distance smaller than TUAV, upto 100 kilo-

metres. They are serving in both military and civilian purposes. Their mis-

sions include reconnaissance, monitoring, surveillance, inspection, and crop-

spraying.

- Miniature UAV (MUAV) or Small UAV (SUAV)

These UAVs are not heavier than 20-25 kilograms, but not smaller than the

Micro UAVs. Their operating ranges are not in excess of 30 kilometres. They

are capable of being hand-launched thanks to their small mass.

- Micro UAV or MAV
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MAV is originally known as a UAV with wing-span no larger than 150 millime-

tres, maximum length is 15 centimetres, and its weight is not heavier than 100

grams. The MAV is preferred to operate in urban or complex environments

with flight endurance from 20 to 60 minutes. Therefore, its cruising speed is

adequate to be able to cover a specific location.

- NAV Nano Air Vehicles

NAVs are classified as special UAVs with extremely small size, and are ultra

lightweight, i.e., less than 15 centimetres and 20 grams, respectively. They

are capable of performing their tasks in both military and civilian situations.

Recently, they have been used in swarms for some special missions such as

radar confusion or ultra-short range surveillance.

1.1.2 Quadcopters: an introduction

Quadcopters are categorised as rotary-wing and vertical take-off and landing

(VTOL) UAVs. Typically, a quadcopter has four motors and four corresponding

propellers attached to its body. These four propellers provide thrust force for the

quadcopter to fly. To achieve fly data and to control a quadcopter, a range of sensors

is equipped to the onboard control system, including IMU, GPS, and altitude mea-

suring devices. In addition, for different desired application, specific computational

units and sensors may be externally attached on a quadcopter such as compatible

computers, communicational and imaging devices.

Some advantages of using the quadcopter compared to other types of UAV are

hovering capability, manoeuvrable flexibility, small size and simple mechanical de-

sign. Thanks to their ability to hover, quadcopters are suitable for missions that

require consistent monitoring of a special area. This capability allows the drone to

vertically take-off and land, thus minimising the launching and landing region as
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Figure 1.1 : Categories of size and endurance based UAVs

(Source: Nonami et al. [144])

well as needing fewer supporting devices. Besides that, quadrotors are highly agile

as they can make abrupt changes in direction, so that they are able to track their

reference trajectories sharply. Furthermore, the small size and mechanically simple

design allow the UAV to be easily dissembled, deployed and transported.

On the other hand, quadcopters also have their disadvantages, such as low en-

durance and payload limitation. A quadrotor has to carry its weight via the thrust

produced by the motors, so more power is required to stay aloft. The current capac-

ity in battery technologies nowadays also limits their time in operation. Additionally,
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because of the limited size and the need for more accessories, a quadcopter usually

has a small payload carrying capability.

It is commonly believed that quadcopters can execute missions which are dull,

dirty or dangerous for human pilots. They are becoming an indispensable vehi-

cle for military applications, such as aerial intelligence, surveillance, and recon-

naissance [136, 92]. Quadcopters also have the capability to assist ground soldiers

in counter improvised explosive devices activities [194, 171] and combat deploy-

ment [194]. Recent reports have illustrated that quadcopters also have a great

potential for civil applications, such as research and environmentally critical mis-

sions, for example:

- Infrastructure: automatic 3D reconstruction for building condition assessment

[29], securing superstructures of high-rise buildings [34], or monitoring and

inspecting of civil infrastructure [71,155,154] (Figure 1.2).

- Images and video: taking aerial imageries and videos [129], geological and

archaeological surveying [128], taking aerial photography for mapping [180],

incident assessment and control [113,213].

- Security: pipeline security and powerline inspection [105], disaster control

and monitoring [11, 184], searching for missing persons, traffic and coastline

monitoring [68], border surveillance [64].

- Environmental situations: forestry fire detection [1], pollution control and

monitoring [177, 114], sampling and analysing of atmosphere for forecasting

[193], earthquake reconnaissance [60].

- Scientific research: obtaining data from hazardous or remote locations [219,86].

- Agriculture: monitoring and spraying [53,143].
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Figure 1.2 : Quadcopter operation in monitoring of high-rise buildings

Over the last decade, the quadcopter UAVs have received much research atten-

tion. The development of quadcopters covers many areas, including mechatronics

and robotics research, control and planning, data engineering and communication,

see. e.g., [44, 28,29,155,20].
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1.1.3 UAVs research areas

Low-level Control

Whereas UAVs has been developing many different categories, various control

algorithms are specially required for them. As can be expected, each control de-

sign has its own advantages and disadvantages. As a result, a large number of

researches to improve the control algorithms for UAVs have been reported together

with advanced solutions in the literature.

While applications of quadcopters continue to grow, a great deal of effort is be-

ing devoted to better handle the control problem of quadcopters to cope with the

complexity of their dynamics, system parameter variations and particularly, large

external disturbances. A quadrotor drone has generally six degrees of freedom but

only four independent inputs, i.e., the four rotor speeds, thus making it an under-

actuated system. Apart from the coupling condition of rotational and translational

motion, UAVs are also subject to highly nonlinear dynamics and aerodynamic ef-

fects, which cause microscopic frictions acting on the quadcopter, leading to the

need to generate compensative forces to maintain proper movements at the steady

state.

In outdoor applications, it is critical to maintain robustness and resilience of the

control system to cope with the highly non-linear dynamics of UAVs and system

uncertainties, sensor noise and coupling effects between the rotational and trans-

lational motions, or disturbances from aerodynamics and other external factors.

Besides that, the challenges of a UAV control problem are caused by the complexity

of its dynamics due to the complex structure as well as the design issue. In the

case of quadcopters, their dynamic models are under-actuated because its equations

present four input forces with six output states, including three translational and

three rotation movements.
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Therefore, designing robust control algorithms for quadcopters is an interesting

topic. In addition, robust state feedback controllers are very demanding in these

cases.

Path planning

The unmanned aerial vehicle (UAV) has been widely applied to military and

civil fields as an effective platform. The overall control algorithm for UAVs must be

upgraded to high-level control that has the functionality necessary to calculate the

paths required by the UAVs to navigate their assigned tasks. Thus, the UAV path

planning has become an important and interesting research focus in recent years.

Unmanned aerial vehicle (UAV) path planning is a process in which the UAV

finds a path from the starting point to the destination. In this process, based on the

task requirements and certain restraints, the UAV should assess the condition and

information of the planning space and move along a collision-free path. Depending

on the requirements of the algorithms, and the UAVs, these paths can have added

to them some requirements such as short and smooth paths, under different types of

constraints like limitation in altitude, and threats/prohibited flight zones avoidance.

Once a path is generated, the cost of the assignment can be calculated and used in

the vehicle assignment process and, if selected, the path can be used by the vehicle

to perform the task.

Multi-UAV formation

The expanding demands in applications of quadcopters together with the rapid

development of technologies, especially computing, sensors, and communications

have transcended the use of a single UAV to the formation and coordination of a

group of them. Therein, using UAVs in cooperation has advantages over an individ-

ual UAV in that they complete a common task faster with high accuracy and use
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fewer sensors [142, 112]. The use of multiple UAVs has several advantages, such as

cost effectiveness, enhanced strength, higher performance and efficiency [186,69,108].

Therefore, the formation problem of UAVs has become a very large field of

interesting research in the last several years. Generally, a multi-UAV formation can

be described as a set of two or more aerial vehicles traveling together, whose dynamic

states are coupled through a common control scheme [186,142]. The ability to control

UAVs working cooperatively and preserving the predefined formation configuration

are primary problems. On the other hand, research in the field of control of multi-

UAVs formation is still facing some other challenges, such as evaluating the control

architecture and communication network limitations. As such, the formation control

covers some extended problems to be discussed, including communication loss and

delay, simultaneous localisation and mapping, and collision and obstacle avoidance.

1.2 Motivation

Inspection of built infrastructures to their unavoidable aging and deterioration

process is essential to supervise their safe and serviceable condition. The main reason

is without this work being done, unpredicted problems may occur to structures,

e.g., failure, collapse, even the risk of fatality. Figure 1.3 shows some examples of

collapsed structures around the world.

There has been an expanding interest in the study of infrastructure inspection.

Conventional methods can be listed as foot patrol, ground vehicles and robots. These

methods can be highly accurate but only for defects that can be well observed from

the ground. Additionally, visual inspection is time consuming, monotonous and

subjective, resulting in even larger defects possibly being missed [133,87].

Recentlty, application of UAVs has received an increasing interest in this field

thanks to their flexibility, easy manoeuvering and cost-effectiveness, compared to the
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above methods. The use of UAVs is becoming an expanding innovation in inspection

applications [25,187].

As using single UAVs has proved its applicability in inspection, recent works

have started to study the coordination of a group of UAVs to achieve higher time

efficiency, superior performance and durable resilience [52,109,13]. The work in [42]

recommended a multi-platform UAV system for power line inspection tasks. The

experiments show that the time to inspect 70 km of power line can be reduced to

3 hours compared to a week as with the traditional inspection method. In [109],

a power network damage assessment system using multiple UAVs was presented

allowing the minimisation of operating time and cost.

While there has been introduced in the literature a considerable volume of re-

searches on the above subtasks individually, they mainly focus on aspects of low-level

control, path planning and formation problems in separation. To the best knowledge

of the candidate, no existing work has provided an overall system to connect them,

particularly in the field of infrastructure inspection.

Inspired by the aforementioned problems and recent growing research interests,

this dissertation proposes an architecture for a multiple-UAV swarm in infrastruc-

ture inspection, namely Control architecture and path planning for quadcopters in

formation.

1.3 Thesis objectives

Within the given time frame and provided facilities, the following specific objec-

tives are expected to be achieved:

- Construct a system architecture of multi-UAV cooperation control to accom-

plish a common assigned task in infrastructure inspection. The system is a

combination of low-level control for UAVs and high-level control including path
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Figure 1.3 : Worldwide bridges collapse, a sign of things to come if infrastructure

maintenance is ignored,

(a) The West Gate Bridge in Melbourne, 1970,

(b) A pedestrian bridge in Miami, 2018, and

(c and d) The Genoa bridge in Italy, 2018

(Source: ABC News, https://www.abc.net.au/news/2018-08-17/genoa-bridge-

collapse-road-safety-ponte-morandi-west-gate/10131098,

access February 2019)

planning and formation problems.

- Low-level control: Based on a quadcopter UAV model and some advanced

second-order sliding mode controllers, control algorithms are developed with

adaptive gains for the quadcopter. The objective here is for the robust attitude

control of the UAVs against harsh conditions when they execute their missions
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outdoors.

- High-level control: Based on the reconstructed environments by employ-

ment of available satellite maps, develop a new algorithm for path planning

to generate a flyable and feasible trajectory for the multiple-UAV triangular

formation in a given workspace. The algorithm should provide an optimised

path in terms of distance while considering collision avoidance and inspection

problems. The reconfigurable formation algorithms are then enhanced to ac-

commodate the complication of the working environment and safety of the

UAVs.

In order to complete the dissertation, those main objectives are split partially as the

followings:

i. To develop dynamic models of a quadcopter UAV in the presence of system

disturbances and uncertainties.

ii. To formulate and construct adaptive sliding mode controllers for UAV low-

level control, with robustness property to deal with uncertain dynamics and

external disturbances.

iii. To construct an overall system architecture containing both low-level and high-

level controls.

iv. To develop the system’s hardware and communication network, which are

required for preserving the formation configuration, safe-keeping of UAVs, and

inspected signal processing.

v. To formulate the path planning problem of multiple UAVs navigating in a

desired shape for infrastructure inspection tasks.
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vi. To generate optimised, feasible and obstacle-free paths for the whole forma-

tion by minimising a cost function that incorporates multiple constraints for

shortest paths and safe operation of the formation.

vii. To formulate a reconfigurable formation control problem of multi-UAV to ac-

commodate with inspection tasks of some complex structures.

vii. To provide a new algorithm for the above reconfigurable formation problem

taking into account the constraints for visual inspection and selection of inter-

mediate waypoints.

ix. To test the proposed algorithms practically in real UAVs and environmental

scenarios for validation purposes.

1.4 Thesis organisation

This dissertation consists of six main chapters and is organised as follows:

• Chapter 2: Literature survey

The second chapter presents the relevant literature survey of the three main

parts to construct the thesis: UAV control, path planning, and formation

control. The first part shortly describes generic forms of sliding mode con-

trollers with a focus on the first-order and high-order SMCs. Specifically,

brief descriptions of the two proposed SMCs to be developed, that they are

quasi-continuous and twisting SMCs, are also presented there. Simultaneously,

existing control approaches using SMC, as well as other control techniques for

UAVs are reviewed. The second part provides a literature survey of path

generation methods employed to produce desired trajectories for UAVs. The

chapter ends with reviews of proposed control approaches for multiple-UAV

formation.
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• Chapter 3: Adaptive robust control design for quadcopters

This chapter presents the development of sliding mode controllers for quad-

copter UAVs including three parts: modelling, control designs, and results.

The first part describes the modelling of quadcopter UAVs. The second part

includes the selection of the sliding manifolds, followed by the development

of the two sliding mode controllers with their adaptive gains. The chapter

ends with simulations and comparisons with experimental data to illustrate

the performance of the proposed control developments.

• Chapter 4: Multi-UAV system architecture

This chapter provides background materials required for the design and anal-

ysis of a multi-UAV system. It starts with a short introduction of the overall

system architecture. It then introduces the theoretical background for UAV

path generation and formation. The chapter ends with descriptions of a specific

experimental UAV and its hardware development for infrastructures inspec-

tion.

• Chapter 5: Angle-encoded swarm optimisation for UAV formation path plan-

ning

A path planning algorithm for a formation of UAVs conducting inspection

tasks of built infrastructure is proposed in this chapter. Here, the angle-

encoded particle swarm optimisation is developed to generate the desired tra-

jectory for multi-UAV formation represented by its centroid. Some new con-

straints are introduced for the path planning algorithms to improve collision-

free capability and task efficiency.

• Chapter 6: Reconfigurable multi-UAV formation

In this chapter, an algorithm for the reconfigurable formation of multiple UAVs

is proposed. A cost function that includes various constraints on flight safety
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and visual inspection is first developed for the θ-PSO path planning algorithm.

A reconfigurable process is then added. The planned path and formation are

then combined to derive the trajectory and velocity profiles for the UAVs.

• Chapter 7: Conclusion

A brief summary of the thesis contents and its contributions is given in the

final chapter, followed by recommendations for future works.
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Chapter 2

Literature survey

In this chapter, reviewing of low-level control for unmanned aerial vehicles, their

path generation techniques and formation control approaches, is presented.

2.1 Low-level control for unmanned aerial vehicles

2.1.1 Robust and adaptive controllers

Robust approaches

Robust control algorithms are capable of dealing with disturbances or unmodeled

system dynamics. This feature is crucial for the UAVs’ control system, particularly

when they are utilised to operate outdoors. Consequently, the development of ro-

bustness characteristics for the UAVs control system has been taken into a particular

consideration of the research world [134,30,189].

As the major limitation of robust controllers is poor tracking capability [220], a

combination of various control methods have been recommended. In [172], a robust

optimal attitude control system was created based on linear control and robust

compensation. The paper [166] classified UAVs to complex aerodynamic forces then

applied the backstepping-based controller that induces integral sliding modes to gain

robustness of the system over smoothly bounded disturbances. The combination of

the sliding-mode technique and the backstepping control technique also can be found

in [17,138,30]. These approaches guarantee fast convergence rapidity thanks to the

backstepping technique and robust characteristics of the SMC. However, the global

stability of these systems has not yet been guaranteed.
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The robust control concept is also achieved by a combination of distinctive ap-

proaches related to the field of control, in which, the fault-tolerant control together

with robust schemes are popular for fault tolerance and robustness against distur-

bances, respectively. A number of successful efforts have been claimed in devel-

opment of a robust control algorithms for UAVs, e.g., [110, 84, 111]. Performances

of these controllers are satisfying in terms of attitude or position trajectory track-

ing capability when some particular circumstances are considered. The signum of

the error technique had also used in [214], which presented a tracking controller

in combination with an immersion and invariance (I&I)- based adaptive control

methodology. This approach gave asymptotic tracking of the time-varying reference

trajectory. However, accuracy position had not been guaranteed. On the other

hand, high chattering amplitude and frequency can be observed from the results.

In [99], a robust attitude tracking controller for quadrotors is based on the nonlin-

ear disturbance observer and a constructive design procedure to guarantee a robust

transient performance. This control achieves a good result; however, a number of as-

sumptions must be satisfied, i.e., the parameter uncertainty and maximum allowable

pitch angle, which may restrict the flexibility of the drone.

Adaptive approaches

In real-time operation, quadcopters are subjected to disturbances, especially

wind gusts and parametric uncertainties, thus adaptive control laws are applied to

cope with these changes in the system. A continuous time-varying adaptive scheme

was introduced in [45] where uncertainties in mass, moments of inertia and aerody-

namic damping coefficients are known in advance. A feedback linearisation adaptive

controller is provided in [148] in case of some dynamic variations in the drone center

of gravity. The L1 adaptive laws are proposed in [188, 81] to deal with wind and

mass variations and in [41, 55] to compensate for model uncertainties and bounded
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disturbances within a particular frequency range. The main drawback of these ap-

proaches is the trade-off between the control performance and the robustness. The

paper [37] introduced a control method for quadcopters using nonlinear adaptive

control based on robust fixed point transformation phenomena. Results show the

reduction of tracking errors thanks to the susceptibility of the controller to param-

eter uncertainties or external disturbances.

For the target of solving the tradeoff between control performance and robust-

ness, robust control designs for UAVs have been incorporated with some adaptive

schemes. An adaptive robust control is utilised to compensate for the parametric

uncertainty in [134]. This research is limited in handling the drone’s altitude with

uncertainty coming from the total mass of the structure. The work in [84] intro-

duced a combination of a PID-like with an adaptive scheme for both translational

and rotational controllers of the UAV. This approach achieved robustness and good

performances of the control method, but high values of adaptation gains may down-

grade the system stability. The work in [152] focuses on the robust attitude control

for UAV by mixing the backstepping sliding mode controller with adaptive radial

basis function neural network. This control scheme enhanced robustness and con-

trol performance; however, the complexity of the control design may restricts its

implementation in a real practical UAV.

2.1.2 Sliding mode controllers

Introduction of sliding mode control

Sliding mode control (SMC) belongs to the variable structure control (VSC) sys-

tems [191]. SMC is identified as an efficient mechanism to design robust controllers

for complex high-order nonlinear dynamic systems operating under uncertain con-

ditions. Despite having a long history of more than 40 years, SMC has received a

continued and frequent consideration from the worldwide researchers.
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Sliding mode control is widely used due to its salient robustness against the

influence of modelling errors and external disturbances [203, 16, 44, 140]. In [203],

the system was separated into the full-actuated and underactuated systems and

SMC was applied into the latter one. The quadcopter attitude is controlled by

using a fractional-order differintegral SMC, as presented in [85]. A good stability

and a robustness of the system were achieved with injected noise. In SMC, the

chattering effect occurring in the steady state usually excites unmodeled frequencies

of the system dynamics. To reduce the chattering effect, high-order sliding modes

(HOSM) [102,103] have been offered as a most likely preferable solution [192].

The significant benefit of SMC is low sensitivity to system variations, pertur-

bations, and disturbances that rejects the requirement of accurate modeling. SMC

allows the decoupling of the global system motion into separate partial elements of

lower dimension and, as a result, decreases the complication of feedback design. In

SMC, control actions are discontinuous state functions so that they can easily be

implemented using power converters with relay mode as the unique possible opera-

tion method. As a consequence, the research intensity is maintained at a high level,

and SMC has been verified to apply to a wide range of problems in controls and

robotics.

First-order SMC (1-SMC)

This part presents a brief description of the sliding concept and the first-order

sliding mode control (1-SMC). The sliding mode phenomenon may appear in dy-

namic systems controlled by ordinary differential equations with discontinuous state
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functions, in which the control input in the second order system is represented as:

ẍ+ a2ẋ+ a1x = u, (2.1)

u = Msign(σ), (2.2)

σ = cx+ ẋ, c > 0, (2.3)

where x is the state vector, u is the control input, and σ is the sliding variable,

respectively, a1, a2,M , and c are some constants, and sign(·) represents the signum

function.

This system generates two discontinuous values M and −M on the line σ = 0

in the state plane (x, ẋ), which leads to the appearance of a sliding mode along the

line. The equation ẋ+ cx = 0 can be represented as the sliding mode equation.

To understand the conventional 1-SMC, a first order uncertain system is first

represented as

ẋ(t) = ax(t) + bu(t) + d(x, t), (2.4)

where x(t) ∈ R, u(t) ∈ R, and a, b are constants, d(x, t) ∈ R represents the uncer-

tainty with the bounds being known in a priori. To stabilise the system (2.4), if

initial value of x(t) is positive then ẋ(t) should be negative and vice versa. Accord-

ingly, control law should be inverse with the sign of x(t) to guarantee the stabilisation

of x(t).

Consider a control law:

u(t) = −b−1(ax(t) +Q sign(x)), (2.5)

where Q > 0 is chosen such that

∣∣d(x, t)
∣∣ ≤ Q. (2.6)

With control law (2.5), system (2.4) becomes

ẋ(t) = −Q sign(x(t)) + d(x, t). (2.7)
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The analysis of the above system can be explained as follows.

Case 1: Initial value of x(0) > 0, the condition (2.6) implies ẋ(t) < 0, thus, x(t) is

decreasing and moving towards x(t) = 0.

Case 2: Initial value of x(0) < 0, the condition (2.6) implies ẋ(t) > 0, thus, x(t) is

increasing and also moving towards x(t) = 0.

Of the above two cases, it is clear that regardless of the initial condition, the

control (2.5) will enforce the system state x(t) to approach x(t) = 0. This

control law also guarantees a minimum decreasing (or increasing) rate of x(t),

so x(t) = 0 will be reached in finite time. The trajectory of approaching

x(t) = 0 is known as the reaching phase.

Case 3: Initial value of x(t) = 0, the discontinuous part of the control law has not yet

been determined, but at the time the trajectory crosses x(t) = 0, again it is

forced back on x(t) = 0. Therefore, discontinuity of the control law occurs at

x(t) = 0 at very high frequency of switching. As a result, x(t) = 0 can be

robustly maintained and this phenomenon is called the chattering effect.

The trajectory in case 3 is the sliding phase (sliding mode). During this

phase, the discontinuous part of the control law will preserve x(t) = 0 even in

existence of consistent perturbations.

Some advantages of the 1-SMC can be listed as: theoretically accurate compen-

sation concerning bounded matched uncertainties, reduced order of sliding equa-

tions, and finite time convergence to the sliding surface. However, the chattering

phenomenon is a drawback of sliding modes. Besides that, the sliding variables

converge in finite time but the state variables only converge asymptotically, and the

sliding surface design is restricted to have relative degree one with respect to the

control.
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To reduce the disadvantages mentioned above, particularly the chattering effect,

high-order sliding modes (HOSM) have been introduced [102,159,170,192].

High-order SMC (HOSM)

HOSM is a movement on a discontinous set of a dynamic system. The sliding

order designates the dynamics smoothness degree in the neighbourhood of the mode.

If the task is to provide for keeping a constraint given by equality of a smooth

function σ to zero, the sliding order is a number of continuous derivatives of σ:

σ = σ̇ = σ̈ = . . . = σ(r−1) = 0, (2.8)

creating an r-dimensional condition on the state of the dynamic system. HOSM

preserves the main advantages of the 1-SMC, but is able to eliminate the chattering

influence and produce higher accuracy as its realisation can produce for up to the

rth order of sliding accuracy [103].

Consider a dynamic system of the form

ẋ = f(t, x) + g(t, x)u, σ = σ(t, x). (2.9)

Here, x ∈ Rn, f, g and σ : Rn+1 → R are unknown smooth functions, u ∈ Rn is also

uncertain. The task is to provide in finite-time for exact keeping of σ ≡ 0.

The relative degree r of the system is assumed to be constant and known. The

rth time derivative of σ is

σ(r) = a(t, x) + b(t, x)u, (2.10)

where a(t, x) = σ(r)|u=0, b(t, x) = (∂/∂u)σ(r) 6= 0. It is supposed that for some

Km, KM , C > 0

0 < Km ≤
∂

∂u
σ(r) ≤ KM σ(r)|u=0 ≤ C, (2.11)
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which is always true at least locally.

The Eqs. (2.9) and (2.11) imply the following differential inclusion:

σ(r) ∈ [−C,C] + [Km, KM ]u. (2.12)

The major issue in implementation of HOSMs is a large amount of information

required, i.e., any r-sliding controller to hold σ = 0 needs σ, σ̇, σ̈, . . . , σ(r−1) to be

available.

Popular HOSM are super-twisting, quasi-continuous and twisting. The super-

twisting sliding mode (STSM) algorithm is a combination of a second order SMC

algorithm and a unique continuous sliding mode algorithm and was applied into a

UAV in [44, 119, 10]. Quasi-continuous (QC) sliding mode can be made arbitrarily

smooth outside of the HOSM manifold [46]. Twisting SMC have been developed

for UAVs and have been introduced in liturature in [165]. The performance of the

abovementioned SMCs nevertheless depends on the knowledge of the uncertainties

with bounded gradients. In a practical scenario, the drones are affected by distur-

bances, particularly, from wind gusts while operating in outdoor environments and

parameter variations, e.g., changes in mass and inertia. The overestimating of the

disturbance boundary yields to the larger than necessary control gains and this is a

drawback which needs further researches.

Next subsections will introduce the two HOSMs in systems with relative degree

two to be developed in this project for quadcopters’ low-level control systems. They

are the quasi-continuous SMC (QCSM) and the twisting SMC (TSMC).

Quasi-continuous SMC

For the quasi-continuous SMC [101], it is stated that:

Provided β1, β2, . . . , βr−1, α > 0 are chosen sufficiently large in the list order, the
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controller

u = −αΨr−1,r

(
σ, σ̇, σ̈, . . . , σ(r−1)

)
(2.13)

is r-sliding homogeneous and provides for the finite-time stability of (2.11), (2.12).

The finite-time stable r-sliding mode r ≡ 0 is established in the system (2.9), (2.12).

Each choice of parameters β1, . . . , βr−1 determines a controller family applicable

to all systems (2.9) of the relative degree r. The parameter α is chosen specifi-

cally for any fixed C,Km, KM , most conveniently by computer simulation, avoiding

redundantly large estimations of C,Km, KM . Obviously, α is to be negative with

(∂/∂u)σ(r) < 0. Four quasi-continuous sliding mode controllers with r ≤ 4 are

represented as below:

1) First order (r = 1),

u = −αsignσ. (2.14)

2) Second order (r = 2),

u = −ασ̇ +|σ|1/2 signσ

|σ̇|+|σ|1/2
. (2.15)

3) Third order (r = 3),

u = −α
σ̈ + 2

(
|σ̇|+|σ|2/3

)−1/2 (
σ̇ +|σ|2/3 signσ

)
|σ̈|+ 2

(
|σ̇|+|σ|2/3

)1/2
. (2.16)

4) Fourth order (r = 4),

u = −αϕ3,4

N3,4

, (2.17)

where

ϕ3,4 =σ̈ + 3

[
σ̈ +

(
|σ̇|+ 0.5|σ|3/4

)−1/3 (
σ̇ + 0.5|σ|3/4 signσ

)]
[
|σ̈|+

(
|σ̇|+ 0.5|σ|3/4

)2/3
]−1/2

,

and

N3,4 = |σ̈|+ 3

[
|σ̈|+

(
|σ̇|+ 0.5|σ|3/4

)2/3
]1/2

.
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The control is a continuous function of time everywhere except the r-sliding set

(2.8). Those control schemes characterise considerably less chattering, but their

complication is a concern for them to be implemented.

Twisting SMC controller

Consider an uncertain dynamic system with relative degree two in the following

differential equation:

σ̈(t) = a(t, x) + b(t, x)u, (2.18)

where
∣∣a(t, x)

∣∣ ≤ C, 0 ≤ Km ≤ b(t, x) ≤ KM are unknown, u ∈ R is the control.

The twisting controller can be applied to 2-sliding mode σ = σ̇ = 0 (2.18) and

can attract the trajectories in finite time. The controller is defined by [102]:

u =


−µαsign(σ) if σσ̇ ≤ 0

−αsign(σ) if σσ̇ > 0,

(2.19)

where µ < 1 is a fixed positive number and α > 0 is the control gain.

2.1.3 Other control strategies

Proportional, Integral and Derivative (PID) controllers and their develop-

ments are preferred on UAVs because of their simple structure, good performance

and the possibility of tuning characteristics. PID is designed by taking the attitude

errors, calculated as the difference between a state and its corresponding referent

values. Enhancements of PID controllers for quadcopters [221, 21, 118] attempt to

minimise the error by adjusting the process control inputs with fast response and

small overshoot, but their robustness is not yet satisfied [8].

Optimal Control Algorithms are chosen for the quadcopter to get the best

value for a performance index and minimise a selected variable. Some exemplary
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optimal controllers are a combination of H∞, L1, and Linear Quadratic Regula-

tor (LQR) with Kalman filter. H∞ control for quadcopter attitude was reported

in [137,163,4]. The control methodology was designed to provide good performance

and robustness against the uncertainties while improving smoothness. The proposed

strategy is able to deal with external disturbances and parametric uncertainties ap-

plied to the rotational motion robustly. However, overshoot and transient time

problems are hardly solved by using this control scheme. A design and implementa-

tion of an L1-optimal control for a quadcopter are introduced in [172]. The controller

is selected to minimise the L∞-gain. A robust nonlinear controller is achieved with

the rejection of small persistent disturbances.

Linear Quadratic Regulator (LQR) and Linear Quadratic Gaussian (LQG) can

be used for the quadcopter dynamic system to minimise a predetermined cost func-

tion. In [145, 135], LQR and LQG for quadrotors show their good performance. A

simple path-following LQR in [36] reveals that accurate path following was achieved

in simulation using optimal real-time trajectories, under wind gusts and distur-

bances. However, the controller lost track after each obstacle avoidance task. A

disadvantage of those methods is their complicated computation in solving the ma-

trix algebra.

Backstepping control method has its advantage in less computational resources

and well disturbance rejection. This approach has been suggested for quadrotor

control in [124,80,57]. The paper [124] proposed a backstepping controller for quad-

copter in which the model is divided into underactuated, fully actuated and propeller

subsystems. In [80], this approach was applied in quadrotor attitude stabilisation.

The integrator backstepping control was developed in [57] to enhance the system ro-

bustness. Good tracking was achieved by using the above-mentioned control scheme

with small steady-state errors, time response and overshoot. However, the control



29

performance in dealing with parametric uncertainty had not been examined.

Model predictive control (MPC) algorithms are designed for the trajectory

tracking problem of quadcopters. In [23], a learning-based MPC is proposed for

quadcopters by piecewise affine equations, where attitude and planar control are

separated and MPC is combined with robust control. The authors in [139] built a

trajectory generator to be used as a diminishing horizon model predictive controller.

This method extends the state of the art approach by calculating state interception

trajectories in real time, using sophisticated optimisation techniques to explicitly in-

clude input constraints in the trajectory generation problem. Generalised Predictive

Control [130] is proposed for constrained trajectory tracking using a combination of

geometric control and constrained generalised predictive control.

Intelligent control algorithms are developed to deal with uncertainties, and

mathematical complexities of the systems, in which fuzzy logic and neural networks

are typical. The fuzzy controller was applied in [127, 39, 61] to manage the quad-

copter position and orientation with good response and robustness. Artificial neural

networks algorithms were developed for a quadrotor in [56,24] to stabilise the drone

taking into account modeling errors, measurement noises, and environmental distur-

bances. The method showed control performance improvements while reducing the

computational time. A neural network with an adaptive scheme was applied in [22]

for stabilisation of the quadrotor under a sinusoidal disturbance. Simulation results

showed good control performance without having any weights drift.

Hybrid control Algorithms For the reason that any single control scheme has

its limitations that others can be used to compensate for, there are some combi-

nation of one or more philosophies have been designed for UAVs. A combination

of backstepping and neural networks was presented in [123], in which the use of
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backstepping gains good tracking performance as well as maintaining stability, and

neural networks are employed to compensate for the dynamic uncertainties. Thus,

even though a precise dynamic model is not required, greater adaptability and ro-

bustness can be achieved from this proposed approach. The work in [147] designs

a control scheme using a Gain scheduling and Lyapunov based model reference

adaptive control. Results showed this proposed scheme is capable of stabilising the

oscillations produced from the unstable PID attitude control, and a high-level con-

trol system based on a switching automaton is proposed to ensure the safety of

the aerial manipulation. In [66,100], hybrid controllers were developed to deal with

complex aerobatic maneuvers, and high angle transitions between flight modes. The

control schemes are robust to switching conditions as each flight mode has almost

global stability features, making a design of a complex maneuver. These approaches,

however, still have some difficulties with complicated reachability and are restricted

by the drone dynamic uncertainties.

2.2 Path generation techniques for UAVs

Over the last decade, there has been extensive research in path planning for

UAVs, typically A∗, D∗, Rapidly Exploring Random Tree (RRT), Roadmap and

Probabilistic Methods, optimisation, and potential field approaches. Recently, ar-

tificial intelligence and machine learning also involve the path creation problem.

The above-listed methods for UAV path planning are reviewed and provided in the

following details.

Node Based Optimal Algorithms A∗ and D∗ [131, 52, 122, 212] are typi-

cal representatives of the node-based optimal as well as heuristic-based algorithms,

which focus on dynamic problems. The strength of these algorithms lies in the

ability to judge or evaluate the best path from point to point so they can provide

flyable paths on a square or cubic grid of occupied or unoccupied cells. To develop
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the A∗-based algorithm in tri-dimensional workspaces, the θ∗ and then φ∗ were pro-

posed [38, 141, 58]. These algorithms are capable of handling orographic obstacles

and operating in urban environments [40]. The strength of the A∗ algorithm lies in

the ability to judge or evaluate the best path from point to point so it can provide

flyable paths for UAV. This strength is also the weakness of the star-based path

planning as it is not able to find the real shortest path between the nodes so that

their solutions are suboptimal [40]. Also, the generated paths are not smooth. Ad-

ditionally, it performs inaccurately in harsh conditions, and hence, is ineffective for

some critical path planning problems [131,41].

A generic cost function for A∗ algorithm is the following:

f(i) = s(i) + h(i), (2.20)

where s(i) is the known cost function of the path from the initial point to the ith

point, h(i) is the heuristic estimation of cost from the ith point to the target. Here,

s(i) implements a priority of the points to be passed through so that the value of f

will be lower, resulting in the shorter length of the overall path.

Rapidly Exploring Random Tree and its developments employ a random

exploration from the centre of the given workspace and expanding a tree through

a stochastic sampling of the configuration area. This approach has proven its fea-

sibility in the probabilistic scope; as a result, it is able to generate a feasible path

considering the robot’s dynamic constraints [97,98,168,202,201,20]. However, these

methods project real data into a polygonal environment and plan in a geometric

space, thus making the method sensitive to sensor noise [146]. In addition, the rate

of convergence or optimality has not been reported so far [67].

Roadmap Methods employ a designed graph (roadmap) to fit into the workspace.

Based on the roadmap, a path will be generated to follow predetermined topograph-

ical properties. The roadmap method are categorised into Visibility Graph [3],
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Voronoi Roadmap [2,125], Freeway (Highway) Method [82], and Silhouette Method

[35]. Originally, they were used to produce an exact solution to the point vehi-

cle problem completely and optimally in only two-dimensional space. Since the

minimum-length path comes arbitrarily close to obstacles many times in a typical

path, these approaches offer no safety buffer to prevent collisions in the case of sys-

tems with uncertainty in their position [67]. Voronoi Roadmap was introduced to

solve the path following problem, the minimum distance path considering obstacle

avoidance [151]. The algorithm is feasible but not optimal in real-time [67]

Probabilistic Approaches include two main sub-methods, i.e., stochastic search

and probabilistic roadmap (PRM) methods. The stochastic search approaches aim

to escape from local minima that are found in a potential field [26, 185]. These ap-

proaches are able to find paths, but their feasibility is not easy to confirm [67]. The

PRM [204,93,199] is the most persuasive because it allows a solution to problems of

stochastic complexity and dimension, which is convergent in the probabilistic per-

spective. Drawbacks of PRM include low convergence rate, insufficient optimal and

smooth paths [67,121].

Potential Field Methods (PFM) are one of the most preferable in path plan-

ning applications. These methods employ assigning value computed via a potential

function to the free workspace, and simulating the vehicle’s reaction as it manoeu-

vres towards the lowest potential. So far, there has been extensive research in

potential-based path planning for UAVs such as [181, 72, 27, 116, 115, 31, 126]. Ad-

vantages of the potential field methods are low computational complexity [67] but

may be infeasiable because of the local minima trap. Among them, artificial poten-

tial field-based (APF) approaches have proved to generate feasible paths in complex

environments thanks to their advantagous cost at time consuming [126]. Recently,

APF has been developed for UAV’s path planning to cope with problems of local

minima, narrow passage, and moving obstacles [202, 212]. However, they are com-
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putationally infeasible when the number of obstacles increase, leading to collision

avoidance becoming difficult to guarantee [126].

A generic potential function for path planning problems potential at any space

in the environment is represented by the resultant force P as follow [83,162]:

P = P0 + Pg, (2.21)

where P0 is the maximum of the potentials due to individual obstacles, Pg is the

attractive force generated by the goal.

Optimal path planning algorithms also contribute to the development of

the topic [156]. The paper [78] proposed a feasible path with smaller travel distance

which is generated from an optimal control problem. In [32], the optimal control

theory is used to support APF while the pathfinding problem is reconstructed into

the constrained optimisation. On the other hand, an optimal path planning for

UAVs using Genetic Algorithm (GA) to travel all control points in an optimal way

has been found to be more productive while avoiding electronic detectors [182].

The GA also can support the A∗ algorithm in real-time optimal path planning for

UAV/UGV systems [106]. Together with their significant improvements, PSO-based

path planning has been employed widely to find safe, feasible and flyable paths for

UAVs to operate in different threat environments [59, 156,62,63]. Since advantages

of these approaches have been well proven in the literature and simulations, the

experimental results have not been reported.

Recently, the rapid development of Artificial Neural Network (ANN) and ma-

chine learning has been employed to provide a better design for trajectories creation,

such as [76, 65, 6, 50, 211]. The Geometric Learning Algorithm (CGLA) is proposed

to produce optimal paths for a single UAV [211] and multi-UAVs’s [210], consider-

ing collision avoidance and information exchange [210]. The paper [6] introduced a

deep neural network approximation for a risk-aware resampling technique for quad-
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copters. Even though these advanced methods are feasible to generate precise paths

for UAVs in a large search space, those approaches however require large training

data as the input [33,215].

2.3 Formation control approaches

In the last decade, solving robotic and UAV formation problems, in particular,

have grown to be the leading motivation for researchers. The reason behind this is

that a UAV team working cooperatively will achieve greater performance and better

effectiveness in some challenging missions. From the control mechanism perspective,

formation problems have been studied and can be categorised as consensus-based,

artificial potential function-based, leader-follower (L-F), behaviour-based and vir-

tual structure (VS). From the control structure perspective, the formation control

strategies are classified as centralised, decentralised and distributed control.

Consensus-based approaches The consensus problem is to gain an agreement

regarding a particular quantity of interest that depends on the state of a multi-

agent system (MAS) [94, 205, 48]. The solution aims to achieve a common state

of all members in the MAS. This problem can be divided into unconstrained and

constrained consensus problems. The state of all agents in the constrained problem

has to converge to a common objective function asymptotically, but the state of

all vehicles asymptotically become the same without any objective function in the

latter problem. A simple goal for each agent in the unconstrained consensus is to

minimise a cost function, presented as:

Ui(x) =
∑
j∈Ni

∥∥xj − xi − dij∥∥2
, (2.22)

where xi represents the position of agent i, dij is a desired inter-agent relative posi-

tion vector, and agent j is the neighbour of agent i.
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Consensus has become an attractive problem in the study of swarms of multiple

flying vehicles. The paper [94] proposed a cooperative formation control of a UAVs

group considering the collision avoidance problem. A consensus-based protocol and

a leader-follower structure are used to maintain the formation shape while the col-

lision avoidance problem is solved by a potential artificial scheme. The paper [48]

presented a control analysis and design for time-varying UAV formation. The for-

mation algorithms are introduced with variation for each agent velocity to achieve

the configuration. Consensus-based approaches are then applied to cope with the

reconfiguration control problem. Another second-order consensus control for the

formation of UAVs is introduced in [205], where the position and velocity variables

of the adjacent neighbor pairs are used to create control commands. The guidance

and control schemes are coupled to preserve a defined shape, while respectively han-

dling the position and attitude. The inter-vehicle collisions are the main drawback

of the consensus strategies [108].

Leader-follower approaches Having the advantage of simplicity, since the tra-

jectory of the swarm is apparently assigned to the leader(s), the formation of L-F

configuration is expressly studied and improved [132, 79, 175, 174, 150, 208]. Within

the L-F configuration, one vehicle is nominated as the leader, while the others are

determined as followers. The states of the leader establish the entire group variables;

the other agents will operate accordingly to the leader states. The objective of the

approach is to guarantee that:

lim
t→∞

(pi(t)− pr(t)) = δi,

lim
t→∞

(vi(t)− ṗr(t)) = 0, i = 0, 1, . . . , N,

(2.23)

where pr is the global reference position of the formation, pi and vi are the position

and velocity of the centre of gravity of the ith UAV, N is the total number of the

followers (0 is assigned to the leader), δi is a position offset.
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Despite the advantage of the L-F formation, the whole flock may be damaged by the

failure of the leader [15, 49]. Furthermore, it is challenging for the leader-follower

strategy to reconfigure the formation [108].

Virtual structure approaches In the virtual leader or virtual structure ap-

proaches [95,14,107], the whole formation is managed as a unique virtual rigid body

structure. In contrast to the L-F where the explicit leader is appointed in advance,

each vehicle on the swarm will follow a moving point, which can be considered as the

virtual head/leader. The guidance method for VS is a simpler approach compared

to others because each member will operate as an individual agent. The following

three steps derive the control law of each agent:

Step 1. Defining the dynamics of the virtual structure,

Step 2. Converting the structure motion into the desired trajectory of each individual

UAV,

Step 3. Determining a suitable control law for each individual UAV based on its desired

path.

However, the VS based formation is only able to present the synchronised move-

ments, which are not fully distributed due to the requirement of each UAV to track

its own trajectory. Besides, it would be a challenge to solve the collision avoid-

ance tasks. A massive amount of computation and communication of the central

controller is required. Moreover, the formation may be destroyed under some un-

certainties, or the short processing time required for the tracking mission [108].

Behaviour-based approaches [12, 176, 90, 195] The behavior-based strategies

inherit the concept of the formation behaviors of animals in nature, by fusing the

data from the equipped sensors to maximise or minimise a specific cost function in
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order to reach some common targets. This approach is a combination of the outputs

of various controllers through suitable weight coefficients that set the relative priority

among them. Some behaviors are designed for each agent in the swarm, including

trajectory tracking, goal seeking, formation keeping, and obstacle avoidance. These

approaches are suitable for uncertain environments and/or multiple objectives of

the UAVs. However, the behaviors may destructively interfere with each other, and

it is too complicated in a mathematical theoretic analysis [108].

Artificial potential function-based approaches [47, 89] The problem is spe-

cially designed for multiple vehicles in a flock with limited sensing ranges. This

approach applies the negative gradient of a mixture of attractive and repulsive po-

tential functions as control inputs to satisfy the convergence while maintaining the

collision-free properties, respectively. A typical potential function is defined as [47]:

φ =
N∑
i=1

(γi + 0.5βi), (2.24)

where γi and βi are the goal and related collision avoidance functions.

The major weakness of this strategy is the appearance of equilibrium, where the

summary vector field vanishes and the agents may be ambushed at wrong equilibrium

locations [108].

Centralised control strategies [88,149] employ a single controller to manage the

entire swarm according to the collected data from all members. Thanks to its simple,

easy achieving and efficient approach, the centralised control can be a useful strategy

for a team of a small number of agents. However, for large-scale practical systems,

which require a greater computational capacity and communication bandwidth, this

method would be vulnerable to any fault of the central processor [108,7].
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Decentralised control strategies [89, 206, 169] are recommended to cope with

the robustness problem, the difficulty and complexity of the study of the entire

system. The approaches are likewise the most exciting research problems compared

to the others. The main idea is that each agent creates a decision based on the data

collected from the other agents as well as from the equipped sensors. Hence, the

overall formation is not dependent on a single controller but on several controllers,

which contain decentralised controllers executed on each module.

Distributed control strategies are the extended concept of the decentralised

control by sharing local data. The control problems are usually related to the

decentralised control design structure with communication constraints. Significant

efforts have been dedicated to solve the distributed control problems over the last

decade, such as [108,14,208,117].

Despite existing approaches for multiple quadcopters to perform a desired for-

mation having been well discussed, problems dealing with uncertainties, collision

avoidance, reliable communication are still the tasks to be solved. The main contri-

bution of this research is to provide a cooperative formation scheme based on the

virtual head method. The formation centroid will be used to track a pre-planned

trajectory while carrying out some harsh missions in a limited time, taking into

account parametric uncertainties and external disturbances.

2.4 Summary

This chapter has comprehensively reviewed up-to-date approaches that are being

proposed in recent publications. There are three different parts to form the whole

control architecture for multiple-UAVs formation flight, including the individual

on-board controller (low level control) of UAVs, path planning and formation.
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Chapter 3

Adaptive robust control design for quadcopters

3.1 Introduction

This chapter presents the developments of sliding mode controllers for quadcopter

UAV. It includes three parts, which are the background of sliding mode controllers,

control designs for quadcopters, and results of the proposed control schemes.

The first part introduces the dynamic modelling of a quadrotor UAV in the pres-

ence of nonlinearity, external disturbances, parametric uncertainties, and coupling

effect.

The main part introduces two robust schemes named the adaptive second-order

quasi-continuous SMC (AQCSM) and the adaptive twisting SMC (AdTSM). The

control design includes the selection of the sliding manifolds, followed by the devel-

opment of the two sliding mode controllers with an adaptive gain. Stability of the

control systems is analysed by using a global Lyapunov functions for convergence of

both the sliding dynamics and adaptation scheme.

The chapter ends with extensive simulation studies and comparisons with exper-

imental data to illustrate the performance of the proposed control developments.

3.2 Quadcopter model

To represent the position and orientation of rigid-body systems, two coordinate

frames are used: the inertial frame, and the body frame. For this, an earth-fixed

North, East, Down (NED) coordinate frame {E} = (xE, yE, zE) is assumed to be

an inertial frame given the typical distance and travel time of quadcopters.
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The model of the quadcopter used in this work is illustrated in Figure 3.1. The

body frame of a quadcopter (xB, yB, zB) is specified by the orientation of the quad-

copter with the rotor axes pointing in the positive zB direction and the arms pointing

in xB and yB directions.

Figure 3.1 : A schematic diagram of quadcopter

The quadcopter is assumed to be symmetric around the zB axis with four motors

Mi, i ∈ 1, 2, 3, 4 located at the same distance from the quadcopter’s centre of mass.

Rotational velocities of the propellers are denoted by Ωi. It is assumed that M1 and

M3 are rotating counter-clockwise and M2 and M4 are rotating clockwise.

Without loss of generality, the quadcopter is assumed to be a rigid body struc-

ture, it has its own body frame {B}. The position of the origin of {B} with respect

to {E} is denoted by P = (x, y, z)T , the velocity of {B} with respect to {E} by

ν = (U, V,W )T .

The orientation of a rigid body is described by the roll, pitch, and yaw angles

corresponding to its rotations around the xB, yB and zB axes. Denoting those angles



41

as Θ = (φ, θ, ψ)T , their rates are then given by Θ̇ = (φ̇, θ̇, ψ̇)T . The rates relate with

angular velocities, ω = [p, q, r]T , by the following transformation:

ω = HΘ̇, (3.1)

where H is given by:

H =


1 0 −sθ

0 cφ cθsφ

0 −sφ cθcφ

 , (3.2)

in which sx = sin(x) and cx = cos(x). The following rotational matrix R ∈ SO(3)

transform a vector in {B} to {E} is described by:

R =


cψcθ cψsθsφ − sψcφ cψsθcφ + sψsφ

sψcθ sψsθsφ + cψcφ sψsθcφ − cψsφ

−sθ cθsφ cθcφ

 . (3.3)

Since the focus is on the attitude control so only torque components that cause

changes in the orientation are considered. They include torques caused by thrust

forces τ , body gyroscopic effects τb, propeller gyroscopic effects τp, and aerodynamic

friction τa. The torque τ consists of three components corresponding the roll, pitch

and yaw rotations, τ = [τφ τθ τψ]T . They are given by:

τφ = l(F2 − F4), (3.4)

τθ = l(−F1 + F3), (3.5)

τψ = b(−F1 + F2 − F3 + F4), (3.6)

where l is the distance from the motor to the UAV centre of mass and b is the drag

factor. The body gyroscopic torque τb is given by:

τb = −S(ω)Iω, (3.7)
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where S(ω) is a skew-symmetric matrix,

S(ω) =


0 −r q

r 0 −p

−q p 0

 . (3.8)

The propeller gyroscopic torque τp is determined as:

τp =


IrΩrq

−IrΩrp

0

 ,
where Ir is the inertial moment of rotor, Ωr = −Ω1 + Ω2 − Ω3 + Ω4 is the residual

angular velocity of rotor in which Ωk denotes the angular velocity of the propeller

k (k=1,2,3,4). Finally, the aerodynamic friction torque τa is given by:

τa = kaω
2, (3.9)

where ka depends on aerodynamic friction factors, ka = diag[kax, kay, kaz]. Given

those torque components, the attitude dynamic model of the quadcopter is described

as:

IΘ̈ = τb + τ + τp − τa, (3.10)

where I = diag[Ixx, Iyy, Izz] is the inertia matrix when the quadrotor is assumed to

be symmetrical.

In this system, the gyroscopic and aerodynamic torques are considered as ex-

ternal disturbances. Thus, the control inputs mainly depend on torque τ and from

(3.4), (3.5) and (3.6), they can be represented as:

uφ

uθ

uψ

uz


=



τφ

τθ

τψ

F


=



0 l 0 −l

−l 0 l 0

−c c −c c

1 1 1 1





F1

F2

F3

F4


, (3.11)
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where F = F1 + F2 + F3 + F4 is the UAV lift, uz represents the total thrust acting

on the four propellers and uφ, uθ and uψ respectively represent the roll, pitch and

yaw torques, c is a force-to-torque scaling coefficient. As only the attitude of quad-

copter will be controlled, uz is assumed to balance with the gravity. Consequently,

the dynamics of quadcopters can be represented in the following form for attitude

control:

Θ̈ = I−1
(
−S(ω)Iω + u+ d

)
, (3.12)

where u = [uφ, uθ, uψ]T is the input vector and d = [dφ, dθ, dψ]T is the disturbance

vector. For small rotation angles of the quadrotor, ω is approximate to Θ̇, so the

second-order nonlinear dynamic equations of the three Euler angles are derived as:

φ̈ =
1

Ixx

[
(Iyy − Izz)qr + uφ + dφ

]
, (3.13)

θ̈ =
1

Iyy

[
(Izz − Ixx)pr + uθ + dθ

]
, (3.14)

ψ̈ =
1

Izz

[
(Ixx − Iyy)pq + uψ + dψ

]
. (3.15)

The quadcopter dynamics can be then represented as follows:
Ẋ1 = X2

Ẋ2 = I−1
[
f(X) + u+ d

]
,

(3.16)

where X1 = Θ, X2 = Θ̇, X = [X1, X2]T is the state vector, f(X) is the matrix

represented as

f(X) =


(Iyy − Izz)qr

(Izz − Ixx)pr

(Ixx − Iyy)pq

 . (3.17)

In this system, the following assumptions are made:

A.1 The quadcopter structure is rigid and symmetric. The propellers are rigid.
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A.2 The signals Θ and Θ̇ can be measured by on-board sensors.

A.3 The reference trajectories and their first and second time derivatives are bounded.

A.4 The velocity and the acceleration of the quadcopter are bounded.

A.5 The orientation angles are limited to φ ∈
[
−π

2
,
π

2

]
, θ ∈

[
−π

2
,
π

2

]
and ψ ∈

[−π, π].

A.6 The rotational speeds of rotors are bounded.

3.3 Sliding manifold

A design of a sliding manifold for sliding mode controllers of quadcopters will

be specified in this section. The mathematical model of the quadcopters was rep-

resented in Eq. (3.12). The sliding function determining the system’s equivalent

dynamics is presented as:

σ = ė + Λe, (3.18)

where Λ = diag(λφ, λθ, λψ) is a positive definite matrix to be designed, and e is the

control error:

e = Θd −Θ, (3.19)

where Θ and Θd are respectively the actual and the desired values of quadcopters’

attitude.

Taking the derivative of σ, one has:

σ̇ = Θ̈− Θ̈d + Λė. (3.20)

For small angular rotations of the quadcopter, ω can be approximated to Θ̇ [217].

Substituting Θ̈ (3.12) into (3.20) yields:

σ̇ = −Θ̈d + Λė + I−1[−S(ω)Iω + u+ d]. (3.21)
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In the next two sections, the control signals uφ, uθ and uψ in (3.12) are used to

control the three angles {φ, θ, ψ} to reach the reference value Θd = {φd, θd, ψd}T .

3.4 Adaptive quasi-continuous sliding mode control

In the HOSM control, the quasi-continuous (QC) SMC [46] introduces the ca-

pability of maintaining the properties of the first order SMC while creating smooth

responses. Its performance however depends on the knowledge of disturbance bound-

aries which are not always available. In practice, the quadcopter may be subject to

various disturbances and uncertainties such as wind gusts and modelling errors that

may downgrade the control performance. To address this concern, the second-order

sliding mode (SOSM) controller with an adaptive gain has been applied to drive

the sliding variable and its derivative to zero in the presence of bounded distur-

bances [179].

An adaptive quasi-continuous second-order sliding mode scheme is proposed to

control the attitude of quadcopters subject to nonlinear dynamics, strong coupling,

high uncertainties and disturbances with unknown boundaries. Here, the quasi-

continuous SMC retains the advantage of robustness while attenuating the control

chattering and facilitating the implementation.

3.4.1 QCSM control design

The conventional second-order QCSM in Eq. (2.15) is used in this design under

the following form:

u = −ασ̇ +|σ|1/2 sign(σ)

|σ̇|+|σ|1/2
, (3.22)

where α is the control gain to be adjusted. The control is continuous everywhere

apart from the origin where σ = σ̇ = 0.

Since I is symmetric and positive definite, the following Lyapunov function is
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chosen to avoid the inversion of the inertia matrix:

V0 =
1

2
σT Iσ. (3.23)

Taking the time derivative of V gives

V̇0 =
1

2

(
σ̇T Iσ + σT Iσ̇

)
+

1

2
σT İσ = σT

(
Iσ̇ +

1

2
İσ

)
. (3.24)

By substituting σ̇ from (3.24) to (3.21), one has

V̇0 = σT
(
−IΘ̈d + IΛė− S(ω)Iω + u+ d+

1

2
İσ

)
. (3.25)

Let I = I0 + ∆I, where I0 and ∆I represent the nominal and uncertain parts of

the inertia matrix. According to A1, one has İ = 0. Equation (3.25) becomes

V̇0 = σT{ − S(ω)∆Iω −∆IΘ̈d + ∆IΛė+ d+
1

2
İσ + u− S(ω)I0ω − I0Θ̈d + I0Λė

= σT{∆P + u+ P}, (3.26)

where

∆P = −S(ω)∆Iω −∆IΘ̈d + ∆IΛė+ d, (3.27)

P = −S(ω)I0ω − I0Θ̈d + I0Λė. (3.28)

Let Ξ = [Ξ1,Ξ2,Ξ3]T denote the sum of ∆P and P . Since the disturbance d and

uncertain parameter ∆I are bounded, from (3.27) and (3.28), it can be seen that

Ξ is also bounded, i.e., |Ξi| ≤ ΞM,i, i = 1, 2, 3. Consider system (3.12) with the

sliding variable σ(ω, t) as in (3.18). From assumptions A1-A6 in section 3.2, the

sliding motion on the manifold is achieved by the controller (3.22) if the gain αi can

be selected such that [161]:

αi ≥ ΞM,i. (3.29)

However, the bound ΞM,i is not easy to evaluate in practice. In addition, the

chattering will increase if a high value of αi is chosen. Thus, the goal now is to
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drive the sliding variable σ and its derivative σ̇ to zero in finite time by means of

quasi-continuous SMC without overestimation of the control gain.

3.4.2 Adaptive QCSM design

The proposed gain-adaptation law is supposed to minimise the chattering phe-

nomenon while driving σ and σ̇ to zero even in the presence of disturbances. For

initial conditions ωi(0), σi(0), and αi(0) > 0, the reaching and sliding on the mani-

fold is globally achieved in finite time by controller (2.15) with the following adaptive

gain [157]:

α̇i =


ω̄i
∣∣σi(ω, t)∣∣ sign(|σi(ω, t)| − εi) if αi > αm,i

ηi if αi ≤ αm,i

, (3.30)

where ω̄i, εi, ηi are small positive constants, and αm,i is a threshold of the adaptation.

To analyse the stability of the proposed controller, let us first define a global

Lyapunov function candidate for σ and α as:

V (σ, α) = V0 +
3∑
i=1

1

2γi
(αi − αM,i)

2, (3.31)

where V0 has been defined in Eq. (3.23), γi is a positive constant and αM,i is the

maximum possible value of the adaptive gain αi. The derivative of the Lyapunov

function (3.31) is obtained as

V̇ (σ, α) = V̇0 +
3∑
i=1

1

γi
(αi − αM,i)α̇i. (3.32)

Taking V̇0 from (3.26) and α̇i from (3.30), equation (3.32) under the control law

(2.15) becomes

V̇ (σ, α) =
3∑
i=1

σi

Ξi − αi

(
σ̇i +|σi|1/2 sign(σi)

|σ̇i|+|σi|1/2

)+

+
3∑
i=1

1

γi
(αi − αM,i)ω̄i|σi| sign(|σi| − εi). (3.33)
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When σi is slowly time-varying, σ̇i(t) is very small and can be negligible. Equa-

tion (3.33) then becomes

V̇ (σ, α) =
3∑
i=1

σi
[
Ξi − αisign(σi)

]
+

3∑
i=1

1

γi
(αi − αM,i)ω̄i|σi| sign(|σi| − εi). (3.34)

It can be seen that V̇ ≤ 0 given (23) and αi ≤ αM,i [157].

3.5 Adaptive twisting sliding mode control

In the HOSM control framework, most popular are twisting controllers [159] and

their modified versions like super-twisting [160, 70], adaptive super-twisting [179],

and accelerated twisting [54]. Owing to their advantages, these HOSM techniques

have been applied to UAV control [217,164]. However, these control laws are indeed

complicated and would require some simplification. To this end, the one-stage al-

gorithm of the accelerated twisting sliding mode (ATSM), where the control gain is

modified to be always greater than an exponential function of the sliding function

magnitude, appears not too complicated but can guarantee accelerated finite-time,

or at least, fixed-time convergence [54]. Motivated by the work therein, an adaptive

scheme is developed to be able to adjust the control gain of the twisting control

law and apply it to control the attitude of quadcopters in harsh conditions with

nonlinearity, external disturbances, uncertain dynamics and strong coupling.

Given the desired angle reference X1d = {φd, θd, ψd}T , the overall control law is

proposed as:

u(t) = ueq(t) + uD(t), (3.35)

where ueq(t) = (ueq,i)
T and uD(t) = (uD,i)

T , i = 1, 2, 3, are respectively the equiv-

alent control and the discontinuous part containing switching elements. In this

system, the sliding surface equation is chosen as in Eq. (3.18) and the control error

is e = X1 −X1d.
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3.5.1 Equivalent control design

The equation (3.18) can be rewritten for the attitude sliding surface as:

σ = (Ẋ1 − Ẋ1d) + Λ(X1 −X1d). (3.36)

Taking the time derivative of σ gives:

σ̇ = (Ẍ1 − Ẍ1d) + Λ(Ẋ1 − Ẋ1d), (3.37)

or

σ̇ = −Ẍ1d + Ẋ2 + Λė. (3.38)

Substituting Ẍ from (3.16) to (3.38) yields:

σ̇ = −Ẍ1d + I−1
[
f(X) + u

]
+ Λė. (3.39)

When the sliding mode has been induced, u can be considered as the equivalent

control ueq. By driving the derivative of sliding surface to zero, the equivalent control

rule can be obtained as follows:

ueq = I
(
Ẍ1d − Λė

)
− f(X). (3.40)

3.5.2 Discontinuous control design

The discontinuous control is

uD = uT , (3.41)

where the twisting controllers uT,i, i = 1, 2, 3 for attitude angles, are modified from

Eq. (2.19) as:

uT,i =


−µiαisign(σi) if σiσ̇i ≤ 0

−αisign(σi) if σiσ̇i > 0,

(3.42)
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where µi < 1 is a fixed positive number and αi > 0 is the control gain [102]. To

improve the control transient and tracking performance, the gain αi in (3.42) could

be selected to satisfy the following condition for the one-stage accelerated twisting

algorithm [54]:

αi = max{α∗,i, γi|σi|ρi}, (3.43)

where α∗,i, γi and ρi are positive constants.

Given that fixed time stability is required over a large operational region of

the UAV, and motivated by the simplicity of the one-stage accelerated twisting

algorithm mentioned above, it is proposed to adjust the gain αi in (3.42) adaptively

as in [157,75], to be constructed based on the following equation:

α̇i =


ω̄i
∣∣σi(ω, t)∣∣ sign(|σi(ω, t)|ρi − εi) if αi > αm,i

ηi if αi ≤ αm,i,

(3.44)

where ω̄i, ρi > 0, εi and ηi are positive constants and αm,i is an adaptation threshold,

chosen to be greater than α∗,i.

In trying to find a condition for the convergence of the proposed control and

adaptation schemes, the below Lyapunov function candidate is selected:

V =
1

2
σT Iσ +

3∑
i=1

1

2γi
(αi − αM,i)

2, (3.45)

where I is the inertia matrix, γi is a positive constant, and αM,i is the maximum

value of the adaptive gain, i.e. 0 < αm,i < α < αM,i. According to the assumption

A.1 in section (3.2), İ = 0. Thus, by taking the time derivative of V and substituting

σ̇ from (3.39), which yields:

V̇ =σT Iσ̇ +
3∑
i=1

1

γi
(αi − αM,i)α̇i

=σT
(
−IẌ1d + IΛė− S(ω)Iω + u+ d

)
+

3∑
i=1

1

γi
(αi − αM,i)α̇i. (3.46)
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Equation (3.24) can be rewritten as,

V̇ = σT (d+ uT ) +
3∑
i=1

1

γi
(αi − αM,i)α̇i

=
3∑
i=1

[
σi(di + uT,i) +

1

γi
(αi − αM,i)α̇i

]
. (3.47)

For the case σiσ̇i ≤ 0, from the twisting control law, one has

V̇ =
3∑
i=1

σi
[
di − αiµisign(σi)

]
+

3∑
i=1

1

γi
(αi − αM,i)ω̄i|σi| sign(|σi|ρi − εi)

=
3∑
i=1

|σi|µi
[disign(σi)

µi
− αi +

ω̄i
γiµi

(αi − αM,i)sign(|σi|ρi − εi)
]
. (3.48)

By assuming that the disturbance d is bounded, i.e., |di| ≤ ΞM,i, and with

sufficiently small εi such that |σi|ρi > εi [157], V̇ ≤ 0 if∣∣∣∣disign(σi)

µi

∣∣∣∣ ≤ αi or αi ≥
ΞM,i

µi
. (3.49)

Noting that only the case αi > αm,i is considered here as otherwise the last term

in the right hand side of (3.48) becomes
1

γi
(αi − αM,i)ηi < 0. For the case σiσ̇i > 0,

from (3.42) the same result will be achieved as above if considering µi = 1.

3.6 Results

3.6.1 Simulation setup

Extensive simulation and comparisons have been conducted to evaluate the per-

formance of the proposed controller. The quadcopter model used in this study is the

3DR Solo drone. The model of the test quadcopter is shown in Figure 4.5 in which

Lx, dx, rx and hx are measured distances used to compute the system parameters,

as listed in Table 3.1. The UAV was deployed to perform the tasks of infrastructure

inspection, as shown in Figure 3.2.

Numerical simulations have been carried out in three different situations, i.e.,

nominal conditions, under a presence of disturbances and parametric variations.
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Figure 3.2 : Insfrastructure inspection

Table 3.1 : Parameters of the quadcopter model

Parameter Value Unit

m 1.50 kg

l 0.205 m

g 9.81 m/s2

Ixx 8.85 · 10−3 kg.m2

Iyy 15.5 · 10−3 kg.m2

Izz 23.09 · 10−3 kg.m2

The initial states of the quadrotor are assumed to be at its steady position, where

all control angles and angular velocities are zero. The desired angles are adjusted

in the simulation as φ = −100, θ = 100 and ψ = 450. In the disturbance scenario,
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a torque of 0.5N.m is individually added in each axis of the drone. Particularly, to

demonstrate the performance of the controllers in dynamic variation conditions, the

simulation parameters are varied to counteract the modelling errors. In this case,

the Solo’s most capable payload of 0.8 kg, is added to the model and the inertial

matrix is augmented with some deliberately fixed uncertainties as listed in Table

3.2.

Table 3.2 : Uncertainties added to the inertia matrix

∆I x y z

x 0.4825 0.0044 -0.0077

y 0.0044 0.2437 0.0115

z -0.0077 0.0115 0.2437

The next subsections will present the results of extensive simulations and val-

idations, which has been carried out to evaluate the performance of the proposed

control algorithms.

3.6.2 AQCSM simulation and validation

Design parameters used for the controllers are given in Table 3.3.

Table 3.3 : Control design parameters

Variable Value Variable Value

λ1 4.68 λ2 4.68

λ3 3.84 ε1,2,3 0.7

α0 1.24 ω̄1,2,3 200

αm,1 0.01 αm,2 0.02

αm,3 0.03 η1,2,3 0.01
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Control performance in nominal conditions

The simulation results are shown in Figures 3.3 and 3.4, where the time scale

in the latter is zoomed in to observe the abrupt change in the control torque and

coupling effect. It can be seen that all controllers smoothly drive the angles to the

desired values with relatively small overshoot within two seconds. According to

(3.11), there are strong coupling relations between the control states. As a result,

it can be seen that the AQCSM controller can handle this problem to control the

attitude to reach the reference values and then track them without being perturbed.

Figure 3.3 : Responses of the quadcopter in nominal conditions (P , Q and R- roll,

pitch and yaw angular velocities)

Responses to disturbances

In this simulation, a torque disturbance with the amplitude of 0.5N.m is added

to all three axes of the quadcopter. The reference values are chosen to be the same

as in the previous simulation. The response is shown in Figure 3.5. As can be seen

from the figures, the AQCSM controller can cope with disturbances to reach the

references and maintain the drone stability.
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Figure 3.4 : Control torques

Figure 3.5 : Angular velocity and angle responses in the presence of disturbances

Responses to parametric variations

Figure 3.6 shows the results in comparison with the nominal conditions. The

almost identical settling time and overshoot between responses corresponding to
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Figure 3.6 : Comparison of angle and angular velocity responses in the presence of

parametric variations (red) and the nominal conditions (blue dash)

those scenarios indicate the robustness of the proposed AQCSM controller. The

adaptive gain α1(t) response versus time is shown in Figure 3.7. The higher gain

magnitudes which are observed in the two bottom sub-figures imply more energy is

required to stabilise the system in dealing with disturbances and uncertainties. This

result also verifies the feasibility of the control scheme.

Figure 3.7 : The adaptation of gain α1(t) in various scenarios
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3.6.3 AdTSM simulation and validation

The control parameters used for this study are given in Table 3.4.

Table 3.4 : Control design parameters

Variable Value Variable Value

λ1, λ2 4.68 ω̄1, ω̄2, ω̄3 200

λ3 3.84 αm,1, αm,2, αm,3 2.001

ρ1, ρ2, ρ3 3.0 αM,1, αM,2, αM,3 2.12

µ1, µ2, µ3 1/4 ΞM,1,ΞM,2,ΞM,3 0.5

ε1, ε2, ε3 0.6 η1, η2, η3 0.01

Control performance in nominal conditions

Performance of the controller is first evaluated in nominal conditions. The system

responses and controller outputs are shown in Figures 3.8 and 3.9, respectively, where

the latter shows the zoomed-in time scale to observe the abrupt change in references

and coupling effects. It can be seen that the proposed controller smoothly drives

the angles to the reference values within one second and with a small overshoot

despite strong coupling relations among control variables as described in (3.13-3.15).

However, there still exists minor chattering from the numerical integration of the

control system, as depicted in Figure 3.9. This can be interpreted as the trade-off

to obtain a better control performance, which requires a larger gain αi in (3.42).

Nevertheless, this phenomenon can be mitigated by adaptively adjusting αi to its

threshold value in the steady state.

Responses to disturbances

In this simulation, the robustness of the controller is evaluated by adding the dis-

turbances with the mean value of 0.5 Nm to the torques in all three body axes of the
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Figure 3.8 : Responses of the quadcopter (P , Q and R- roll, pitch and yaw angular

velocities) in nominal conditions

quadcopter, corresponding to the angular acceleration disturbances in (3.13-3.15).

Reference values were selected to be the same as in the previous simulation. Results

are shown in Figure 3.10. It can be seen that the proposed controller effectively

rejects external disturbances to drive the quadcopter to reach the expected attitude

within a similar time period as in nominal conditions.

Responses to parametric variations

In this simulation, the quadrotor is subject to several sources of uncertainties

including variations in loads and moments of inertia. Specifically, a load of 0.8 kg

is added to the model together with the uncertainties in moments of inertia, listed
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Figure 3.9 : Control torques

in table 3.2.

Figure 3.11 shows the results in comparison with the nominal conditions. The

settling time and overshoot of the responses are almost identical, indicating the high

robustness of the proposed controller. The variation of the adaptive gain observed in

simulation is in the interval 2.001 ≤ αi(t) ≤ 2.12, i = 1, 2, 3. Higher gain magnitudes

imply more energy is required to stabilise the system to cope with the increase in

disturbances and uncertainties owing to the effectiveness of the adaptation.

Comparison and validation with real-time data

For evaluation of the proposed control approach, simulation results were com-

pared with real-time data obtained by using the built-in PID controller of the 3DR

Solo drone to perform the mentioned attitude control. Figure 3.12 shows the flying

path and data recorded, omitting position information, during the experiment. To
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Figure 3.10 : Angular velocity and angle responses in the presence of disturbances.

compare the performance of the proposed controllers with other control techniques,

the output responses were compared with those obtained by using the conventional

SMC and the accelerated twisting sliding mode (ATSM) [54]. The comparison was

conducted under the three different scenarios, as illustrated in Figures 3.14 - 3.16.

Also, for the validation purpose, the simulation results were compared with real-time

data obtained when the drone is performing similar attitude control tasks. These

results are shown in Figure 3.13 for the three control torques, where the proposed

controller results in better tracking performance with reduced chattering. Indeed,

Figures 3.14 - 3.17 show the time responses of Euler angles and angular velocities

wherein the yaw tracking errors in the steady state are zoomed in. It can be seen

that all controllers show similar performance as in nominal conditions. In the pres-
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Figure 3.11 : Angle and angular velocity responses in the presence of parametric

variations

Figure 3.12 : Experimental data acquisition

ence of disturbances, the proposed controllers can, however, exhibit the smallest

tracking errors, indicating a better capability of dealing with disturbances. In the

case of parametric variations, the proposed controllers can also provide the fastest
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Figure 3.13 : Time responses of three control inputs

convergence thanks to the proposed adaptive scheme.

3.7 Summary

In this chapter, designs and developments of the low-level control system for

a quadcopter UAV are presented. For each quadcopter, robust onboard control

schemes are developed based on the adaptive second-order sliding mode control.

The ultimate objective of the development is to robustly control the quadcopter

attitude in the outdoor environment, which is subjected to external disturbances as

well as system uncertainties for the surface inspection application. The control en-

hancement contains the selection of the sliding manifold and the development of the

quasi-continuous and twisting second-order sliding mode controllers with adaptive

schemes. A global Lyapunov candidature function is selected for stability analy-
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Figure 3.14 : The roll and pitch angle and angular velocity responses of controllers

in nominal condition

Figure 3.15 : The roll and pitch angle and angular velocity responses of controllers

in occurrence of disturbances
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Figure 3.16 : The roll and pitch angle and angular velocity responses of controllers

in occurrence of parametric variations

sis of the overall system to illustrate the convergence of both the sliding dynamics

and adaptation schemes. The performance and advancement of the proposed ap-

proaches are evaluated by some extensive simulation and comparisons with real-time

experiments. Results obtained demonstrate the feasibility of the proposed systems.
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Figure 3.17 : Zoom-in tracking errors of controllers at the steady state
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Chapter 4

Multi-UAV system architecture

A real-time control system for surface inspection using multiple unmanned aerial

vehicles is presented in this chapter. The UAVs are coordinated in a specific forma-

tion to collect data of the inspecting objects. The formation is established via using

the angle-encoded particle swarm optimisation to generate an inspecting path and

redistribute it to each UAV where communication links are embedded with an IoT

board for network and data processing capabilities. Other hardware extensions for

specific 3DR Solo drones allows them to fly safe, to maintain the formation topology,

and to improve their mission efficiency.

4.1 Introduction

This chapter provides materials required for the design and development of a

system architecture of multi-UAVs in real-time operating. It starts with an overview

of system architecture. Then, it provides brief theoretical backgrounds for path

planning and multi-UAV formation problems. The chapter ends with descriptions

of a specific UAV and its hardware development.

The first part begins with descriptions of the assigned mission assessment that

is a basis to select a relevant configuration and control scheme for the multi-UAV

system. Then, it is broken down into functional explanations of the subsystems.

The theoretical basis for analysis and evaluation of the systems is provided in the

second part of the chapter. Since the low-level control designs have been provided

in Chapter 3, backgrounds of path planning and multi-UAV formation problems are
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covered in this part.

The chapter ends with details of the experimental quadcopters that will be used

to verify the desired system developments further and also to analyse the perfor-

mance of the whole system in real time experiments. The last part concludes by

detailing of hardware development necessarily for UAVs and the formation to fulfil

their assigned tasks.

4.2 System overview

Figure 4.1 illustrates a structure of a multi-UAV formation. There are three lay-

ers: the task assessment layer, the high-level control layer and the low-level control

layer. They have a tight relationship with each other in order to create the entire

system architecture of multi-UAVs conducting infrastructure and inspection tasks.

The top layer, named Task Assessment, is necessary for decision making, defect

detection and sensor selection. It starts with the choice of the target monitored

structure or environment. From this, the inspected surface(s) will be determined.

Based on the selected defect detection technique, relevant sensors will be chosen

and attached on UAVs. Then, parameters of the selected area of interest will be

measured, specifically, its range of length, width, and height. These parameters are

necessary to create the 3-D terrain topology for the path planning problem. Based

on the 3-D terrain, the inspected starting point and target point are designated.

The task assessment for visual-based infrastructure inspection will be discussed in

Section 4.3.1.

The high-level control block contains two main modules, i.e., the Formation

module, and Path Planning module.

Based on a general mission requirement and the working space conditions, the

formation module will determine positions and mission allocations for each UAV.
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As a result, the formation shape is decided in order to cover the inspected structure

and task criteria. The location for each UAV is also determined on the basis of

its designated working areas and equipped sensors. The formation shape is then

decided, followed by a suitable shape maintenance algorithm. In complex environ-

ments, a unique formation topology may not guarantee the safety as well as the

mission performance. Therefore, reconfigurable topologies are required to allow the

formation to work adaptively in some dynamic working spaces. Such an algorithm

will be covered in Chapter 6.

By taking results from the module on the top of Figure 4.1, planned paths will be

generated in the second module. Here, by adding details of the environmental data

acquisition process, the second module will plan a safe, feasible and flyable route for

the entire formation. The reference trajectory will be generated and distributed for

the corresponding UAV. The planning algorithm will be investigated in Chapter 5.

The lowest layer is known as the task execution layer, that belongs to the low-

level control for the UAVs. This layer is the vital one in real-time flight to preserve

the formation configuration while conducting inspection tasks efficiently. Therefore,

the designed controllers in Chapter 3 are proposed for tracking the generated path

whilst mitigating control errors and rejecting disturbances and parametric uncer-

tainties.

In the fly time, by using the attached sensors and communication networks,

the safety of the whole formation is preserved. For visual-based inspection, the

cameras on each UAV will continuously take pictures of the structure’s surface.

These pictures, which also carry the time and GPS’s location of the place that they

were taken, are then processed to detect any defects on the surface of the monitored

object.
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4.3 Theoretical background

4.3.1 Task assessment

Given the surface to be inspected, the task assessment layer computes a set

of camera configurations that together cover the whole surfaces of interest given

constraints on image quality. Each configuration ci corresponds to a position and

an orientation of the camera. The constraints are for image sticking and defect

detection with the following requirements:

(i) photos are taken when the camera is perpendicular to the inspected surface;

(ii) their resolution is sufficiently high to distinguish the smallest feature, sf ; and

(iii) the photos are overlapped to a percentage, op, specified by the sticking algo-

rithm.

The first requirement confines the camera orientation to the normal of the in-

spected surface. The resolution requirement suggests the computation of the field

of view of the camera as:

afov =
1

2
rcsf , (4.1)

where rc is the camera resolution. Thus, the distance df,i from the ith UAV to the

inspecting surface can be found as:

df,i =
afovf

ss
, (4.2)

where f and ss are respectively the focal length and sensor size of the camera. Let G

be a finite set of geometric primitives gi comprising the surfaces to be covered. Each

geometric primitive gi corresponds to a surface patch covered by a camera shot.

Having taken the overlapping percentage into account, the geometric primitive gi is

computed as:

gi = (1− op)afov. (4.3)
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Equation 4.2 and 4.3 are sufficient to determine configurations ci to cover the set of

primitives G [156] which is then fed to the high-level control layer for path planning.

4.3.2 UAV path planning problem

This section introduces a fundamental path planning process to produce a real-

time trajectory from a start location to a target location.

Given that a set of UAV’s location (x, y, z) and attitude (θ, ψ) are the horizontal

and vertical angles, denote the start and target waypoints as Ps and Pf . The path

planning algorithms are basically applied to generate one or more flight paths T ∗(q)

to connect Ps and Pf . Mathematically, path planning can be expressed as:

Ps
T ∗(q)−−−→ Pf , (4.4)

where T ∗(q) is the resulting path, and q is defined as a path parameter. According

to the desire mission, the path parameter can be represented by different attributes,

e.g., waypoints, orientation angles, forces, velocities, or distances.

Path planning problem for a single UAV from the start pose P (xs, ys, zs, θs, ψs)

to the finish pose P (xf , yf , zf , θf , ψf ) is then defined as:

P (xs, ys, zs, θs, ψs)
T ∗(q)−−−→ P (xf , yf , zf , θf , ψf ). (4.5)

Path planning problem for a group of n UAVs, with the corresponding start pose

Psi and finish pose Pfi, where both are linked by a path T ∗i (q), gives:

Psi(xsi, ysi, zsi, θsi, ψsi)
T ∗i (q)
−−−→ Pfi(xfi, yfi, zfi, θfi, ψfi), i = 1, · · · , n. (4.6)

Path planning problem for a rigid body formation of UAVs, represented by a

virtual point PF , usually the formation’s centre of mass, from the start pose PFs to

the finish pose PFf can be represented as:

PFs(xFs, yFs, zFs, θFs, ψFs)
T ∗F (q)
−−−→ PFf (xFf , yFf , zFf , θFf , ψFf ). (4.7)
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The above path planning problem is a basic problem to generate a connected

route between two waypoints. Generally, a real-time trajectory also requires avoid-

ing obstacles or collisions, but also optimising a given functional under a set of

constraints. Depending on a specific mission, different requirements have been intro-

duced, i.e., minimising path length, performances optimisation, collision avoidance,

real-time planning or risk minimisation. In particular, the path length and collision

avoidance are the major issues in any path planning algorithm.

In some specific tasks, there are various constraints involved in path planning to

complete the tasks more efficiently. The adopted path must be flyable and safe to

guide the UAV through complex environments and simultaneously achieve highly

effective inspection tasks for a given area of interest. The UAVs should be capable of

following any resulting path. In multi-UAV path planning, the algorithms must also

allow for the deployment of several UAVs in a coordinated manner. In some cases,

the path planning algorithms must be computationally efficient with less memory

occupation to operate in real time.

If the paths contained a set of waypoints, but their connection is presented

by straight-line segments, they may not be flyable because the UAV cannot turn

instantaneously through each waypoint. For a flyable path, each segment must have

a common tangent to produce a continuous path so that some segments must be

curved and smooth.

Generally, path planning for UAVs has the following attributes [216,215]:

• Flyable trajectory: Flyable paths meet kinematic or motion constraints and

dictate the manoeuvrability of the UAVs.

• Physical feasibility: This refers to the physical limitations in the use of UAVs,

which include the maximum path distance and the minimum path length.
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• Safety: is achieved by avoiding obstacles, either fixed or moving, that intersect

the path, both internal and external.

• Performance of the mission: This refers to whether a path can satisfy the

requirements of a specified mission. To complete the mission, various require-

ments must be met when designing a path. These requirements usually in-

clude the maximal turning angle, the maximum climbing/diving angle, and

the minimal flying height. Other constraints, such as maintaining communi-

cation range, minimising path length, maintaining working altitude, can be

added into the system.

• Real-time implementation: This refers to the efficiency of path planning. The

flight environments of UAVs are usually constantly changing. Therefore, the

path-planning algorithm must be computationally efficient. Replanning ability

is critical for adapting to unforeseen threats.

Hence the path planning problem for a multi-UAV formation in (4.7) can be

extended by taking into account a number of constraints as the following form:

PFs(xFs, yFs, zFs, θFs, ψFs)
∐
T ∗F (q)

−−−−→ PFf (xFf , yFf , zFf , θFf , ψFf ), (4.8)

where
∐

represents the set of constraints.

Offline path planning: Offline path planning is a traditional method to cre-

ate an appropriate path for a UAV in a predetermined and static environment.

All data in this environment has been defined in advance including some specific

constraints. The set of constraints, which may affect the planning results, includes

obstacles and/or threats, kinematics of vehicle, and optimised path or fuel consump-

tion. Among them, minimising the path length together with collision avoidance are

the most preferable.

Online path planning: Online path planning is a fundamental concern for
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the implementation of UAV flight in real-time. Solving this problem will increase

the effectiveness, accuracy, and adaptability to any real and practical environments.

The path planning method is classified as a dynamic multi-objective optimisation

problem. Online path planning can be divided into global and local planning prob-

lems. While the former one generates the path from the start to the target points

for UAVs in the entire working space, the latter one uses sensory information as

its input. Whenever a potential collision with an obstacle has been detected, the

local path algorithm will be triggered to replan the path online. A key technology

of online path planning for UAVs is the capability of quick response to the changes

in dynamic environments so that accelerated path planning algorithms are required.

4.3.3 Formation concepts

This subsection presents a number of concepts related to the UAV formation. It

begins with some definitions that would be used in this project before describing a

virtual structure formation model.

Multi-UAV swarm definitions

Rigid Body [9]: A rigid body is composed of a system of point masses fixed by

holonomic constraints such that: ri − rj = dij = const where ri, rj are the positions

of the particles.

To represent the position and orientation of rigid-body systems, two coordinate

frames are used: the inertial frame, and the body frame. An earth-fixed North,

East, Down (NED) coordinate frame {O} = (xO, yO, zO) is often assumed to be an

inertial frame given the typical distance and travel time of the rigid-body.

Virtual Structure (VS) [104]. A virtual structure is a group of N UAVs,

which maintain a (semi-) rigid geometric relationship to each other and to a frame

of reference.
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The particles can be considered as remaining immobile with respect to a specific

reference frame that is also moving within space. If the geometric relations are not

enforced by a physical system of constraints but instead by a human-made control

system, then the structure is called a Virtual Structure. In a robotic system, the

generation of a Virtual Structure is facilitated by the use of sensing, mobility and

intelligent control.

Virtual Rigid Body (VRB): A VRB is a group of N UAVs and a global

reference frame of the formation {O}, in which the local positions of the UAVs are

specified by a set of potentially time-varying vectors {r1(t), r2(t), . . . , rN(t)}.

The VRB is extended from VS with a body frame rigidly attached among the

group. Consider a group of N UAVs in a 3D environment with the two reference

frames: the inertia frame {O} and the body frame {Bi}, i = 1, 2, . . . , N . Let PF (t) ∈

R3 denote the position, and ROF (t) ∈ SO(3) the rotation matrix of the origin of the

formation frame {F} to the inertia frame {O}, where t is time. The relationship

between Pi(t) and ri(t) of the UAV i can be presented as:

Pi(t) = PF (t) +ROF (t)ri(t) ∀i ∈ {1, 2, . . . , N}. (4.9)

Formation [218]: A formation Π is a VRB with constant local positions {r1(t),

r2(t), . . . , rN(t)} in the local reference frame {F} for a group of N UAVs with a time

duration TΠ > 0.

In a VRB formation, the position Pi(t) of UAVi is constant, but its orientations

will vary in the formation frame {F} to preserve the relative positions in VRB

throughout the path following period.

Transformation [218]: A transformation Φ is a VRB with time varying local

positions {r1(t), r2(t), . . . , rN(t)} in {F} for a group of N UAVs with a time duration

TΦ > 0.
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During the transformation period, the position Pi(t) of the UAVi is time-varying.

Its initial position in the transformation Φ matches the origin formation shape, while

its target position must be adjusted to meet the new formation shape. The trans-

formation process, hence, operates as a bridge to reconfigure between two different

formation topologies.

Virtual structure of multi-UAV formation

In the VS approach, positions of the UAVs are usually defined in a frame with

respect to a reference point. A trajectory is generated for the reference point, and

then a set of desired positions for each UAV can be constructed thanks to its relation

to the VS as it in time.

This work uses a triangular UAV formation model with the inertial and formation

frames represented in Figure 4.2. All measurements are referred to the inertial frame

{O} with axes xO, yO and zO. Positions of UAVi, i = 1, 2, 3, in the inertial frame are

denoted as Pi = {xi, yi, zi}. The formation frame, {xF , yF , zF}, is defined such that

the origin PF is chosen to be coincident with the centroid of the triangle; the axis

xF is the direction from the centroid of the triangle to the UAV1 position; the axis

zF is perpendicular to the plane containing three UAVs pointing downward; and the

axis yF is perpendicular to the plane formed by the xF and zF axes. This moving

frame allows the determination of its relative orientation with respect to the fixed

inertial frame.

The formation is a rigid body in which PF , VF , ψF and ωF are the inertial posi-

tion, velocity, heading angle, and angular velocity, respectively. Each UAV can be

represented by its position, velocity, heading angle, and angular velocity Pi, Vi, ψi

and ωi with respect to the global inertial frame {O}, or by PiF , ViF , ψiF and ωiF

with respect to the formation frame {F}.

Then the equations for the reference position and velocity profiles for each UAV
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Formation initialisation

Given the desired path, the formation flight starts with an initialisation phase

in which each UAV needs to reach its desired initial position from an arbitrary

location without collision. While UAVs typically can take off automatically based

on the built-in software, their movements to the desired initial positions require a

number of checks as follows:

- Crossing check: verify whether or not the path of a UAVi crosses the paths of

other UAVs after taking into account marginal clearance ranges;

- Conflict check: verify whether or not a UAVi enters the conflict region of other

UAVs at the same time instant;

- Deadlock check: verify whether or not a UAVi enters the assigned location of

another UAV in the formation.

Those checks can be implemented by introducing a binary action variable ci to

each UAV. The value of ci = 0 implies the UAVi stops to avoid a collision whereas

the value of ci = 1 enables it to continue to fly. Denoting ∆Ti as the remaining flight

time to the desired initial position of UAVi, the initialisation process represented via

the value of ci that avoids the collision between every two UAVs is then presented

as in Figure 4.3.

After the initialisation, the low-level control is applied to UAVs based on (5.18)

or (6.9) to maintain the shape. During the flight, on-board computers calculate the

inverse kinematics (the formation variables based on the positions of UAVs), and

then compare it with their neighbours and the formation centroid to obtain position

errors. Those errors are then eliminated by the tracking control action generated.
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Figure 4.3 : Initialisation process for UAV formation

4.4 Experimental quadcopter and hardware development

4.4.1 Experimental quadcopter

The quadrotor platform used for the experiments presented in this thesis is the

3DR Solo. It weighs about 1.5 kg itself or 1.8 kg with GoPro camera and Solo

Gimbal. The drone has a flight time of about 25 minutes or 20 minutes with the 420

g maximum payload. All sensor data from the drone can be wirelessly transmitted

to a ground station PC either running Windows or Linux. The main processor on

Solo is the iMX.6 running Yocto Linux connected to a Pixhawk autopilot.

The iMX.6 is a series of applications processors based on the ARM Cortex archi-

tecture. On Solo, iMX.6 controls the high-level operation of the drone: smart shots,

camera and gimbal control, mobile app communication, and accessory interaction

are all implemented in this layer. It is equipped with three processors, two are Cor-
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tex M4 168 MHz running Pixhawk firmware for low-level control and the other is

an ARM Cortex A9 running Arducopter flight operating system.

Pixhawk flight controller is a flexible autopilot hardware design based on the

so-called project for the academic, hobby and developer communities. On Solo,

Pixhawk autopilot is applied to control flight modes, drone stability and handles

all attitude estimation, inertial navigation, and failsafe monitoring for Solo. It

receives data from internal sensors, the external GPS module, the external compass

module, and 3DR Solo Link to calculate Solo’s in-flight dynamics. Pixhawk outputs

telemetry data to the 3DR Link network and sends control commands to Solo’s

four motors via the electronic speed controllers. Pixhawk communicates with Solo

onboard computer and ground control stations via the MAVLink telemetry protocol.

Figure 4.4 shows the communication protocol designed for 3DR Solo drone via

Solo Link for Solo development. This module manages communication between Solo

and the Controller on the 3DR Link secure Wi-Fi network. Solo Link receives all

control inputs, outputs telemetry, and outputs video signals to communicate with

the ground over the 3DR Link network. Solo Link also runs software processes

that regulate advanced automated functions and data conversion. However, this

protocol has not been assured so far, so that ground stations or companion computers

must periodically check the status of the UAVs in order to confirm whether or

not a command has been accomplished. This procedure is called the matching

acknowledgement (ACK). Thus, there is a demand to improve the communication

network.

The drone is equipped with a wide array of sensors included in the following

details:

- Inertial measurement units (IMUs): the integrated 6-axis motion tracking de-

vice that combines a 3-axis gyroscope, 3-axis accelerometer, and a digital motion
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Figure 4.4 : Message flows between 3DR Solo and GCS via Solo Link

processor.

- Altitude meter: the barometric pressure sensor with an altitude resolution of

10 cm.

- Other devices including a compass module and a GPS Module for the drone

navigation, four electronic speed controllers (ESCs), and a twin dipole antenna for
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Solo wi-fi network (Solo Link).
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Figure 4.5 : The 3DR Solo drone with body coordinate frame

The programming is carried out through the ground control station called Mis-

sion Planner (MP) and uploaded to the UAV. MP is an application for the ArduPilot

open source autopilot project. In this work, some main functions of MP can be listed

as:

- Environmental data acquisition via a satellite map.

- Load the firmware into the autopilot board.

- Load autonomous missions, which are usually the resulting paths generated by

the proposed path planning technique, into Solo autopilot.

- Download and analyse data logs in order to review them after each field test.

- Monitor flight status while in operation.
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Through the literature, it is recognisable that UAV-based inspection systems

require the synchronisation in control, path planning and data processing not only

between layers within single UAVs but also among them. For real-time inspection,

extra communication channels however are needed among UAVs, ground control

stations (GCS), and other remote computational units (RCU) such as server com-

puters or cloud computing systems to tackle the high demand of data fusion and

processing. Those requirements pose the need for a homogeneous communication

platform that allows all components of an inspection system to be integrated. The

current use of radio transceiver modules with a pulse mode modulation 2.4GHz up-

link and 2.4/5.8GHz downlink is insufficient as they can only form a private network

among on-site devices [183]. Some studies suggested the deployment of additional

UAVs as communication relay stations to extend the network [91,28]. Although this

approach is suitable for tasks that cover a certain structure or area, it is ill-use for

structures located in remote areas like bridges, power lines or wind turbines which

require hundreds-of-kilometre communication range. Several studies proposed to

use satellite communication to overcome this problem [42, 209]. This is, however,

expensive, complex and not always feasible.

When operating outdoors, Solo may require up to five minutes to acquire a

strong GPS lock. Solo also requires to select a clear view of the sky to improve

GPS signal strength when the number of satellites is 6 and above. These conditions

are sometimes not easy to satisfy. On the other hand, the horizontal position and

speed accuracy are up to 5 metres and 1 m/s, respectively. These limitations are

challenging for collision avoidance and inspection performance that requires more

accurate distances to inspected objects.

Therefore, Solo is retrofitted to improve flight safety and its mission efficiency.

The hardware extension together with communication development are presented in

the following subsection.
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4.4.3 IoT Devices

As illustrated in Figure 4.6, the inspection system involves real-time cooperation

of many components within the IoT framework. As not all components are pre-

installed with networking and data processing capabilities, they are equipped with

IoT boards, each including a processor and a microcontroller as shown in Figure

4.7. The processor provides devices capabilities to not only connect to the wifi

network but also process the receiving data via Linux operating system installed.

The microcontroller enables the devices to work with other low hardware interfaces

such as voltage/current interface, AD/DA converter, PWM, etc. The board thus

turns a normal device into a smart one that can be integrated into the Internet

protocol (IP) based networks. Nevertheless, the built-in antennas of IoT boards are

insufficient for outdoor communication as they are designed for indoor applications.

High gain external antennas are therefore needed to extend the communication range

as well as provide stable signals, especially for moving objects like UAVs. In this

system, a 6 dBi detachable antenna is used for each IoT board.

For the Internet access, mobile broadband networks are utilised based on wireless

gateway routers that have SIM card slots. As mobile broadband networks are present

almost everywhere, this approach allows the inspection system to be deployed for

any structure without the need for relay stations nor satellite communication.

4.4.4 Communication Protocols

Apart from the hardware, transport protocols also play an important role in

ensuring the security and efficiency of the data exchanged. In IoT, the most pop-

ular transport protocols include the Transmission Control Protocol (TCP), User

Datagram Protocol (UDP), and Real-Time Transport Protocol (RTP). TCP is a

sophisticated protocol which was originally designed for the reliable transmission of

static data such as emails and files over low-bandwidth, high-error-rate networks.
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Figure 4.7 : The 3DR Solo drone with retrofitted components

UDP is based on the idea of sending a datagram from a device to another as fast as

possible without considering the state of the network. UDP is thus able to minimise

the transmission delay and delay jitter achieved under good network conditions. On

top of UDP, a relatively new transport protocol called RTP was developed and has

become the standard for delivering real-time multimedia data. RTP provides facility

for jitter compensation and detection of out-of-sequence arrival in data. According

to those protocol features, the system employs RTP for photo/video streaming and

UDP for sensing data transmitting whereas TCP is chosen for delivering adminis-

trative data and control commands.
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Figure 4.8 : Three Solo drones with the gateway router

4.4.5 Data Processing

One of the main benefits of using IoT is the capability of conducting computation

and data processing at various levels of the system, for example, the device level by

IoT boards, the control level by built-in computers of UAVs and the application level

by networked server computers or cloud computing services. The determination

of processing level depends on the amount of data to be processed and real-time

requirement. In this system, IoT boards are used for processing communication

data among UAVs such as position, velocity and other state information to minimise

the latency. The control algorithm on the other hand is handled by the built-in

computers of UAVs to enhance reliability. Other information and especially collected

image data are processed by server computers to cope with the high demand in

computation and energy consumption.

4.4.6 Other hardware retrofitting

Figure 4.7 also shows the hardware extension for a single 3DR Solo drone. Apart

from the IoT board, other retrofitted devices include a Light Detection and Ranging

(LIDAR) scanner, a RTK compatible GPS receiver, and a camera for environmental

data acquisition.
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The LIDAR sensor is fitted on top of the drone for flight safety and mapping. A

25D mm Metal Gearmotors is fitted coincidently to give the LIDAR a 360o rotation.

This design helps the LIDAR capability to generates two-dimensional shape and dis-

tance to surrounding environments. Its mission is to carry out continuous horizontal

scan with high precision among a radius of 15m to build up a 3D map. Besides that,

the obtained distances to obstacles will be processed for free crashing. To improve

Figure 4.9 : The 3DR Solo drone with LIDAR

accuracy of the drone’ navigation capability, the onboard GPS receivers are updated

by a centimeter precision GNSS devices, which is the 3DR Solo GPS u-blox NEO-

M8P-2-10 incorporating a TW2712 Tallysman Wireless antenna. These quadcopters

are also able to monitor wirelessly from the central processing computer via a radio

network using Radio Telemetry designed by DroTex. It periodically updates the

correction data from the base GPS station to improve the positioning precision.

The camera used is a Hero 4 Black with the focal length of 34.4 mm, resolution

of 12 megapixels, and wireless network capability. It is attached to a three-axis

gimbal with one degree of freedom for controlling its elevation (pitch) angle. The

photos taken by this camera will be streamed to the RCU where the defect detection
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4.5 Summary

This chapter presented the framework employed in this thesis. The multi-layer

architecture has been introduced to allow various modules of a complicated system

to be integrated to fulfil a common task. The system features a new communication

platform based on the Internet of Things which can exploit vast processing capa-

bilities of RCU and remove the burdens in communication distance. This chapter

also detailed the experimental drones and the hardware development that would be

used throughout the dissertation to evaluate the performance of all the designed

approaches.
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Chapter 5

Angle-encoded swarm optimisation for UAV

formation path planning

5.1 Introduction

This chapter presents a path planning algorithm for the triangular formation

model of UAVs, given in section 4.3.3, conducting inspection tasks of built infras-

tructure. The chapter covers two main parts; these are the proposed formation path

planning algorithm, and experiment results.

The first part of the chapter presents a novel and feasible path planning tech-

nique for a group of unmanned aerial vehicles conducting surface inspection of in-

frastructure. The approach begins with a brief description of the angle-encoded

PSO, followed by theoretical analysis and review to justify the selection of the θ-

PSO. A new constraint function is developed to incorporate with θ-PSO to generate

the desired trajectory for the centroid of the group. Finally, the generated path is

translated into an individual track for each UAV based on its defined position in the

formation.

Extensive simulation, comparison, and experiments are presented in the second

part to illustrate the validity and effectiveness of the proposed path planning algo-

rithm.

5.2 Formation path planning

When generating a path for the desired motion of multiple UAVs in a group, a

number of constraints are required to be fulfilled for maintenance of the formation,
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maneuverability of every single UAV, operating space, and obstacle avoidance. In

this work, all of the constraints will be incorporated into a multi-objective function.

The path planning problem can be then simplified to the creation of a feasible path

for the centroid of the UAV formation. Since the major goal is to construct optimal

paths for all UAVs in the group, it is essential to speed up the convergence of the

optimisation process for the whole formation. Therefore, the angle-coded PSO (θ-

PSO) will be used as follows.

5.2.1 Angle-encoded PSO or θ-PSO

The angle-encoded PSO [200] is described as:

∆θk+1
ij = w∆θkij + c1r

k
1i(λ

k
ij − θkij) + c2r

k
1i(λ

k
gj − θkij)

θk+1
ij = θkij + ∆θk+1

ij , (i = 1, 2, ..., N ; j = 1, 2, ..., S)

xkij =
1

2

[
(xmax − xmin)sin

(
θkij

)
+ xmax + xmin

]
,

(5.1)

where N is the swarm size, S is the dimension of the searching space, w is the inertial

weight, r1 and r2 are two pseudorandom scalars, c1 and c2 are the gain coefficients,

θij ∈ [−π/2, π/2] and ∆θij ∈ [−π/2, π/2] are respectively the phase angle and

phase angle increment of the ith particle in dimension j; Λg = [λg1, λg2, ..., λgS]

and Λi = [λi1, λi2, ..., λiS] are respectively the ith particle’s global and personal best

positions; and xmax and xmin are the upper and lower restrictions of the search space.

For path planning of the centroid, each particle is associated with a specific path

instance TFi and the phase angle-encoded population can be presented as:

Θ = [Θ1,Θ2, ...,ΘN ]T . (5.2)

Suppose each path TFi consists of v+2 waypoints, including the start and target

ones. As those start and target waypoints are predetermined, they can be excluded

from the particle. Thus each particle has the dimension of 3v and can be represented
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by the following fixed-length phase angle-encoded vector:

Θi = [θi1, ..., θiv, θi,v+1, ..., θi,2v, θi,2v+1, ..., θi,3v]. (5.3)

Using the mapping f : [−π/2, π/2] → [xmin, xmax], the position of a particle is

obtained as:

Xi = f(Θi) = [xi1, ..., xiv, xi,v+1, ..., xi,2v, xi,2v+1, ..., xi,3v], (5.4)

where xij = f(θij) is the jth dimension of the ith particle’s position (i = 1, ..., N ;

j = 1, ..., 3v), xi1, ..., xiv, xi,v+1, ..., xi,2v and xi,2v+1, ..., xi,3v represent the x, y and z

coordinates of the vth waypoint of path TFi, respectively.

5.2.2 Rationale

The θ-PSO is a variant of the well-known particle swarm optimisation, which

is a population-based stochastic optimisation algorithm inspired by social behavior

of bird flocking [178, 62]. PSO is applicable for optimisation problems in multi-

dimensional search spaces [178, 158, 96, 59]. The algorithm provides a high-quality

optimal solution in a short time interval. The convergence of PSO is faster in

comparison with some stochastic approaches [158,51,156]. Importantly, this method

is beneficial when it can be easily implemented [18].

In PSO, a set of particles is generated, each seeks for the optimum solution by

moving in a way that is a compromise between its own experience and the social

experience. Initially, each particle is assigned a random position, xi, and velocity,

vi. The particle motion is then updated by the following equations:

vk+1
ij = wvkij + c1r

k
1i(p

k
ij − xkij) + c2r

k
1i(p

k
gj − xkij)

xk+1
ij = xkij + vk+1

ij , (i = 1, 2, ..., N ; j = 1, 2, ..., S),

(5.5)

where pij and pgj are the local-best and global-best positions of the particle i, and

subscript k is the iteration index. The values of pij and pgj are evaluated based on



94

a cost function to be defined in the next section. The rest of the variables in (5.5)

are similar to those in (5.1).

In Eq. (5.5), it can be seen that a solution of a particle has these three alternative

options: to track its private trajectory, to follow its best prior position, or to move

toward the global best position. The correlation among them depends on three

coefficients w, c1 and c2. In this case, w plays a crucial role in the convergence

performance when it decides the impact of previous velocities on the current one

[158]. This parameter adjusts the relationship between the local and global search

capabilities of the entire swarm [62].

Besides that, a precise selection of the acceleration coefficients will increase the

convergence speed and attenuate the local minima [50]. The values of c1 and c2

are selected to be equal to 2.0 or close values by most of the previous researchers.

However, this selection may be unsafe to the optimisation process. An often-used

solution is to keep the velocities in a boundary range. However, the bound of velocity

also generates some other problems such as no justifiable law is determined. As a

result, this velocity range may break down the particle’s trajectory convergence [158].

The angle-encoded PSO [200,62] was developed to overcome the above problems.

Compared to the conventional PSO, the following advantages can be achieved by

θ-PSO: higher optimisation precision, faster convergence, fast optimisation time and

rate and higher capability to deal with high-dimensional search spaces [77, 43].

For traditional path planning, the position of particles often represents the lo-

cation of UAVs. This representation can give good results, but it also slows down

the swarm convergence if the momenta of particles are not well-adjusted [96, 62].

Furthermore, when producing a path for the desired motion of multiple UAVs in

a group, a number of constraints are required to be fulfilled for maintenance of

the formation, manoeuvrability of every single UAV, operating space, and obsta-
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cle avoidance. All of the constraints will be incorporated into a multi-objective

function, that makes the planning problem more complicated. Since the goal is to

construct optimal paths for all UAVs in the group, it is essential to speed up the

convergence of the optimisation process for the whole formation. The advantageous

properties of θ-PSO become essential for path planning problems, particularly in

online applications. Therefore, the angle-coded PSO was selected.

5.2.3 Cost function

The selection of a proper cost function for the PSO is essential to achieve the

globally optimal solution for the searching process. The cost function for any trajec-

tory is often formed by two major evaluations, the length and violation cost of the

path. The former helps to minimise the total travelling distance of the path whereas

the latter is to avoid collisions of UAVs with each other and with obstacles. In a 3D

site, other constraints should also be required, e.g., restrictions in flying altitude,

heading angle and path curve. Quadcopters are used in this work thanks to their

capabilities to carry out sharp and abrupt changes in angles and curves [74]. Thus,

the constraints in angle and curve can be relaxed. The multi-objective constraint is

now incorporated into the cost function in the following form:

JF (TFi) =
3∑

m=1

βmJm(TFi), (5.6)

where TFi is the formation path i to be evaluated; βm is the weighting factor indi-

cating the corresponding threat intensity; and Jm(TFi), m = 1, 2, 3, are the costs

associated with the path length, collision violation and flying altitude, respectively.

To determine Jm(TFi), the formation path TFi is split into Li segments, where Li is

chosen to be sufficiently large so that each segment can be considered to be straight

and represented by coordinates of ending nodes Pi,l = {xi,l, yi,l, zi,l}, l = 0, · · · , Li.

By denoting the length of the segment connecting nodes Pi,l and Pi,l−1 as the Eu-

clidean norm
∥∥Pi,l − Pi,l−1

∥∥, the cost J1 corresponding to the path length is then



96

calculated for all segments:

J1(TFi) =

Li∑
l=1

∥∥Pi,l − Pi,l−1

∥∥ . (5.7)

Let K be the total number of all obstacles for a given UAV within its opera-

tion space. Assume that each obstacle is prescribed in a cylinder with the center’s

coordinate Ck = {xk, yk} and radius rk, as shown in Figure 5.1. The surfaces of

cylinders then can be used to form constraints for obstacle avoidance. Denoting

Ml = {xMl , yMl , zMl } as the midpoint of segment l with the altitude zMl equivalent

to its z coordinate in the inertial frame. The safe distance dSl,k to obstacle k is

calculated from the cylinder center to its surface at the altitude zMl as:

dSl,k =


√
r2
k + (zMl − zk)2 if zMl ≤ zmaxk√
r2
k + (zmaxk − zk)2 if zMl > zmaxk ,

(5.8)

where zmaxk is the maximum altitude of obstacle k. To compute the violation cost
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Figure 5.1 : Obstacle representation and safe distance calculation

between each generated path and obstacle centres, the formation is assumed to be
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rigid and can be fit within a sphere with the radius

rSl,k = rQ + rF + dSl,k, (5.9)

where rQ is the radius of quadcopters including propellers, rF is the radius of the

formation,

rF = max(di), (5.10)

in which di is the distance from quadcopter i to the formation centroid. The violation

cost can now be derived as follows:

For the kth obstacle, compute the distance from its center Ck to Ml:

dl,k =
√

(xMl − xk)2 + (yMl − yk)2 + (zMl − zk)2. (5.11)

At a given altitude zMl , dl,k is then compared with the safe distance to the

obstacle. The comparison results in the following violation function:

Vl,k(TFi) = max(1− dl,k
rSl,k

, 0). (5.12)

This function ensures that the distance dl,k must be larger than the safe distance

for obstacle avoidance. The violation cost is then computed for all obstacles as:

Vl(TFi) =
1

K

K∑
k=1

Vl,k(TFi). (5.13)

For all Li segments, the final violation cost on average (with respect to the

centroid) is represented as:

J2(TFi) =
1

Li

Li∑
l=1

Vl(TFi), (5.14)

In terms of flying altitude, UAVs are often required to follow the terrain at a

certain height to avoid crashing. Thus, the altitude of each UAV must be within

a predefined interval between two given extrema, the minimum and maximum safe
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clearances zmin and zmax. Thus, the corresponding cost component can be expressed

as 

J3(TFi) =
Li∑
l=1

δl

δl =



zMl − zmax, if zMl > zmax

0, if zmin ≤ zMl ≤ zmax

zmin − zMl , if 0 < zMl < zmin

∞, if zMl ≤ 0.

(5.15)

This last condition is critical for safe operations as negative values of the altitude

could be generated causing UAVs to crash to the ground.

5.2.4 Path planning implementation

The implementation starts with choosing the operation space of UAVs and the

infrastructure to be inspected. This can be done by using a navigation map with

satellite images. For example, here a monorail bridge as a testbed subject to inspec-

tion can be loaded on the Mission Planner, as shown in Figure 5.2. The obstacles

as displayed in Figure 5.3 are also identified based on this map. Furthermore, range

sensors such as lidars can be used to form a 3D map of the environment as in [156].

Based on those inputs, the cost function together with constraints can be defined as

described in the previous section. The θ-PSO algorithm will then be run to obtain

the desired path. The steps can be summarised as follows:

(1) Compute all parameters for UAVs and formation model, based on the desired

task.

(2) Select appropriate parameters for PSO such as the population size, the number

of iterations, gain coefficients and so on.
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Figure 5.2 : Mission Planner incorporating Google Satellite Map to create initial

information and an inspection plan

(3) Identify environmental information of the flying field and initialise parameters

of obstacles.

(4) Initialise randomly the path of each particle from the start point to the target

point.

(5) Evaluate each path based on the cost function (6.4).

(6) Compute each particle’s personal best and the global best positions by running

PSO repeatedly.

(7) The desired path T ∗F is chosen as the maximum number of iterations is reached.

5.2.5 Path generation for individual UAV

Given the optimal path, T ∗F , generated by the θ-PSO for the formation centroid,

it is necessary to produce a specific path for each individual UAV so that the shape

of the formation during the flight can be maintained. Those paths can be computed
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based on the PSO’s generated path and the desired relative distances among the

UAVs. Let Pn,d = [xn,d, yn,d, zn,d]
T be the reference position for each UAV during

the flight and Pn = [xn, yn, zn]T be the actual position; Pn can be obtained from

GPS data of the nth UAV. The relative position errors of the nth UAV during the

flight in the inertial frame are determined as:
en,x

en,y

en,z

 =


xn,d − xn

yn,d − yn

zn,d − zn

 , (5.16)

Using the inverse rotation matrix, as RFO(t) = R−1
OF (t), the errors in (5.16) can

be converted into the errors in the formation frame as:
eFn,x

eFn,y

eFn,z

 = RFO(t)


en,x

en,y

en,z

 . (5.17)

The customised path for each UAV can then be represented in terms of trajectory

control command as:

Tn = T ∗F + ∆Tn, (5.18)

where T ∗F is the trajectory of the formation centroid, computed by θ-PSO, and ∆Tn

is the amount added to direct the UAV away from the centroid. ∆Tn is calculated

from the desired relative distances among the UAVs and the relative position errors

in (5.17), ∆Tn = [eFn,x, e
F
n,y, e

F
n,z]

T . The output Tn will be fed to the internal controller

of UAV n for trajectory tracking.

5.2.6 Overall algorithm

Figure 6.2 present the pseudo code for the above path generation processes.



5.3 Experiments

A series of experiments have been conducted to evaluate the feasibility and effi-

ciency of the proposed algorithm.

5.3.1 Experimental setup

The task assigned in experiments is to inspect simultaneously different sur-

faces of a bridge using three UAVs. As mentioned, the Mission Planner, a pro-

prietary ground control station software, incorporating the Google Satellite Map

(GST) is used to collect initial information about the structure and its surround-

ing environment. Here, the operation space is chosen with dimensions {141m ×

101m × 40m}, equivalent to the GST coordinates {−33.87601, 151.191182, 0} and

{−33.875086, 151.192676, 40}, as illustrated in Figure 5.2. The starting and target

points are set as P0 = {40.0, 8.0, 30} and Pv+1 = {64, 108, 34}, respectively. Therein,

ten obstacles are identified, each with a different radius.

The formation platform chosen in this work is three identical 3DR Solo drones as

Figure 5.3 : The light rail bridge to be inspected with the obstacles identified
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/* Preparation: */

1 Determine the inspection surface;

2 Identify the upper and lower boundaries of the working space, start and target

positions of the swarm;

3 Identify obstacles in the working space, check and adjust obstacles’ parameters if

needed ;

4 Group all the above data and save in a common file (init file);

/* Initialisation: */

5 Initialise the working environment by loading the init file to global memory;

6 Initialise the θ-PSO parameters, i.e., w, swarm population, and swarm iteration and

generate a random path to connect the start and the target points;

7 Set the range of constraints for each particle’s phase angle and angular increment in

[π/2, π/2];

/* θ-PSO: */

8 foreach i < (swarm iteration) do

9 foreach j < (swarm population) do

10 Calculate new phase angle increment value in the range of limitation; /* using

1st equation in (5.1) */

11 Calculate new phase angle value in the range of limitation; /* using 2nd

equation in (5.1) */

12 Calculate new position; /* using 3rd equation in (5.1) */

13 Check V iolation cost; /* using (5.14) */

14 Evaluate each path based on the Best Costs and V iolation cost;

15 Update each particle personal best and the global best positions;

16 end

17 Update global best and V iolation costs;

18 end

19 Save global best and V iolation cost;

/* Path generation: */

20 Final path is chosen as the maximum number of iterations is reached.;

21 Generate individual paths for UAVs. /* using (5.18) */

Figure 5.4 : Pseudo code for path generation process.

shown in Figure 5.5, whereby the controllers at the low level for each UAV have been

reported in Chapter 3. The communications among them were conducted by adding
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Figure 5.5 : 3DR Solo drones used in experiments

an additional Internet-of-Things board to each drone and a base Wi-Fi router. The

IoT boards together with the ground Wi-Fi station form a network that can connect

to the internet to transmit the data to other processing station. Also through this

network, the drones can exchange their position, velocity and status data during

flight. By employing that information, the onboard computer calculates the inverse

kinematics (the formation variables based on the positions of the robots), compares

it with their neighbours and the formation centroid to obtain the position errors.

Those errors are then eliminated by the tracking control action generated.

To conduct the path planning algorithm, the number of particles, waypoints,

and iterations are respectively selected as 100, 10, and 300. Parameters of the

three quadcopters with respect to the centroid of the formation are ∆T1 = [0, 0, 2]

m, ∆T2 = [3, 0,−1] m and ∆T3 = [−3, 0,−1] m. The minimum and maximum

clearances between UAVs and the terrain are set to zmax = 32 m and zmin = 28 m,

respectively.
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(a) Triangular UAV formation

(b) Planned path (yellow) and flown path (violet)

Figure 5.7 : Bridge inspection with UAV formation

Given the generated path, field-test experiments were conducted, in which the tri-

angular formation automatically navigated along the inspected surface, as depicted

in Figure 5.7. The 3D trajectories generated from that of the formation centroid

path are shown in Figure 5.8, where it can be seen that the three drones can take off,





107

Figure 5.9 : Altitudes of the three drones in the formation test

Figure 5.10 : Errors between the planned and flown paths

5.4 Conclusion

The chapter has presented a novel approach for the path planning problem of

multiple UAVs navigating in a desired shape for infrastructure inspection tasks.

Here the angle-coded PSO is proposed to find feasible and obstacle-free paths for the

whole formation by minimising a cost function that incorporates multiple constraints

for shortest paths and safe operation of the drones. From the centroid, customised

paths are generated for each individual UAV to maintain the formation using a

proprietary software while inter-UAV communication is achieved via the IoT boards.

Implementation on a triangular formation is reported along with field tests on a
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monorail bridge. The results confirmed the validity and feasibility of the proposed

approach for UAV formation inspection of built infrastructure.
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Chapter 6

Reconfigurable multi-UAV formation

6.1 Introduction

This chapter provides a proposed algorithm for the reconfigurable formation of

multiple UAVs used in visual-based inspection of infrastructure, in which the path

planning algorithm in Chapter 5 is inherited and developed to generate a feasible

path for the overall formation configuration, taking into account the constraints for

visual inspection. The rest of the chapter is organised as follows.

The methodology is a combination of the path planning result and a reconfig-

urable strategy in order to complete a safe trajectory for an individual UAV during

its operation in formation. It begins with some potential transforming shapes, fol-

lowed by the introduction of the intermediate waypoint and ends with the individual

trajectory generation for each UAV and the overall algorithm.

The next section provides the experimental setup and results, which illustrate

the validity and effectiveness of the proposed algorithm. The chapter ends with a

conclusion.

6.2 Methodology

6.2.1 Introduction of UAV formation topologies

The triangular formation in Chapter 4 can be used to coordinate the UAVs for

inspection tasks given that the formation is treated as a rigid body. Under that

assumption, the path generated in Section 5.2 can be directly used as the reference
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for the formation centroid. In practice, the rigid-body assumption is not always held

as the UAVs may need to change the formation shape to adapt to the operating

environment. For example, a narrow passage or an unwanted obstacle may require

the UAVs to fly in a row or column instead of the triangular formation. As explained

in Figure 6.1 the following reconfigurations are considered in this study:

· Alignment: The UAVs form a line. It is used for the scenarios of appearing

narrow passages/obstacles where it is only possible for a single UAV to pass.

· Rotation: The UAVs rotate as a rigid body structure to preserve the formation

shape. It allows the UAVs to quickly turn back to the previous formation

configuration.

· Shrinkage: The UAVs fly toward the formation centroid while maintaining the

formation shape. This configuration is used in the case of being required to

maintain the overlap among photos taken.

6.2.2 Reconfiguration with intermediate waypoints

In order to reconfigure, the UAVs need to re-route their flying paths through

adjacent space and thus require intermediate waypoints (IWPs). To identify those

waypoints, additional constraints are required as follows:

1. The distance between UAVs must be within the communication range but not

smaller than two times the UAV radius:

dcom ≥ d(Pm, Pn) ≥ 2rQ, (6.1)

where dcom is the communication range, and rQ is the safe radius of a UAV,

and d(Pm, Pn) is the distance between UAVm and UAVn.
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Figure 6.1 : Reconfigurable formation

2. The UAVs must fly within a certain distance to the surface being inspected:

dsn ∈ [dsmin, d
s
max], n ∈ {1, 2, 3}, (6.2)

where dsn is the distance from UAVn to the surface to be inspected, dsmin and

dsmax are respectively the minimum and maximum distances from a UAV to

the surface.

Assume that each obstacle in the working environment of UAVs is modelled as a

cylinder with the center’s coordinate Ck, radius rk and height zk. For any different

obstacles p and q,∀p 6= q, p, q ∈ {1, 2, . . . , K}, one has their radii rp, rq, and centre

coordinates Cp(xp, yp), Cq(xq, yq), respectively. Denoting Pp and Pq as intersection
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points between the straight line created by Cp and Cq and the two circles (Cp, rp)

and (Cq, rq), location of the jth IWP is then determined as the midpoint of PpPq:

Cj =


1

2
(Pp + Pq), if rSn ≤ dp,q < rSl,k

∅ otherwise

, (6.3)

where Cj = (xj, yj) is the coordinates of the jth IWP in the horizontal plane, dp,q is

the smallest distance between the two adjacent obstacles, and rSn is the safe radius

of UAVn. Finally, the cost function 6.4 in the last chapter needs to be updated to

include the cost caused by the intermediate waypoints as follows:

J(TFi) = JF (TFi) + JR(TFi), (6.4)

where JR(TFi) represents the distance from intermediate waypoints to path seg-

ments:

JR(TFi) =
1

LiMj

Li∑
l=1

Mj∑
j=1

√
(xl − xj)2 + (yl − yj)2, (6.5)

where Mj is the total number of IWPs.

At each IWP, the formation is reconfigured by changing positions of the UAVs to

a designated position in the new selected shape. The UAVs then come back to their

original defined position after passing those IWPs. Hence, the changing shape can

be divided into two phases, transformation and reconfiguration, conducted between

time intervals [t1, t2] and [t3, t4] respectively as shown in Figure 6.1. The new shape

is maintained between those phases, from t2 to t3, to keep the UAVs safe while

travelling inside the narrow passage.

The next step is to find a set of positions, Pn for each UAVn such that the

planned trajectory of the whole formation, represented by the formation centroid

PF , and the formation shape are preserved.
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6.2.3 Reference trajectory generation

Given the optimal path, P ∗F , generated by the θ-PSO for the formation centroid

in which the intermediate waypoints for reconfiguration have been included, specific

paths for each UAV can be computed based on the formation model presented in

Chapter 4.

For IWPj, a set of new waypoints P j
F = [PF,t1 , . . . , PF,t4 ] for the formation is

generated. Depending on the predefined position in the reconfiguration shape and

P j
F , a set of waypoints for UAVn, P j

n = [Pn,t1 , . . . , Pn,t4 ], is also computed. Let ∆Pn

be the set of desired difference in position between UAVn and the formation centroid

at time t:

∆Pn = (Pn ∪ P j
n)− (PF ∪ P j

F ), (6.6)

this difference is calculated in the inertial frame as:

∆PO
n = R−1

OF (t)∆Pn, (6.7)

where ROF is the rotation matrix. The flying path for each UAV is then given by:

P ∗n = P ∗F + ∆Pn. (6.8)

Finally, by combining the results of the path planning process and the recon-

figurable algorithm, the completed set of trajectory commands for the nth UAV is

determined as:

Tn = [P ∗n , Vn]T , (6.9)

where Vn is the velocity profile set for UAVn. This command set will be fed to the

internal controller of the UAV for trajectory tracking.

6.2.4 Algorithm implementation

The implementation of the reconfigurable formation algorithm can be described

by the pseudo code in Figure 6.2. It starts with the initialisation of the inspection
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surface, working space, obstacle positions, flight constraints and θ-PSO parameters.

The θ-PSO is then executed based on the cost function (6.4) to generate an optimal

path for the formation centroid. At each IWP, the chosen formation shape is the

basis to compute the new set of positions for UAVn w.r.t their corresponding posi-

tions of the centroid. The distance error, ∆dn,t1→t2 , is found by comparing between

the travel distances, dn,t1→t2 and d′n,t1→t2 , of the nominal and transformation shape,

respectively. The ground velocity increment ∆Vn,t1→t2 is found based on ∆dt1→t2

and the transformation time tt computed from the planned path. A similar process

is applied for the period of [t3, t4].

Given the path planning, the reconfiguration process, the result paths will be

loaded into the onboard controller of the UAVs. Here, the low-level control system

on the UAV will execute to track the assigned trajectory. Finally, the entire system

architecture of three layers: task assessment, high-level control and low-level control

in Figure 4.1 can be represented in the flowchart in Figure 6.3.

It is noted that only static and known position obstacles are considered in this

work, so the algorithm for reconfiguration is appropriate for offline applications.

External dynamic obstacles can be avoided by using additional sensors such as ul-

trasonic sensors or Lidars with an extended path planning module. This topic is

however beyond the scope of this work.

6.3 Experiments

A number of experiments have been conducted to evaluate the validity and effi-

ciency of the proposed algorithm. The setup and results are presented below.

6.3.1 Experimental setup

The task assigned in experiments is to inspect surfaces of a light rail bridge using

three UAVs. The UAVs used are the 3DR Solo drones retrofitted with inspection
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/* Preparation: */

1 Determine the inspection surface(s);

2 Identify boundaries of the working space;

3 Identify obstacle set K;

4 Group all the above data and save in a common file (init file);

/* Initialisation: */

5 Initialise the working environment by loading the init file to global memory;

6 Initialise constraints, i.e., rQ, dcom, d
s
min, d

s
max;

7 Determine locations of IWPs; /* using (6.1), (6.2), and (6.3) */

8 Initialise θ-PSO parameters;

9 Generate a random path to connect the start and target waypoints;

10 Set θij ∈ [−π/2, π/2] and ∆θij ∈ [−π/2, π/2];

/* Path Planning: */

11 foreach i <(swarm iteration) do

12 foreach j < (swarm population) do

13 Compute new value of ∆θij ; /* using 1st equation in (5.1) */

14 Compute new value of θij ; /* using 2nd equation in (5.1) */

15 Compute new position; /* using 3rd equation in (5.1) */

16 Check Violation cost; /* using (5.14) */

17 Evaluate each path based on the Best Costs and Violation cost;

18 Update each particle personal best and the global best positions;

19 end

20 Update global best and Violation costs;

21 end

22 Save global best and Violation cost;

23 Final path is chosen as the maximum number of iterations is reached.

24 Generate the individual path for UAVn.

/* Path generation: */

25 foreach UAVn do

26 foreach j = 1 to Mj do

27 Select a relevant formation shape;

28 Compute the new position set P j
n;

29 Compute the mission time tt and tr;

30 Determine ∆dn,t1→t2 and ∆dn,t3→t4 ;

31 Compute ∆Vn,t1→t2 and ∆Vn,t3→t4 ;

32 P ∗n ← P ∗F ,∆Pn; /* using (6.6)-(6.8) */

33 Vn ← ∆Vn,t1→t2 ,∆Vn,t3→t4 ;

34 end

35 Tn ← P ∗n , Vn. /* using (6.9) */.

36 end

Figure 6.2 : Pseudo code for reconfigurable trajectory generation process
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Figure 6.3 : Flowchart of the entire system framework

cameras and communication boards [73]. The operation space is chosen in the rect-

angular area with two opposite corners at GST coordinates of {−33.87601, 151.191182}

and {−33.875086, 151.192676}. Therein, actual obstacles are identified and the mis-

sion of UAVs is to inspect the surface represented by their poles numbered from (1)

to (12). These obstacles include a pole (2), a light pole (4), bridge piers (1, 3, 5, 6,

7), power poles (8, 10), and a tree (9).

The initial configuration for inspection was a triangle formation with initial po-
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sitions of the UAVs relative to the formation centroid to be ∆T1 = [0, 2, 0] m,

∆T2 = [−2,−1, 0] m and ∆T3 = [2,−1, 0] m. The minimum and maximum clear-

ances between UAVs and the terrain are zmax = 15 m and zmin = 7 m, respectively.

The UAVs are required for flight within the relative distance to the inspected struc-

ture as dsn ∈ [1, 5] m. The formation is set to flight at a constant ground velocity of 3

m/s. For θ-PSO, the number of particles, waypoints, and iterations are respectively

selected as 100, 7, and 150.

6.3.2 Results

The evaluation is conducted in three reconfiguration shapes where the formation

needs to change its configuration to keep safe while fulfilling the inspection task.

The reference points are chosen to coincide with the centroid of the triangle created

by the three UAVs. In experiments, it is planned that the designed formation shape

starts to reconfigure at waypoint 11 and fully transforms to the new shape at about

1 m before waypoint 13. The new shape would be preserved until 1 m after the

waypoint 13 and then the reconfiguration process would be completed at waypoint

14, which is illustrated in the right image of Figure 6.5. Figure 6.4 shows pictures

that were captured from the field test of the formation transformation from the

original horizontal triangle shape (Figure 6.4.a) to the alignment (Figure 6.4.b) and

the vertical triangle (Figure 6.4.c) ones.

In the experiment with the alignment reconfiguration, Figure 6.6 shows the ca-

pability of the formation in traversing the narrow corridor in which space is just

enough for a single UAV to pass through. It shows clearly in the figure that the

reconfiguration is completed to allow the UAVs to go through the narrow passage

between obstacles 4 and 5 without any contact.

In the rotation transformation, the UAV1 kept following its planned path while

the two others changed their flight heights to reach their new positions in the vertical
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Figure 6.4 : Transformation of triangular formation (a) to alignment (b), and

rotation (c) configurations

plane as shown in Figure 6.7. Specifically, changes in the altitude happened at time

t1 = 20 s to reconfigure the UAVs fully to the new shape at time t2 = 26 s. The new

shape is then preserved until t3 = 27 s and finally converted back to its original at

t4 = 35 s. The velocity profiles of the UAVs shown in Figure 6.8 imply the relatively

stable movement of UAVs during this experiment.

Figure 6.9 shows the result of the shrink reconfiguration. The UAVs start to

change their altitudes when encountering obstacle 3 and shrink the triangular for-

mation to pass through obstacle 9. This result proves the capability of the proposed

algorithm in handling situations where the formation shape needs to be maintained,

but its size needs adjusting to avoid collisions.

On the other hand, it is also noted that the reconfiguration in experiments was

conducted by using offline satellite maps. While this approach is relevant for most

static civil infrastructure, occasionally unexpected dynamic obstacles not included

in the calculation may cause safety concerns. The problem can be overcome by

incorporating real-time data acquired by sensors installed on UAVs.
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Figure 6.5 : UAVs’ trajectories in horizontal plane in the alignment formation

6.4 Conclusion

A path planning algorithm for multi-UAV formation has been proposed in this

chapter, in which its shape can vary in accordance with the operating environment.

The core of this algorithm is the derivation of a cost function that takes into account

the constraints on collision avoidance, flight altitude, communication range, and

visual inspection requirements. Based on this cost function, the θ-PSO has been used

to generate the path for the formation which is then used to determine trajectories

for individual UAVs. Also in this work, the use of intermediate waypoints is proposed

for reconfiguration which can be accomplished in the alignment, rotation, or shrink

fashion. A number of experiments have been conducted to evaluate the performance
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Figure 6.6 : 3D real-time plot for alignment formation

Figure 6.7 : Altitudes and ground speeds of UAVs during the experiment with

rotating reconfiguration

of the proposed algorithm for inspection tasks.
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Figure 6.8 : Ground speed of UAVs in rotating reconfiguration

Figure 6.9 : Trajectories of UAVs in the experiment with shrink reconfiguration
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Chapter 7

Conclusion

This chapter summarises the work of this dissertation and proposes potential devel-

opment in the future. The chapter is organised as follows. Section 7.1 summarises

the contents of the previous chapters. The contributions of the dissertation are re-

viewed in Section 7.2 and some future research problems are recommended in Section

7.3.

7.1 Thesis summary

Chapter 1 introduces the issues raised in Unmanned Aerial Vehicles research

in general and multiple UAV formations in particular. The motivation here is the

demand for the cooperation of multiple flying agents moving in desired shapes to

perform the inspection of built infrastructures task that a single UAV is not able

to accomplish in isolation. The chapter introduced the classification of UAVs. The

objectives and organisation of this dissertation were also covered in the chapter.

Together with the literature review of the low-level control approaches for UAV,

an extensive survey of robotic motion planning and control methods available for

analysis and design of multi-UAV formation is given in Chapter 2.

Chapter 3 deals with the low-level control problems for quadcopter UAVs. Adap-

tive second-order sliding mode control (2-SMC) laws have been designed for the

system in the presence of disturbances, variations, and coupling effects. Two sliding

approaches have been utilised, named the quasi-continuous and twisting techniques.

These 2-SMC laws are developed with their corresponding adaptive schemes to drive
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the attitude state variables of the UAV towards the sliding surface in finite time.

The control designs have been analysed by using global Lyapunov functions for con-

vergence of both the sliding dynamics and adaptation scheme. Extensive simulation

results are provided to illustrate the feasibility of the proposed design approach in

some practical scenarios.

A multi-UAV framework which includes robust control, path planning and for-

mation preservation is proposed in Chapter 4. It starts with an overview of the

system architecture. The chapter then covers background materials required for

the design and analysis of the entire system, including fundamental knowledge of

path planning and formations involving multiple UAVs. At the end, the chapter

provides brief descriptions of the quadcopter UAV and hardware development for

experiments throughout this project.

A path planning algorithm for multi-UAV formation conducting inspection tasks

of built infrastructure is proposed in Chapter 5. The approach begins with an

explanation of a particle swarm optimisation algorithm using angle-coded PSO (θ-

PSO). Theoretical analysis of the conventional PSO and the θ-PSO are reviewed to

provide a rationale for the choice of θ-PSO in this work. The chapter then presents

a function containing proper constraints to improve collision avoidance capability

and task efficiency. The proposed path planning method ends with algorithms of

path planning implementation for the formation centroid and path generation for

each UAV. Extensive simulation, comparison, and experiments have been conducted

for assessment. The results illustrate the validity and effectiveness of the proposed

path planning algorithm not only for the centroid of the formation but also the path

creation for UAVs.

Chapter 6 concerns multiple-UAV reconfigurable formation problems. In this

chapter, the θ-PSO path planning, obtained by using the algorithm in Chapter
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5, is proposed to combine with the reconfigurable formation. The chapter begins

with the introduction of UAV formation topologies, followed by the use of a 3D

model of the inspected surface and its surrounding environment to determine a set

of intermediate waypoints. A formation shape is then defined at these WPs so

that multiple UAVs are feasible to operate. New constraints are also introduced to

improve collision avoidance capability and task efficiency. Based on that, an optimal

path for the centroid of the formation is produced. The methodology is completed

by the achievement of trajectories for UAVs by integrating the generated path with

the selected reconfiguration shapes. Experiments have been conducted with the

results demonstrating the validity and effectiveness of the proposed algorithm.

7.2 Thesis contributions

According to the literature survey, and the best knowledge of the candidate, the

study on this thesis is relevant to current research topics and the trend in future

studies on UAVs. This study also enables future improvements for various applica-

tions, such as, infrastructure inspection and health monitoring, aerial photography,

and disaster control and monitoring. These listed applications are extracted from

the literature survey for UAVs. More importantly, experimental results vigorously

evaluate the advancement in this research since these real cases are scarce in the

literature which is full of simulations. Towards building a versatile and feasible

system architecture for multiple UAV formation in robotic inspection tasks, these

contributions have been made in this thesis:

7.2.1 Robust low-level control of the quadcopter drive

As quadcopter drones are subject to nonlinearity, strong coupling, uncertain

dynamics and external disturbances, a great deal of control effort has been placed

on robust controllers for which the sliding mode control (SMC) methodology is most
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popular [159,44,217,207]. This work focused on (i) alleviating chattering associated

with SMC, (ii) adjusting the control gains to improve robustness, and (iii) addressing

feasibility to support control implementation on real-time operations of the UAVs.

For this, adaptive quasi-continuous and twisting sliding mode control laws have been

developed in this thesis. The proposed adaptation schemes offer new algorithms

for changing the control parameters for performance improvements while retaining

simplicity of the chattering-free second-order sliding mode controllers.

7.2.2 A prototype of system architecture for multi-UAV formation con-

trol

Deploying a formation of multiple UAVs for surface inspection requires the syn-

chronisation in control, path planning and data processing not only between the con-

trol levels within the system and between each UAV. Therefore, a suitable communi-

cation is essential. Approaches using a private network among on-site devices [183]

or communication relay stations to extend the network [91, 28] often cover a small

range but not large areas. The proposed system architecture features (i) integration

of various modules to fulfil an inspection task using a new communication platform

based on the Internet of Things, (ii) compatible hardware extension on each Solo

3DR drone to guarantee the safe flight and task performance of each UAV as well as

the whole formation, and (iii) improvement in remote processing capabilities while

reducing computational latency in real-time operations.

7.2.3 Multi-UAV path planning for formation control

While path planning algorithms such as A-star, Dijkstra, rapidly-exploring ran-

dom tree and probabilistic roadmap are available (see. eg. [204, 52, 5, 20]), the re-

quirements for generation of collision-free trajectories for the group of UAVs flying

in a desired shape can be rendered as a multi-objective optimisation problem. To

this end, particle swarm optimisation [156] or iterative viewpoint resampling [19]
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are typically more efficient by considering also the coverage among waypoints. In

this work, to speed up the convergence of the optimisation process for the whole

formation, new angle-coded PSO algorithms have been proposed. The advantages

include (i) realistic execution of the planning algorithm, (ii) the generation of op-

timised paths with collision avoidance simultaneously, (iii) feasibility of facilitating

coordination with regards to an inspecting task, and (iv) capability of scanning in

the formation flight.

7.2.4 Reconfigurable formation of multiple UAVs

UAV formation reconfiguration is required to accommodate a complicated inspec-

tion task or a difficult environment. The requirement involves defining a set of mo-

tional parameters and a relevant process to establish the new configuration [197,196].

For this, among available techniques such as semi-analytic approach [173], PSO [190]

or hybrid PSO [197, 51], nonlinear programming [120] and hierarchical evolution-

ary [198] trajectory planning, this work aimed to augment the proposed optimisa-

tion algorithm for path planning with additional constraints based on intermediate

waypoints to satisfy the requirements for safety and task efficiency given a number

of formation types. The new reconfigurable formation path planning technique can

therefore (i) guarantee safe flights of the UAV group, and (ii) improve the formation

flexibility inspection as well as the inspection capacity.

7.3 Discussion and future research

7.3.1 Discussion

While the inspection system has been implemented successfully, it is worth dis-

cussing problems during the development for further investigation. The first issue

relates to the communication between UAVs and the gateway router. As most cur-

rent IoT boards are designed for indoor applications, their built-in antennas are
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7.3.2 Future work

Potential future works for the Control architecture and path planning for quad-

copters in formation topic can be explored in two main aspects, namely, the online

path planning and reconfiguration, and a generic reconfigurable architecture for

robotic formation control.

Online path planning and reconfiguration

The proposed framework for planning and control is for workspaces with known

and stationary obstacles and their maps are assumed to be available. When the

formation is deployed in an unknown or partially known workspace with moving

obstacles, simultaneous localisation and mapping (SLAM), and online planing and

replanning are essential.

On the other hand, it is also noted that the reconfiguration in experiments was

conducted by using offline satellite maps. While this approach is relevant for most

static civil infrastructure, occasionally unexpected dynamic obstacles not included

in the calculation may cause safety concerns. The problem can be overcome by in-

corporating real-time data acquired by sensors installed on UAVs. In this case, each

UAV needs to have capabilities to do online path planning as well as communicate

with other UAVs to determine its role in the new formation. Another approach is to

pass all the sensing information to the RCU for calculating new paths and re-upload

them to the UAVs. In either approach, extra complication is added to the system

which may pose further issues. The abovementioned problems are suggested as open

issues for further research.

A generic reconfigurable architecture for robotic formation control

If UAVs and their systems had grown in the last decades, their path planning

and formation problems have been expanding in both research and real-world appli-
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cations. Their autonomous capabilities and technology readiness require them to be

systematically and comprehensively incorporated in a unique system architecture.

The results obtained from this thesis not only confirm its validity in infrastructure

inspection but also practically suggest a possibility of extending the work toward

a generic reconfigurable architecture for robotic formation control in complex envi-

ronments. Furthermore, developing the work in this dissertation towards a generic

and practical framework remains a challenging topic for future investigation.
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