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Abstract
This paper proposes to incorporate uncertainty and
performance into AI-advised human decision mak-
ing to boost user trust in AI. Motivated by the
trial-to-trial approach in the adjustment of deci-
sion boundaries by humans in decision making,
this paper presents a novel framework of human-
AI teaming for trustworthy AI under uncertainty.
The framework employs the trial-to-trial approach
to simulate the trial to trial process for adjusting
decision boundaries and provide an estimation of
uncertainty in AI. An Uncertainty-Performance In-
terface (UPI) in the framework is then proposed to
allow users access the quality and performance of
machine learning models in AI at the same time.
The proposed framework allows human and AI col-
laborate in a teaming environment for trustworthy
decisions under uncertainty.

1 Introduction
With the rapid advancement of Machine Learning (ML) tech-
niques, we continuously find ourselves coming across ML-
based Artificial Intelligence (AI) systems that seem to work
or have worked surprisingly well in practical scenarios (e.g.
the self-driving cars, and the conversational agents for self-
services). One of major applications of AI is to help human
make decisions in complex situations [Zhou et al., 2015]. In
such situations, human and AI form a team to handle tasks:
AI recommends an action to the human and the human can
choose to trust and accept the recommendation or take a dif-
ferent action from its partner AI based on human’s experi-
ences with the system and domain knowledge. This kind
of interaction is called predictive decision making [Zhou et
al., 2017] or AI-advised human decision making [Bansal et
al., 2019]. However, AI-advised human decision making still
faces prolonged challenges with low user acceptance as well
as seeing system misuse, disuse, or even failure. These fun-
damental challenges can be attributed to the nature of the
“black-box” of ML methods for domain experts when offer-
ing AI solutions [Zhou and Chen, 2018]. For example, for
many non-ML users, they simply provide source data to an
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AI system, and after selecting some menu options, the sys-
tem displays colorful viewgraphs and/or recommendations as
output. It is neither clear nor well understood why ML al-
gorithms made this prediction, or how trustworthy this out-
put or decision based on the prediction was. These questions
demonstrate that user trust plays significant roles in affecting
the impact of AI in practical applications.

Trust is defined as “the attitude that an agent will help
achieve an individual’s goals in a situation characterized by
uncertainty and vulnerability” [Lee and See, 2004]. This
definition shows that uncertainty is tightly coupled to trust.
Uncertainty is a common phenomenon in machine learning,
which can be found in every stage of learning from input data
and its preprocessing, algorithm design, feature selection, to
model evaluation and others. For example, the input data to
ML algorithms is often historical data recorded from different
events. It is not perfect and often ambiguous because any sen-
sors or humans only observe incomplete portions of the world
or shadows of reality at any given time. There is also inher-
ent uncertainty in ML algorithms due to statistical nature of
them. In human-machine interactions, uncertainty often plays
an important role in hindering the sense-making process and
conducting tasks: on the machine side, uncertainty builds up
from the system itself; on the human side, these uncertainties
often result in “lack of knowledge or trust” or “over-trust”.
Such human’s biased interpretation can be partially resolved
if we can make uncertainty transparent to users. A user might
be risking too much by completely ignoring uncertainties and
having complete faith in autonomous systems. On the other
hand, trivializing autonomous systems or having high uncer-
tainty perception on autonomous systems could possibly dis-
miss the incredible potential of autonomous systems. Adobor
[Adobor, 2006] showed that a certain amount of uncertainty
is necessary for trust to emerge. Beyond that threshold, how-
ever, increase in uncertainty can lead to a reduction in trust.

Besides uncertainty, the performance of an ML model is
usually measured with different metrics such as accuracy,
F-score, AUC (Area Under the ROC Curve) [Ferri et al.,
2009]. Yin et al. [Yin et al., 2018] found that the stated
model accuracy has a significant effect on the extent to which
people trust the model, suggesting the importance of com-
munication of ML model performance for user trust. Zhou
et al. [Zhou et al., 2019] demonstrated that human has
higher trust in ML models with higher performance than



that with lower performance. Therefore, in the AI-advised
human decision making, ML model performance is another
key factor that affects human trust in AI [Zhou et al., 2019;
Bansal et al., 2019].

This paper proposes to incorporate both uncertainty and
performance of ML models into AI-advised human decision
making to boost user trust in AI. Motivated by the trial-to-
trial approach in the adjustment of decision boundaries by
humans in decision making [Qamar et al., 2013], the trial-
to-trial is introduced to simulate the trial to trial process in
AI by humans. An interface showing relations between un-
certainty and model performance is presented, which allows
human and AI to collaborate in a teaming environment for
tasks. A framework of human-AI teaming for trustworthy AI
under uncertainty is proposed to demonstrate the partnership
between human and AI.

2 Related Work
Human trust in ML has been investigated from different
perspectives. Explainable ML aims to interpret ML ar-
rived at a specific decision with algorithms or visualizations
to enable human users to understand, appropriately trust,
and effectively manage the ML-based solutions [Zhou and
Chen, 2018]. For example, feature contributions and in-
fluence of each training data point on predictions are typi-
cal approaches for ML explanations [Koh and Liang, 2017;
Zhou et al., 2019]. Ribeiro et al. [Ribeiro et al., 2016] ex-
plained predictions of classifiers by learning an interpretable
model locally around the prediction and visualizing impor-
tance of the most relevant features to improve user trust in
classifications. Other studies that empirically tested the im-
portance of explanation to users, in various fields, consis-
tently showed that explanations significantly increase users’
confidence and trust [Symeonidis et al., 2009]. Explanation
also shows the ability to correctly assess whether a prediction
is accurate [Biran and McKeown, 2017].

Besides explanations, model performance such as accuracy
is investigated to understand how variations of model perfor-
mance affect user trust. Bansal et al. [Bansal et al., 2019]
found that an update of increased model accuracy may reduce
human-AI teaming performance (also decrease human trust)
when the update is not compatible with prior user experience.
Yu et al. [Yu et al., 2019] explored how user trust in the in-
telligent system varies with its accuracy. It was found that
users are able to correctly perceive the accuracy and stabi-
lize their trust to a level correlated with the accuracy, though
system failures have a stronger impact on trust than system
successes.

Moreover, various researches have been investigated to
learn user trust variations in ML. Ye and Johnson [Ye and
Johnson, 1995] experimented with three types of explana-
tions (trace, justification and strategy) for an expert system,
and found that justification (defined as showing the rationale
behind each step in the decision) was the most effective type
of explanation in changing users’ attitudes towards the sys-
tem. Kizilcec [Kizilcec, 2016] proposed that the transparency
of algorithm interfaces can promote awareness and foster user
trust. It was found that appropriate transparency of algo-

rithms through explanation benefited the user trust. However,
too much explanation information on algorithms eroded user
trust.

On the other hand, various approaches have been proposed
to represent uncertainty in machine learning. Fuzzy logic
was the fashionable way of dealing with uncertainty in ma-
chine learning before Bayesian approaches came to the front
[Zadeh, 1983; Hammer and Villmann, 2007]. Bayesian meth-
ods provide a natural probabilistic representation of uncer-
tainty [Blundell et al., 2015]. Gal et al. [Gal and Ghahramani,
2016] used a spike and slab variational distribution to view
dropout at test time as approximation of uncertainty. Ritter
et al. [Ritter et al., 2018] constructed a Kronecker factored
approximation to the Hessian matrix for Laplace approxima-
tion to the posterior over the weights of a trained network to
estimate uncertainty of ML models. Maddox et al. [Maddox
et al., 2019] used the information contained in the Stochastic
Gradient Descent (SGD) trajectory to approximate the pos-
terior distribution over the weights of the neural network to
estimate uncertainty of models. However, the work on uncer-
tainty in ML mostly focuses on the evaluation of uncertainty
in machine learning but not how uncertainty affects user trust.

Furthermore, the study of neural representation of uncer-
tainty demonstrates that different types of uncertainty are en-
coded in different areas of the brain [Ma and Jazayeri, 2014].
Zhou et al. [Zhou et al., 2017] also investigated the effects
of uncertainty on trust under different cognitive load condi-
tions. Therefore, it is possible to investigate human trust in
machine learning by examining human physiological and be-
havioural responses in a AI-advised decision making scenario
under uncertainty.

These previous work motivate us to consider both uncer-
tainty and model performance in the AI-advised human de-
cision making, aiming to set up effective human-AI teaming
for trustworthy decision making.

3 A Framework of Human-AI Teaming

A framework of human-AI teaming for trustworthy AI under
uncertainty is proposed in this section (see Figure 1). In this
framework, a test data is input to an AI system (ML model) in
order to get predictions/recommendations for decision mak-
ing by humans (AI-advised human decision making). A
trial-to-trial approach, which simulates human’s trial to trial
method in the adjustment of decision boundaries in decision
making [Qamar et al., 2013; Honig et al., 2018], is introduced
into this framework. Furthermore, from the trial-to-trial ap-
proach, uncertainty of the AI system can be estimated be-
sides model performance. Therefore, another component of
Uncertainty-Performance Interface (UPI) which shows rela-
tions between uncertainty and performance of the ML model
is introduced into the framework. The UPI acts as an agent
between the human and the AI: the human interacts with the
UPI to understand and address the uncertainty/performance
trade-off, while the AI provides responses on ML perfor-
mance based on interaction requests by the human. With such
interactions, the human obtains trust perceptions in the AI and
makes trustworthy decisions.



Figure 1: A framework of human-AI teaming for trustworthy AI under uncertainty.

3.1 Trial-to-Trial
The trial-to-trial approach is often used to understand un-
certainties inherent and adjust decision boundaries gradu-
ally in decision making. Research found that adjusting de-
cision boundaries from the trial-to-trial based on the current
level of uncertainty is a better strategy than using uncertainty-
independent decision boundaries [Qamar et al., 2013]. Yu et
al. [Yu et al., 2019] found that trust can be derived from a se-
ries of user’s decisions (i.e. different trials) rather than from
a single one. Motivated by these observations, this section
proposes to use trial-to-trial approach to:

• Simulate the trial to trial process for adjusting decision
boundaries in AI-advised human decision making;

• Provide an estimation of uncertainty in AI for human
decision making;

• Set up the bridge between uncertainty and trust in AI.

In practical applications especially high-stakes domains, it
is not possible to allow users to try the AI system from time
to time to get optimal decisions. The trial-to-trial approach
in the proposed framework simulates the trial to trial process
by randomly sampling different part of testing data as input
to the AI system (see Figure 2). Each randomly sampled data
are input to the AI, and therefore we get a series of outputs
from the AI system for all trials. The overall uncertainty and
performance of the AI can be obtained statistically from these
series of AI outputs. For example, the standard deviation of
the series of AI outputs can be regarded as the uncertainty.

3.2 Uncertainty-Performance Interface
It was found that humans can incorporate uncertainty inher-
ently into their decision making and report their confidence
in decisions meaningfully to reflect the uncertainty in their
decisions [Honig et al., 2018]. Furthermore, model perfor-
mance has a significant effect on the extent to which peo-
ple trust the ML model in AI-advised human decision mak-
ing. The Uncertainty-Performance Interface in the proposed
framework incorporates uncertainty and performance of AI
into a single interface. Figure 3 presents an example of UPI
which shows the relations between uncertainty and perfor-
mance of an AI system. In this example, each dot represents
one pair of uncertainty and performance of the AI system,
the histogram and regression of uncertainty are displayed on

the top side, the histogram and regression of performance are
displayed on the right side, and the regression of both uncer-
tainty and performance are represented as a blue line inside
the figure. Therefore, distributions of both uncertainty and
performance of the ML model can be accessed by humans in
the UPI. These distributions help humans easily address the
uncertainty/performance trade-off interactively in AI-advised
human decision making. For example, for the given testing
data and the AI system, the trials whose uncertainty and per-
formance are the mean value respectively (e.g. the model on
point C in Figure 3) may give humans an overall perception
of uncertainty and performance for their decisions. The UPI
acts as an agent between human and AI communications. It
allows humans to perceive different trials at the same time
and compare them in one place. From such comparison, we
can at least get following information from the UPI:

• Model quality: the distribution of dots of uncertainty-
performance pairs in the UPI may reflect the ML model
quality. If the dots of uncertainty-performance pairs are
scattered throughout the overall UPI, it shows the low
quality of the ML model. The more compact the dots
are, the higher the ML model quality is. Therefore, it is
expected that humans have higher trust in the AI system
when the dots of uncertainty-performance pairs are more
compact in the UPI.

• Performance with a specific testing data: the re-
gion, where the most of compact dots of uncertainty-
performance pairs are located in the UPI, may reflect
the overall AI performance with the testing data. For
example, in the UPI, the bottom-right region represents
trials with high uncertainty and low performance, while
the top-left region represents trials with low uncertainty
and high performance. Therefore, it is expected that the
most of compact dots of uncertainty-performance pairs
are located in the top-left region in the UPI. Such in-
formation will help to enhance user trust in AI during
decision making.

3.3 Human-AI Teaming for Decision Making
under Uncertainty

Humans and AIs have complementary strengths and abilities.
In the AI-advised human decision making, humans and AIs
form a team in which AIs give recommendations to humans



Figure 2: Trial-to-trial approach.

Figure 3: The UPI shows relations between uncertainty and perfor-
mance.

and humans make final decisions after reviewing AI recom-
mendations to achieve mutual enhancement between them.
However, the effective teaming between the human and the
AI for trustworthy decision making is still a challenge espe-
cially under uncertainty.

In the proposed framework of human-AI teaming for
trustworthy AI under uncertainty, the UPI incorporates un-
certainty and performance of AI into the decision making
pipeline and allows humans to access them at the same time.
In such new teaming framework (see Figure 1), the trial-to-
trial simulates different trials of the AI system with the test
data. These trials are then presented to the human at the same
time in the UPI. The human interacts with different trials in
the UPI to make decisions. Since the UPI shows distribu-
tions of uncertainty and performance of the AI system at the
same time based on the trials, the interaction in the UPI helps
the human to optimise decision boundaries under uncertainty
[Qamar et al., 2013] and results in trustworthy decisions. The
UPI simplifies the interaction between human and AI.

4 Discussions and Research Challenges
Generally, it is assumed that the AI is more efficient (e.g.
higher accuracy, faster) than the human in some instances in

decision making, while the human can recognise when the AI
is capable of doing so [Bansal et al., 2019]. In the framework
of human-AI teaming for trustworthy AI under uncertainty,
the UPI is the place where the human accesses uncertainty
and performance of the AI system meaningfully. Given dif-
ferent trials of the AI system in the UPI, the compactness and
location of the dots of trials in the UPI provide the human
meaningful information such as the quality of the model and
overall performance with the testing data. The human inter-
acts with these trials in the UPI to refine decision boundaries
and make final decisions.

However, we still have various research challenges with the
proposed framework. Two of significant challenges are:

• Human trust variations in AI-advised human decision
making in the proposed framework. We need to exam-
ine human behaviour in the UPI and understand human
trust variations given different trials with uncertainty-
performance pairs in the UPI.
• New trust measures for AI. New trust measures needs to

be developed by incorporating uncertainty and perfor-
mance of the AI system at the same time.

These challenges motivate future research directions of the
proposed framework.

5 Conclusion
This paper presents an overview of the conceptual frame-
work of human-AI teaming for trustworthy AI under uncer-
tainty, which aims to achieve trustworthy decisions in AI-
advised human decision making scenarios. Three major com-
ponents of the framework were explored in details: trial-to-
trial, uncertainty-performance interface, and human-AI team-
ing for decision making under uncertainty. Our work demon-
strates a new approach to get trustworthy AI under uncer-
tainty by simulating human’s trial to trial method in the ad-
justment of decision boundaries in decision making. Our
future work will focus on examining human trust variations
given uncertainty-performance pairs of an AI system and de-
veloping new trust measures for AI by incorporating uncer-
tainty and performance of the AI system.
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