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# A Probability Density Function Generator Based on Neural Networks 

Chi-Hua Chen ${ }^{1}$, Fangying Song ${ }^{1, *}$, Feng-Jang Hwang ${ }^{2}$, Ling Wu ${ }^{1}$<br>${ }^{1}$ College of Mathematics and Computer Science, Fuzhou University, China<br>${ }^{2}$ School of Mathematical and Physical Sciences, Transport Research Centre, University of Technology Sydney, Australia


#### Abstract

In order to generate a probability density function (PDF) for fitting the probability distributions of practical data, this study proposes a deep learning method which consists of two stages: (1) a training stage for estimating the cumulative distribution function (CDF) and (2) a performing stage for predicting the corresponding PDF. The CDFs of common probability distributions can be utilised as activation functions in the hidden layers of the proposed deep learning model for learning actual cumulative probabilities, and the differential equation of the trained deep learning model can be used to estimate the PDF. Numerical experiments with single and mixed distributions are conducted to evaluate the performance of the proposed method. The experimental results show that the values of both CDF and PDF can be precisely estimated by the proposed method.
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## 1. Introduction

For explaining trends or phenomena, the statistic tools and probability models are usually applied to analyse practical data. Various common probability distributions (e.g. the exponential distribution (ED), normal distribution (ND), log-normal distribution (LD), gamma distribution (GD), etc.) are extensively used as the assumptions about the distribution of practical data [1]. The CDF and PDF of practical data, however, could be complex and irregular, so serious errors would be incurred by the naïve assumptions. This study proposes a deep learning method [2-4] that develops a neural network to learn the CDF of practical data and fit the corresponding PDF (shown in Figure 1). In the training stage, the CDF of practical data is collected, and the proposed deep neural network model with designed activation functions is trained to learn the CDF. In the performing stage, the differentiation of CDF in the trained deep neural network model is conducted to estimate the PDF of practical data for various sorts of probability-based applications.

The contributions of this study are highlighted as follows.
(1). A combination of several probability functions is utilised as activation functions in the proposed deep neural network model for learning the CDF of practical data.
(2). The weight updates of each neuron in the proposed deep neural network model based on gradient descent have been derived and evaluated.
(3). The PDF of practical data in various probability-based applications can be obtained by performing the CDF differentiation for the corresponding trained deep neural network model.


Fig. 1. The proposed deep learning method for estimating practical probability distributions.

In the next section, the literature reviews of neural networks and activation functions are provided. Section 3 proposes a deep neural network model based on designed activation functions to estimate the CDF and PDF of practical data. In Section 4, practical experiments are designed to evaluate the proposed method, and the results of these experiments are also analysed and discussed in this section. The conclusions and future work of this study are presented in Section 5.

## 2. Literature Reviews

In recent years, the activation functions including linear function (i.e. $a_{L}(\cdot)$ in

Equation (1)) [5-7], rectified linear unit (ReLU) function (i.e. $a_{R}(\cdot)$ in Equation (2)) [6-14] and sigmoid function (i.e. $a_{S}(\cdot)$ in Equation (3)) [15-20] have been popularly applied in the neural network models. The graph of linear function is a straight line, so the linear function cannot denote curves or hyperbolae. The ReLU function adopts the positive part of inputs, and the negative part of inputs is denoted as zero for improving the linear function. The sigmoid function can be used to represent curves or hyperbolae for the analyses of nonlinear problems.

$$
\begin{align*}
& a_{L}(z)=z  \tag{1}\\
& a_{R}(z)=\left\{\begin{array}{l}
z, \text { if } z>0 \\
0, \text { otherwise }
\end{array}\right. \tag{2}
\end{align*}
$$

$$
\begin{equation*}
a_{S}(z)=\frac{1}{1+e^{-z}} \tag{3}
\end{equation*}
$$



Fig. 2. The neural network method for estimating probability distributions.

A neural network model for estimating probability distribution is shown in Figure 2. The neural network has an input layer, two hidden layers and an output layer. One parameter (i.e. the parameter $x$ ) is included in the input layer, and one parameter (i.e. the parameter $\tilde{F}$ ) is included in the output layer. Each hidden layer has $n$ neurons; for instance, the parameter $g_{k, j}$ denotes the $j$-th neuron in the $k$-th layer (shown in Equation (4)), and the parameter $\tilde{w}_{k, i, j}$ denotes the weight between the $i$-th neuron in the $(k-1)$-th layer and the $j$-th neuron in the $k$-th layer. The function $a(\cdot)$ which denotes the activation function of neuron could be a linear function, ReLU function, or sigmoid function. The minimum square errors (shown in Equation (5)) are analysed according to the true value of output (i.e. the parameter $F$ ) for optimising the constructed neural network. In the neural network, the parameter $\sigma_{k, j}$ denotes the error of the $j$-th neuron in the $k$-th layer. Therefore, the weights in the neural network can be updated by Equations (6)-(11) based on gradient descent method [21-24].

$$
\begin{align*}
& g_{k, j}=a\left(z_{k, j}\right), \text { where } z_{k, j}=\sum_{i=1}^{n} \tilde{w}_{k, i, j} \times g_{k-1, i}+\tilde{b}_{k, j}  \tag{4}\\
& E=\frac{1}{2}(\tilde{F}-F)^{2}=\frac{1}{2} \sigma_{3,1}^{2} \tag{5}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial E}{\partial \tilde{b}_{3,1}} & =\frac{\partial E}{\partial \sigma_{3,1}} \frac{\partial \sigma_{3,1}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \frac{\partial z_{3,1}}{\partial \tilde{b}_{3,1}} \\
& =\sigma_{3,1} \times 1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times 1  \tag{6}\\
\frac{\partial E}{\partial \tilde{w}_{3, i, 1}} & =\frac{\partial E}{\partial \sigma_{3,1}} \frac{\partial \sigma_{3,1}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \frac{\partial z_{3,1}}{\partial \tilde{w}_{3, i, 1}} \\
& =\sigma_{3,1} \times 1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times g_{2, i}  \tag{7}\\
\frac{\partial E}{\partial \tilde{b}_{2, i}} & =\frac{\partial E}{\partial \sigma_{3,1}} \frac{\partial \sigma_{3,1}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \frac{\partial z_{2, i}}{\partial \tilde{b}_{2, i}} \\
& =\sigma_{3,1} \times 1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times 1  \tag{8}\\
& =\sigma_{2, i} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times 1 \\
\frac{\partial E}{\partial \tilde{w}_{2, i, j}} & =\frac{\partial E}{\partial \sigma_{3,1}} \frac{\partial \sigma_{3,1}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \frac{\partial z_{2, i}}{\partial \tilde{w}_{2, i, j}} \\
& =\sigma_{3,1} \times 1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times g_{1, j}  \tag{9}\\
& =\sigma_{2, i} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times g_{1, j} \\
\frac{\partial E}{\partial \tilde{b}_{1, j}} & =\sigma_{1, i} \times \frac{\partial g_{1, i}}{\partial z_{1, i}} \times 1  \tag{10}\\
\frac{\partial E}{\partial \tilde{w}_{1, i, j}} & =\sigma_{1, i} \times \frac{\partial g_{1, i}}{\partial z_{1, i}} \times x \tag{11}
\end{align*}
$$

When the neural network is used to learn the CDF of data, the value of CDF is recorded as the parameter $F$. Therefore, the PDF of data can be estimated through performing the CDF differentiation for the trained neural network (shown in Equation (12)). The activation function can be set as a linear function, ReLU function, or sigmoid function, and the differentiation derivation for the trained neural network model with respective activation functions can be found in Equations (13)-(15). The parameter $x$ is missing after the differentiation as shown in Equations (13) and (14), which only include constants. Therefore, this study uses a combination of numerous probability functions as activation functions to build up the robustness of the neural network model.

$$
\begin{align*}
& \frac{\partial \tilde{F}}{\partial x}=\frac{\partial \tilde{F}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \sum_{i=1}^{n} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \sum_{j=1}^{n} \frac{\partial z_{2, i}}{\partial g_{1, j}} \frac{\partial g_{1, j}}{\partial z_{1, j}} \frac{\partial z_{1, j}}{\partial x}  \tag{12}\\
& =1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \sum_{i=1}^{n} \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times \sum_{j=1}^{n} \tilde{w}_{2, j, i} \times \frac{\partial g_{1, j}}{\partial z_{1, j}} \tilde{w}_{1,1, j} \\
& \frac{\partial \tilde{F}}{\partial x}=\frac{\partial \tilde{F}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \sum_{i=1}^{n} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \sum_{j=1}^{n} \frac{\partial z_{2, i}}{\partial g_{1, j}} \frac{\partial g_{1, j}}{\partial z_{1, j}} \frac{\partial z_{1, j}}{\partial x} \\
& =1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \sum_{i=1}^{n} \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times \sum_{j=1}^{n} \tilde{w}_{2, j, i} \times \frac{\partial g_{1, j}}{\partial z_{1, j}} \tilde{w}_{1,1, j}  \tag{13}\\
& \text { where } a(z)=a_{L}(z)=z \Rightarrow \frac{\partial g_{k, i}}{\partial z_{k, i}}=1 \\
& \frac{\partial \tilde{F}}{\partial x}=\frac{\partial \tilde{F}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \sum_{i=1}^{n} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \sum_{j=1}^{n} \frac{\partial z_{2, i}}{\partial g_{1, j}} \frac{\partial g_{1, j}}{\partial z_{1, j}} \frac{\partial z_{1, j}}{\partial x} \\
& =1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \sum_{i=1}^{n} \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times \sum_{j=1}^{n} \tilde{w}_{2, j, i} \times \frac{\partial g_{1, j}}{\partial z_{1, j}} \tilde{w}_{1,1, j}  \tag{14}\\
& \text { where } a(z)=a_{R}(z)=\left\{\begin{array}{l}
z, \text { if } z>0 \\
0, \text { otherwise }
\end{array} \Rightarrow \frac{\partial g_{k, i}}{\partial z_{k, i}}=\left\{\begin{array}{l}
1, \text { if } z_{k, i}>0 \\
0, \text { otherwise }
\end{array}\right.\right. \\
& \frac{\partial \tilde{F}}{\partial x}=\frac{\partial \tilde{F}}{\partial g_{3,1}} \frac{\partial g_{3,1}}{\partial z_{3,1}} \sum_{i=1}^{n} \frac{\partial z_{3,1}}{\partial g_{2, i}} \frac{\partial g_{2, i}}{\partial z_{2, i}} \sum_{j=1}^{n} \frac{\partial z_{2, i}}{\partial g_{1, j}} \frac{\partial g_{1, j}}{\partial z_{1, j}} \frac{\partial z_{1, j}}{\partial x} \\
& =1 \times \frac{\partial g_{3,1}}{\partial z_{3,1}} \times \sum_{i=1}^{n} \tilde{w}_{3, i, 1} \times \frac{\partial g_{2, i}}{\partial z_{2, i}} \times \sum_{j=1}^{n} \tilde{w}_{2, j, i} \times \frac{\partial g_{1, j}}{\partial z_{1, j}} \tilde{w}_{1,1, j} \tag{15}
\end{align*}
$$

where $a(z)=a_{S}(z)=\frac{1}{1+e^{-z}} \Rightarrow \frac{\partial g_{k, i}}{\partial z_{k, i}}=g_{k, i} \times\left(1-g_{k, i}\right)$

## 3. The Proposed Method

The proposed deep learning method is comprised of two stages: (1) the training stage for estimating the CDF and (2) the performing stage for predicting the corresponding PDF (shown in Figure 1).

In the training stage, practical data can be collected and analysed for generating actual cumulative probabilities. A deep learning model retaining multiple layers (i.e. an input layer, hidden layers and an output layer) is constructed to learn a CDF in accordance with the actual cumulative probabilities (shown in Figure 3). The input layer includes the random variable $x$, the actual CDF of which is denoted by $F$, and the output layer contains the estimated CDF of $x$, denoted by $\tilde{F}$. The CDFs of common probability distributions can be adopted as the activation functions in the hidden layers. For example, the CDFs of ED, ND, LD, and GD [1] (denoted by $f_{1}, f_{2}, f_{3}$, and $f_{4}$, respectively) can be used as the activation functions (shown respectively in Equations (16)-(19), where $\tilde{\lambda}, \tilde{\mu}_{1}, \tilde{s}_{1}, \tilde{\mu}_{2}, \tilde{s}_{2}, \tilde{\alpha}$, and $\tilde{\beta}$ are all parameters). In Equation
(19), $\gamma(\tilde{\alpha}, \tilde{\beta}, x)$ is the lower incomplete gamma function, and $\Gamma(\tilde{\alpha})$ is the gamma function. Furthermore, the number of neurons with different activation functions can be extended to $n$, and the CDF can be estimated by Equation (20) in accordance with a weight set (i.e. $\left\{\tilde{w}_{1}, \tilde{w}_{2}, \ldots, \tilde{w}_{n}\right\}$ ). The loss function $E$ of the proposed deep learning model is defined by Equation (21) according to the estimated CDF (i.e. $\tilde{F}$ ) and the actual $\operatorname{CDF}$ (i.e. $F$ ) for minimising the estimation error. The gradient descent method is adopted in the setting of parameters. The partial differential of $E$ with respect to each parameter is calculated (Equations (22)-(29)), and the parameter in the ( $k+1$ )-th iteration can be updated in accordance with the aforementioned partial differential in the $k$-th iteration (Equations (30)-(37), where $\eta$ is the learning rate). In Equation (28), $\psi(\cdot)$ is the digamma function. The number of hidden layers could be increased to estimate a relatively complex CDF.


Fig. 3. The structure of the proposed deep learning model.
$f_{1}=1-e^{-\tilde{x} x}$
$f_{2}=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{x-\tilde{\mu}_{1}}{\tilde{s}_{1} \sqrt{2}}\right)\right]$
$f_{3}=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\ln (x)-\tilde{\mu}_{2}}{\tilde{s}_{2} \sqrt{2}}\right)\right]$
$f_{4}=\frac{\gamma(\tilde{\alpha}, \tilde{\beta}, x)}{\Gamma(\tilde{\alpha})}$

$$
\begin{align*}
& \tilde{F}=\frac{\sum_{i=1}^{n} \tilde{w}_{i} f_{i}}{\sum_{i=1}^{n} \tilde{w}_{i}}  \tag{20}\\
& E=\frac{1}{2}(\tilde{F}-F)^{2}=\frac{1}{2} \sigma^{2}  \tag{21}\\
& \frac{\partial E}{\partial \tilde{w}_{j}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial \tilde{w}_{j}}=\sigma \times \frac{\sum_{i=1}^{n}\left[\tilde{w}_{i}\left(f_{j}-f_{i}\right)\right]}{\left(\sum_{i=1}^{n} \tilde{w}_{i}\right)^{2}}  \tag{22}\\
& \frac{\partial E}{\partial \tilde{\lambda}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{1}} \frac{\partial f_{1}}{\partial \tilde{\lambda}}=\sigma \times \frac{\tilde{w}_{1}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left(x e^{-\tilde{\lambda} x}\right)  \tag{23}\\
& \frac{\partial E}{\partial \tilde{\mu}_{1}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{2}} \frac{\partial f_{2}}{\partial \tilde{\mu}_{1}}=\sigma \times \frac{\tilde{w}_{2}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left(\frac{-1}{\sqrt{2 \pi \tilde{s}_{1}^{2}}} e^{-\frac{\left(x-\tilde{\mu}_{1}\right)^{2}}{2 \tilde{s}_{1}^{2}}}\right)  \tag{24}\\
& \frac{\partial E}{\partial \tilde{s}_{1}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{2}} \frac{\partial f_{2}}{\partial \tilde{s}_{1}}=\sigma \times \frac{\tilde{w}_{2}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left(\frac{-\left(x-\tilde{\mu}_{1}\right)}{\sqrt{2 \pi} \tilde{s}_{1}^{2}} e^{-\frac{\left(x-\tilde{\mu}_{1}\right)^{2}}{2 \tilde{s}_{1}^{2}}}\right)  \tag{25}\\
& \frac{\partial E}{\partial \tilde{\mu}_{2}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{3}} \frac{\partial f_{3}}{\partial \tilde{\mu}_{2}}=\sigma \times \frac{\tilde{w}_{3}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left(\frac{-1}{\sqrt{2 \pi \tilde{S}_{2}^{2}}} e^{-\frac{\left(\ln (x)-\tilde{\mu}_{3}\right)^{2}}{2 \tilde{z}_{2}}}\right)  \tag{26}\\
& \frac{\partial E}{\partial \tilde{s}_{2}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{3}} \frac{\partial f_{3}}{\partial \tilde{s}_{2}} \\
& =\sigma \times \frac{\tilde{w}_{3}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left(\frac{-\left(\ln (x)-\tilde{\mu}_{2}\right)}{\sqrt{2 \pi} \tilde{s}_{2}^{2}} e^{-\frac{\left(\ln (x)-\tilde{\mu}_{2}\right)^{2}}{2 \tilde{z}_{2}}}\right)  \tag{27}\\
& \frac{\partial E}{\partial \tilde{\alpha}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{4}} \frac{\partial f_{4}}{\partial \tilde{\alpha}} \\
& =\sigma \times \frac{\tilde{w}_{4}}{\sum_{i=1}^{n} \tilde{w}_{i}}  \tag{28}\\
& \times\left[\ln \left(\frac{x}{\tilde{\beta}}\right)\left(\frac{x}{\tilde{\beta}}\right)^{\tilde{\alpha}} e^{-\frac{x}{\tilde{\beta}}} \sum_{l=0}^{\infty} \frac{\left(\frac{x}{\tilde{\beta}}\right)^{l}}{\Gamma(\tilde{\alpha}+l+1)}-\left(\frac{x}{\tilde{\beta}}\right)^{\tilde{\alpha}} e^{-\frac{x}{\tilde{\beta}}} \sum_{l=0}^{\infty} \frac{\left(\frac{x}{\tilde{\beta}}\right)^{l} \psi(\tilde{\alpha}+l+1)}{\Gamma(\tilde{\alpha}+l+1)}\right]
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial E}{\partial \tilde{\beta}}=\frac{\partial E}{\partial \sigma} \frac{\partial \sigma}{\partial \tilde{F}} \frac{\partial \tilde{F}}{\partial f_{4}} \frac{\partial f_{4}}{\partial \tilde{\beta}}=\sigma \times \frac{\tilde{w}_{4}}{\sum_{i=1}^{n} \tilde{w}_{i}} \times\left[\frac{1}{\tilde{\beta} \Gamma(\tilde{\alpha})}\left(\frac{x}{\tilde{\beta}}\right)^{\tilde{\alpha}} e^{-\frac{x}{\beta}}\right]  \tag{29}\\
& \tilde{w}_{j}^{(k+1)}=\tilde{w}_{j}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{w}_{j}^{(k)}}  \tag{30}\\
& \tilde{\lambda}^{(k+1)}=\tilde{\lambda}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\chi}^{(k)}}  \tag{31}\\
& \tilde{\mu}_{1}^{(k+1)}=\tilde{\mu}_{1}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\mu}_{1}^{(k)}}  \tag{32}\\
& \tilde{s}_{1}^{(k+1)}=\tilde{s}_{1}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\tilde{s}}_{1}^{(k)}}  \tag{33}\\
& \tilde{\mu}_{2}^{(k+1)}=\tilde{\mu}_{2}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\mu}_{2}^{(k)}}  \tag{34}\\
& \tilde{s}_{2}^{(k+1)}=\tilde{s}_{2}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{s}_{2}^{(k)}}  \tag{35}\\
& \tilde{\alpha}^{(k+1)}=\tilde{\alpha}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\alpha}^{(k)}}  \tag{36}\\
& \tilde{\tilde{\beta}}^{(k+1)}=\tilde{\beta}^{(k)}-\eta \frac{\partial E^{(k)}}{\partial \tilde{\beta}^{(k)}} \tag{37}
\end{align*}
$$

In the performing stage, the differential equation of trained deep learning model described by Equation (38) is derived to obtain the estimated PDF (i.e. $\tilde{P}$ ).

$$
\begin{align*}
\tilde{P} & =\frac{\partial \tilde{F}}{\partial x}=\sum_{i=1}^{n}\left(\tilde{w}_{i} \times \frac{\partial f_{i}}{\partial x}\right) \\
& =\tilde{w}_{1} \times \tilde{\lambda} e^{-\tilde{\tilde{x} x}}+\tilde{w}_{2} \times \frac{1}{\sqrt{2 \pi \tilde{s}_{1}^{2}}} e^{-\frac{\left(x-\tilde{\mu}_{4}\right)^{2}}{2 s_{i}^{2}}}+  \tag{38}\\
& \tilde{w}_{3} \times \frac{1}{x \tilde{s}_{2} \sqrt{2 \pi}} e^{-\frac{\left(\ln (x)-\tilde{\mu}_{2}\right)^{2}}{2 \tilde{\sigma}_{2}^{2}}}+\tilde{w}_{4} \times \frac{x^{\tilde{\alpha}-1} e^{-\frac{x}{\beta}}}{\tilde{\beta}^{\alpha} \Gamma(\tilde{\alpha})}+\sum_{i=5}^{n}\left(\tilde{w}_{i} \times \frac{\partial f_{i}}{\partial x}\right)
\end{align*}
$$

## 4. Practical Experimental Results and Discussions

The experimental environments, experimental results, and relevant comparisons are presented and discussed in the following subsections.

### 4.1. Experimental Environments

Six test cases, including single ED, single ND, single LD, single GD, and two mixed distributions (MDs) of single ND and single GD with different parameters, were set in the experiments, where the proposed deep learning model for comparison was
constructed with $f_{1}, f_{2}, f_{3}$, and $f_{4}$.
(1) Case 1: a single ED with the parameter $\lambda=0.5$ was used as the benchmark.
(2) Case 2: a single ND with the parameters $\sigma=1$ and $\mu=0.5$ was used as the benchmark.
(3) Case 3: a single LD with the parameters $\sigma=1$ and $\mu=0.5$ was used as the benchmark.
(4) Case 4: a single GD with the parameters $\alpha=0.1$ and $\beta=0.5$ was used as the benchmark.
(5) Case 5: a MD of single ND and single GD with the parameters $\sigma=1, \mu=0.5$, $\alpha=0.1$ and $\beta=0.5$ was used as the benchmark.
(6) Case 6: a MD of single ND and single GD with the parameters $\sigma=1, \mu=0.5$, $\alpha=2$ and $\beta=10$ was used as the benchmark.

For evaluation of the proposed method, the mean absolute percentage errors (MAPEs) of the estimated CDF (i.e. $M_{F}$ ) is defined as Equation (39) according to $\tilde{F}$ and $F$, and the MAPE of the estimated PDF (i.e. $M_{P}$ ) is defined as Equation (40) according to $\tilde{P}$ and $P$.

$$
\begin{align*}
& M_{F}=\sum_{k=1}^{m} \frac{\left|F_{k}-\tilde{F}_{k}\right|}{F_{k}} \times \frac{100 \%}{m}  \tag{39}\\
& M_{P}=\sum_{k=1}^{m} \frac{\left|P_{k}-\tilde{P}_{k}\right|}{P_{k}} \times \frac{100 \%}{m} \tag{40}
\end{align*}
$$

In the numerical experiments, single and mixed common probability distributions with the number of sample records denoted by $m$ were designed. The values of $m$ we set in the experiment include $2,5,10,20,30$, and 40 for accuracy comparisons between sample sizes in the training stage. Furthermore, the $t$-fold cross-validation was considered to evaluate the proposed method and verify the overfitting problems, and the value of $t$ is set to be 5 . The sample records were randomly distributed in five groups. In the cross-validation evaluation, one group was selected as the validation data, and the other four groups were used as the training data.

### 4.2. EXPERIMENTAL RESULTS

Figures 4, 5, 6, 7, 8 and 9 shows the MAPEs of the estimated CDF and PDF in Cases $1,2,3,4,5$ and 6 , respectively. The MAPEs converge faster with a larger sample size (i.e. a larger value of $m$ ) in each case. The values of both $M_{F}$ and $M_{P}$ in each case are about $0 \%$ when the value of $m$ is 40 . Furthermore, the MAPEs of the training data are close to the MAPEs of the validation data, so the overfitting problems could not
exist in the trained neural network models. Therefore, the proposed method can obtain a precise estimated PDF for each case.

(a). The MAPEs of the estimated CDF

(b). The MAPEs of the estimated PDF

Fig. 4. The MAPEs of the estimated CDF and PDF in Case 1 (i.e. a single ED)

(a). The MAPEs of the estimated CDF

(b). The MAPEs of the estimated PDF Fig. 5. The MAPEs of the estimated CDF and PDF in Case 2 (i.e. a single ND)

(a). The MAPEs of the estimated CDF

(b). The MAPEs of the estimated PDF

Fig. 6. The MAPEs of the estimated CDF and PDF in Case 3 (i.e. a single LD)

(a). The MAPEs of the estimated CDF

(b). The MAPEs of the estimated PDF

Fig. 7. The MAPEs of the estimated CDF and PDF in Case 4 (i.e. a single GD)


Fig. 8. The MAPEs of the estimated CDF and PDF in Case 5 (i.e. a MD)

(a). The MAPEs of the estimated CDF

(b). The MAPEs of the estimated PDF

Fig. 9. The MAPEs of the estimated CDF and PDF in Case 6 (i.e. a MD)

In addition, it can be found that relatively large errors in complex cases (e.g. Cases 4, 5 and 6) are generated when the sample sizes are too small (e.g. $m=2$ and $m=5$ ). Therefore, the sample size should be given more than ten for precisely estimating the PDF of practical data.

### 4.3. Comparisons and Discussions

For comparisons of estimated CDF and PDF, the linear-function-based neural network (shown in Equation (13)), the ReLU-function-based neural network (shown in Equation (14)) and the sigmoid-function-based neural network (shown in Equation (15)) were selected. In this subsection, the value of $m$ was set as 40 , and the number of iterations was set as 300 . Because the parameter $x$ is missing after the differentiation for the trained neural network models (i.e. the estimated PDF based on the trained neural network), the MAPEs are large in the linear-function-based neural network and the ReLU-function-based neural network. Although the MAPEs of the sigmoid-function-based neural network are smaller, it requires a higher number of iterations. The proposed method can precisely estimate the CDF and PDF both with MAPEs no more than $0.4 \%$ for $m=40$.

TABLE 1
MAPEs of the estimated CDFs and PDFs with Different Activation Functions

| Case | Probability <br> Function | Linear | ReLU | Sigmoid | The proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Case 1: ED } \\ (\lambda=0.5) \end{gathered}$ | CDF | 19.70\% | 17.15\% | 72.77\% | 0.00\% |
|  | PDF | 61.72\% | 57.32\% | 88.35\% | 0.00\% |
| $\begin{aligned} & \text { Case 2: ND } \\ & (\sigma=1, \mu=0.5) \end{aligned}$ | CDF | 10.90\% | 6.09\% | 25.19\% | 0.00\% |
|  | PDF | 1662.91\% | 1061.08\% | 86.44\% | 0.00\% |
| $\begin{aligned} & \text { Case 3: LD } \\ & (\sigma=1, \mu=0.5) \end{aligned}$ | CDF | 137.85\% | 112.23\% | 576.64\% | 0.00\% |
|  | PDF | 69.19\% | 63.22\% | 86.34\% | 0.00\% |
| $\begin{gathered} \text { Case 4: GD } \\ (\alpha=0.1, \beta=0.5) \end{gathered}$ | CDF | 9.83\% | 3.47\% | 16.22\% | 0.03\% |
|  | PDF | 427.27\% | 152.93\% | 91.28\% | 0.40\% |
| $\begin{gathered} \text { Case 5: ND + GD } \\ \quad(\sigma=1, \mu=0.5, \\ \alpha=0.1, \beta=0.5) \end{gathered}$ | CDF | 5.03\% | 2.51\% | 10.63\% | 0.07\% |
|  | PDF | 1831.77\% | 1171.96\% | 85.40\% | 0.30\% |
| $\begin{gathered} \text { Case 6: ND + GD } \\ \quad(\sigma=1, \mu=0.5, \\ \alpha=2, \beta=10) \end{gathered}$ | CDF | 10.33\% | 4.79\% | 25.91\% | 0.02\% |
|  | PDF | 192.96\% | 117.64\% | 88.31\% | 0.06\% |

## 5. Conclusions and Future Work

This study has developed a deep learning method to learn the potentially complex and irregular probability distributions, and the formulae yielded from the differentiation derivation for trained deep learning model can be used to estimate the corresponding PDF. The experimental results have demonstrated that the proposed method can precisely estimate the CDFs and PDFs for single and mixed probability distributions.

The further studies could be conducted by assessing the proposed model with practical data. Furthermore, the accurate CDF and PDF of the real-data probability distribution can be produced to improve further analyses with game theory or queueing theory. Various types of probability-based applications (e.g. energy applications [25, 26], security applications [27, 28], etc.) can be designed based on the proposed method to illustrate the probability functions which are fitting the distribution of practical data for improvement.
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