Analog Least Mean Square Loop With I/Q Imbalance for Self-Interference Cancellation in Full-Duplex Radios

Anh Tuyen Le, Le Chung Tran, Senior Member, IEEE, Xiaojing Huang, Senior Member, IEEE, and Yingjie Jay Guo, Fellow, IEEE

Abstract—Analog least mean square (ALMS) loop is a promising structure for self-interference (SI) mitigation in full-duplex radios due to its simplicity and adaptive capability. However, being constructed from in-phase/quadrature (I/Q) demodulators and modulators to process complex signals, the ALMS loop may face I/Q imbalance problems. Thus, in this paper, the effects of frequency-independent I/Q imbalance in the ALMS loop are investigated. It is revealed that I/Q imbalance affects the loop gain and the level of SI cancellation. The loop gain can be easily compensated by adjusting the gain at other stages of the ALMS loop. Meanwhile, the degradation on cancellation performance is proved to be insignificant even under severe conditions of I/Q imbalance. In addition, an upper bound of the degradation factor is derived to provide an essential reference for the system design. Simulations are conducted to confirm the theoretical analyses.

Index Terms—Full-duplex, self-interference cancellation, ALMS loop, I/Q imbalance, analog imperfection.

I. INTRODUCTION

RECENTLY, full-duplex (FD) transmission has gained a great attention due to its numerous advantages. By transmitting and receiving at the same time and in the same frequency band, this scheme can potentially double the throughput [1]. It also helps to bypass many intrinsic limitations in conventional cognitive radio networks due to simultaneous sensing and transmission [2]. Furthermore, this technique can be applied to other applications, such as synthetic aperture radar systems to overcome their fundamental limitations [3]. However, implementing FD transceivers faces a critical challenge of the strong self-interference (SI) caused by the co-located transmitter, which blocks the receiver from the desired signal propagated from the far-end. Therefore, SI cancellation (SIC) is an essential issue in FD radios.

Self-Interference can be mitigated by passive suppression in the propagation domain and active cancellation in the analog and digital domains [4]. Passive methods aim to reduce the level of SI by isolating the transmitter and the receiver using antenna separation and different polarizations [5], [6]. Analog domain cancellation intends to create a signal, which mimics the SI, to cancel the SI after the receive antenna [7], [8]. Finally, in digital domain cancellation, the SI channel is estimated and combined with the transmitted baseband signal to cancel the residual SI after digitalized by the Analog-to-Digital converter (ADC) [9]. Although a combination of these cancellation approaches is always required to sufficiently remove the SI [10], analog domain cancellation has been proved to be the most important step of SI mitigation [11].

The reference signal for the analog SI cancellation can be mainly generated by two different methods. With the first method, the analog residual SI after cancellation is digitalized and processed by a complex algorithm to estimate the SI channel. The obtained information is then utilized to modify the baseband transmitted signal before it is up-converted and amplified by an additional transmit chain [12]–[14]. With the aid of digital signal processing (DSP), the level of SI can be reduced significantly in theory. However, capturing the residual SI in the digital domain as in [12]–[14] may lead to some distortions in practice. This is because an Automatic Gain Control amplifier, which is normally utilized to assure a wide dynamic range of a conventional receiver, will stabilize the level of the residual SI, resulting in an inaccurate reference signal synthesized by the DSP.

With the second method, the reference signal is generated directly at the radio frequency (RF) front-end by adjusting the amplitude and phase of the transmitted RF signal using a multi-tap structure. It has been proved that such a multi-tap adaptive structure is one of the most effective methods for wide-band applications [15]. However, unlike the cancellation performed in the digital domain where an adaptive filter can be simply implemented by a least mean square (LMS) algorithm, it is a significant challenge to realize the LMS loop in the RF domain since ideal RF integrators are hard to implement. To avoid this difficulty, the residual SI can be down-converted and
digitalized by an additional receiver chain as in [15]–[18] to generate weighting coefficients for the LMS loop using the baseband integrators. The problem is that these additional blocks cause more interference and noise to the receiver. Furthermore, synthesizing weighting coefficients in the baseband stage is also impacted by hardware imperfections, such as I/Q imbalance in the transmission path [19]. As a result, a dedicated DSP is required to compensate for the hardware impairments.

A novel analog LMS (ALMS) loop proposed in [20] is a promising structure to avoid these problems. The ideal RF integrators can be replaced by simple resistor-capacitor low-pass filters (LPF) so that the weighting coefficients for the LMS algorithm are synthesized without sophisticated DSP. The studies on the behaviors of the ALMS loop published in [11], [20]–[22] are all conducted under the perfect I/Q imbalance-free condition of the loop. However, since I/Q imbalances always exist in the modulators and demodulators used in the ALMS loop, it is important to examine how these I/Q imbalances impact on the loop performance, which is the main motivation of this paper. To the best of the authors’ knowledge, little work has been published in the literature considering this problem. Instead, most of the publications investigate the impact of I/Q imbalances appearing in the transceivers [9], [19], [23]–[25].

In this paper, the ALMS loop proposed in [20] with frequency independent I/Q imbalances will be investigated in both single carrier and orthogonal frequency division multiplexing (OFDM) FD systems. Firstly, the effect of I/Q imbalance on the loop gain is examined and compensated by adjusting the gains at other points in the loop. Secondly, the effect of I/Q imbalance on the cancellation performance is derived and quantified. Due to I/Q imbalance, the level of SIC given by the ALMS loop is degraded and can be presented by a degradation factor (DF). However, by averaging over random realizations of the SI channel, we show that the DF is insignificant even under severe amplitude and phase errors. In addition, an upper bound of the DF is also derived so that the maximum possible level of degradation can be analytically determined for a given I/Q imbalance condition. Hence, the contributions of this paper are threefold. First, it provides an analytical mean to investigate the impacts of the I/Q imbalance on the performance of the ALMS loop. Second, it proves the robustness of the ALMS loop as an effective SIC architecture against practical imperfections. Finally, it derives a closed-form DF upper bound which is critical as an effective SIC architecture against practical imperfections.

The rest of this paper is organized as follows. In Section II, the system architecture and the signal models are described. Then, the effects of I/Q imbalance on the loop gain and cancellation performance are investigated in Section III. In Section IV, theoretical findings are verified by simulation results. Finally, conclusions are drawn in Section V.
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and
\[
X_n(t) = \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{k=-N_{st}/2}^{N_{st}/2} a_{k,m} e^{j2\pi \frac{n-m}{T_s} t} \cdot w \left[ n-m \frac{T_s}{T_a} \right] q(t-nT_a)
\]
respectively, where \(a_i\) and \(a_{k,m}\) are the \(i\)-th data symbol in the single carrier system and the data symbol on the \(k\)-th sub-carrier of the \(m\)-th OFDM symbol respectively; \(T_s\) is the symbol period of the single carrier system and also the sample period of the OFDM system; \(N_{st}\) is the total number of data subcarriers; \(N\) is the number of samples in one OFDM symbol excluding cyclic prefix; \(w[n]\) is the discrete windowing function applied to an OFDM symbol; and \(q(t)\) is the pulse shaping function. The complex data symbols \(a_i\) and \(a_{k,m}\) are assumed to be independent to each other in both single-carrier and OFDM systems, i.e.,
\[
E\{a_i^*a_{i'}\} = \begin{cases} 1, & \text{for } i = i' \\ 0, & \text{for } i \neq i' \end{cases}
\]
and
\[
E\{a_{k,m}^*a_{k',m'}\} = \begin{cases} 1, & \text{for } k = k', m = m' \\ 0, & \text{for } k \neq k', m \neq m' \end{cases}
\]
where \(E\{.\}\) stands for ensemble expectation. The root mean square amplitude of the transmitted signal is defined as
\[
V_X = \sqrt{\frac{1}{T} \int_0^T E\{|X(t)|^2\} dt}
\]
where \(T\) is the period of transmitted data symbol, i.e., \(T_s\) or \(T_o\).

At the input of the receiver, the received signal \(r(t)\) is a combination of the SI \(z(t)\), the signal of interest \(s(t)\), and the additive white Gaussian noise (AWGN) \(n(t)\), i.e.,
\[
r(t) = z(t) + s(t) + n(t) = \text{Re} \left[ \left( Z(t) + S(t) + N(t) \right) e^{j2\pi f_c t} \right]
\]
where \(Z(t), S(t)\) and \(N(t)\) are the low-pass equivalents of these signals respectively. For the ease of derivation, the SI channel is modeled as an \(L\) tapped delay line filter with tap delay \(T_d\) as in the ALMS loop, i.e.,
\[
Z(t) = \sum_{l=0}^{L-1} h_l^i X(t-lT_d)
\]
where \(h_l^i, l = 0, 1, \ldots, L-1\), are the SI channel coefficients.

### B. I/Q Imbalanced Signal Models

It can be seen from the architecture that the ALMS loop processes the complex signals in the analog domain and hence the quadrature demodulators and modulators are required in the loop. Assume that the I/Q imbalances of the demodulators and modulators are frequency-independent, and hence the phase shifters in the demodulators and modulators have constant amplitudes \(\rho_1\) and \(\rho_2\) as well as phase errors \(\theta_1\) and \(\theta_2\), respectively. Considering the demodulator of the first tap, the complex transmitted signal, denoted as \(x_1(t)\) and presented at the demodulator, can be modeled as \(x_1(t) = x_1(t) + j\alpha_1 Q(t)\) where \(x_1(t)\) and \(x_1 Q(t)\) are the real transmitted signals at the I-branch and Q-branch respectively, and expressed as
\[
x_{1,i}(t) = \text{Re} \left\{ X(t)e^{j2\pi f_c t} \right\}
\]
\[
x_{1,Q}(t) = \frac{1}{2} \left[ X(t)e^{j2\pi f_c t} + X^*(t)e^{-j2\pi f_c t} \right]
\]
\[
x_{1,i}(t) = \text{Re} \left\{ \rho_1 X(t)e^{j(2\pi f_c t-\pi/2-\theta_1)} \right\}
\]
\[
x_{1,Q}(t) = \text{Im} \left\{ \rho_1 X(t)e^{j(2\pi f_c t-\theta_1)} \right\}
\]
\[
x_{1,i}(t) = \frac{1}{2j} \left[ \rho_1 X(t)e^{j(2\pi f_c t-\theta_1)} - \rho_1 X^*(t)e^{-j(2\pi f_c t-\theta_1)} \right].
\]

Hence, the complex signal \(x_1(t)\) is represented, in terms of the baseband equivalent \(X(t)\), as
\[
x_1(t) = x_{1,i}(t) + j\alpha_1 Q(t) = \frac{1 + \rho_1 e^{-j\theta_1}}{2} X(t)e^{j2\pi f_c t} + \frac{1 - \rho_1 e^{j\theta_1}}{2} X^*(t)e^{-j2\pi f_c t}.
\]

At the \(l\)-th tap, the product of \(x_1(t-lT_d)\) and the looped-back signal is filtered by the LPF to attain the weighting coefficient, denoted as \(w_l(t)\), which can be derived as [20], [26]
\[
w_l(t + t_0) = \frac{2\mu_\alpha}{K_1K_2} \int_{t_0}^{T_0} e^{-\alpha(t+t_0-\tau)} \times [r(\tau) - y(\tau)] x_1(\tau - lT_d) d\tau
\]
where \(K_1\) and \(K_2\) are the dimensional constants of the multipliers in the demodulator and modulator respectively, \(2\mu\) is the gain of the LNA, \(\alpha = 1/RC\) is the decay constant of the resistor-capacitor LPF with resistance \(R\) and capacitance \(C\), and \(0 \leq t_0 < T\) is an initial starting time. Similarly, the complex signal \(x_2(t)\), presented in the modulator, can be expressed as
\[
x_2(t) = \frac{1 + \rho_2 e^{-j\theta_2}}{2} X(t)e^{j2\pi f_c t} + \frac{1 - \rho_2 e^{j\theta_2}}{2} X^*(t)e^{-j2\pi f_c t}
\]

Hence, the cancellation signal \(y(t)\) at the output of the ALMS loop can be expressed as
\[
y(t) = \text{Re} \left\{ \sum_{l=0}^{L-1} w_l^i(t)x_2(t - lT_d) \right\}.
\]

For simplicity, we denote \(\eta_i = \frac{1 + \rho_i e^{-j\theta_i}}{2}\) and \(\xi_i = \frac{1 - \rho_i e^{j\theta_i}}{2}\), for \(i = 1, 2\). From (6) and (7), \(y(t)\) can be further
expressed as
\[
y(t) = \text{Re}\left\{ \sum_{l=0}^{L-1} w_l(t) \left[ \eta_l X(t - lT_d) e^{j2\pi f_c(t - lT_d)} + \xi_j X^*(t) e^{-j2\pi f_c(t - lT_d)} \right] \right\}.
\]

(9)

Clearly, the cancellation signal is affected by the I/Q imbalances at both modulators and demodulators.

III. EFFECTS OF I/Q IMBALANCE

A. Impact on Loop Gain

It has been proved in [20]–[22] that the loop gain, which is jointly determined by the LNA gain, the transmitted signal amplitude and the dimensional constants of the multipliers in the modulator and demodulator, plays a vital role in the performance of the ALMS loop. The loop gain \( G \) is defined as
\[
G = \frac{V_y}{V_d}
\]
where \( V_y \) and \( V_d \) are the RMS voltages of the cancellation signal at the output and the residual SI signal at the input of the ALMS modulator and demodulator, respectively. The signal powers \( P_{x_i} \) and \( P_{x_i} \) (for \( i = 1, 2 \)) are derived as
\[
P_{x_i} = \frac{V_x^2}{2T} \int_0^T E\{x_i^2(t)\} dt
\]
\[
P_{x_i} = \frac{V_x^2}{2T} \int_0^T E\{x_i X(t) e^{j2\pi f_c t} + \xi_j X^* t e^{-j2\pi f_c t} \} dt
\]
\[
= \frac{1}{2T} \int_0^T E\{ (|\eta_i|^2 + |\xi_i|^2) |X(t)|^2 + 2 \Re \{ \eta_i \xi_i^* X(t) e^{j2\pi f_c t} \} \} dt.
\]

B. Impact on Cancellation Performance

In this section, we investigate the impact of I/Q imbalance on the cancellation performance of the ALMS loop. In order to analyze the impact of I/Q imbalance under the same loop gain, the gain of the LNA \( 2\mu \) can be scaled to \( 2\mu' \) with \( \mu' = \frac{2\mu}{\sqrt{(1+\rho_1^2)(1+\rho_2^2)}} \). The following derivation will be conducted with this adjustment of the LNA gain. The residual SI power in case of the ALMS loop with I/Q imbalance is compared to that in the perfect case of no I/Q imbalance. In this analysis, the ALMS loop is considered in the steady state, i.e., all the weighting coefficients are converged to their stable values. Therefore, both ensemble expectation and time averaging, denoted as \( \bar{E}\{ \cdot \} \), are
applied to evaluate all the processes. The normalized autocorrelation functions of the transmitted signal, denoted as $\Theta(\tau)$, is defined as

$$\Theta(\tau) = \frac{1}{K_1 K_2} E\{X^*(t)X(t-\tau)\} = \frac{1}{K_1 K_2} \int_{0}^{T} E\{X^*(t)X(t-\tau)\} dt. \quad (16)$$

Denoting $A^2 = V_X/K_1 K_2$, $\Theta(0) = \frac{1}{K_1 K_2} \int_{0}^{T} E\{|X(t)|^2\} dt = A^2$, which is the normalized power of the transmitted signal. Fig. 3 demonstrates the normalized autocorrelation functions of the single carrier signal $\Theta_S(\tau)$ and OFDM signal $\Theta_D(\tau)$ with $A^2 = 100$. In this plot, $q(t)$ is a root-raised cosine (RRC) function in the single carrier case and raised cosine (RC) function for the OFDM case. The windowing function for the OFDM signal is the one recommended in IEEE 802.11a. All pulse shaping filters and windowing function have the roll-off factor $\beta = 0.25$.

Defining the residual SI signal as $d(t) = z(t) - y(t)$, using the signal models in (3) and (8), and denoting $u_i(t) = h_i - (\eta_i^2 w_i(t) + \xi_i^4 w_i^4(t)) e^{j2\pi f_c t}$, we can express $d(t)$ as

$$d(t) = z(t) - y(t) = \text{Re} \left[ \sum_{i=0}^{L-1} h_i^* X(t - iT_d) e^{j2\pi f_c t} \right] - \text{Re} \left[ \sum_{i=0}^{L-1} w_i^4(t) \right]$$

$$\times \left[ \eta_2 X(t - iT_d) e^{j2\pi f_c (t-T_d)} + \xi_2 X^*(t - iT_d) e^{-j2\pi f_c (t-T_d)} \right] \right] \right.$$}

$$= \frac{1}{2} \sum_{i=0}^{L-1} u_i^4(t) X(t - iT_d) e^{j2\pi f_c t}$$

$$+ \sum_{i=0}^{L-1} u_i(t) X^*(t - iT_d) e^{-j2\pi f_c t}$$

$$= \text{Re} \left[ \sum_{i=0}^{L-1} u_i^4(t) X(t - iT_d) e^{j2\pi f_c t} \right]. \quad (17)$$

It means that the residual SI of the ALMS loop is determined by the weighting error function $u_i(t)$. The normalized residual SI power, denoted as $P_d(t)$, can be determined as

$$P_d(t) = \frac{1}{K_1 K_2} E\{|d(t)|^2\}. \quad (18)$$

Substituting (17) into (18), after some manipulations (see Appendix A) and let $t \to \infty$, $P_d(t)$ converges to its steady-state

$$P_d = \frac{1}{2} \bar{\eta}^\dagger H \Theta \bar{\eta} \quad (19)$$

where

$$\Theta = \begin{bmatrix} \Theta(0) & \Theta(-T_d) & \cdots & \Theta(-(L-1)T_d) \\ \Theta(T_d) & \Theta(0) & \cdots & \Theta(-(L-2)T_d) \\ \vdots & \vdots & \ddots & \vdots \\ \Theta((L-1)T_d) & \Theta((L-2)T_d) & \cdots & \Theta(0) \end{bmatrix}$$

is the $L \times L$ autocorrelation matrix and $\bar{\eta} = [\eta_0 \cdots \eta_{L-1}]^T$ is the vector of the steady-state weighting error functions. From the solution of the weighting error function (see Appendix B), $\bar{\eta}$ is expressed as

$$\bar{\eta} = \left[ I_L + k_1 \Theta \right]^{-1} \left[ k_2 \eta_0^2 \Theta(I_L + k_1 \Theta)^{-1} \right] \eta \quad \begin{bmatrix} \Theta(0) & \Theta(-T_d) & \cdots & \Theta(-(L-1)T_d) \\ \Theta(T_d) & \Theta(0) & \cdots & \Theta(-(L-2)T_d) \\ \vdots & \vdots & \ddots & \vdots \\ \Theta((L-1)T_d) & \Theta((L-2)T_d) & \cdots & \Theta(0) \end{bmatrix}$$

and $h = [h_0 \eta_1 \cdots \eta_{L-1}]^T$ is the channel coefficients of $L$ paths.

When there is no I/Q imbalance, i.e., $\rho_1 = \rho_2 = 1$, $\theta_1 = \theta_2 = 0$, thus $k_1 = \mu$, $k_2 = 0$, we have $\bar{\eta} = (I_L + \mu \Theta)^{-1} \eta$. Note that the autocorrelation matrix can be decomposed as $\Theta = Q \Lambda Q^{-1}$ where $Q$ is the orthonormal modal matrix whose columns are the $L$ eigenvectors of $\Theta$ and

$$\Lambda = \begin{bmatrix} \lambda_0 & 0 & \cdots & 0 \\ 0 & \lambda_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_{L-1} \end{bmatrix}$$

is a diagonal spectral matrix, and $\lambda_i, i = 0, \ldots, L-1$, are $L$ eigenvalues of $\Theta$. In this case, the residual SI is calculated as

$$P_0 = \frac{1}{2} h^H (I_L + \mu \Theta)^{-1} \Theta (I_L + \mu \Theta)^{-1} h$$

$$= \frac{1}{2} h^H Q(I_L + \mu \Lambda)^{-1} Q^{-1} Q \Lambda Q^{-1} (I_L + \mu \Lambda)^{-1} Q^{-1} h$$

$$= \frac{1}{2} h^H Q \text{diag} \left\{ \frac{\lambda_i}{(1 + \mu \lambda_i)^2} \right\} Q^{-1} h \quad (21)$$
where $\text{diag}\left\{ \frac{x_l}{(1+\mu_l)^2} \right\}, l=1,\ldots,L$, is an $L \times L$ diagonal matrix whose main diagonal elements are $\frac{x_1}{(1+\mu_1)^2}, \ldots, \frac{x_L}{(1+\mu_L)^2}$. We can see that $P_0$ is the same as the result derived in [20, Eq. (37)]. From (19) and (21), when there are I/Q imbalances present, we will see that I/Q imbalances of the modulators and demodulators not only lead to the change of the residual SI power, but also result in the involvement of the carrier frequency in the performance of the ALMS loop.

To quantify the impact of I/Q imbalance on the level of cancellation, we define the degradation factor $DF$ as

$$DF = 10 \log_{10} \frac{P_d}{P_0} = 10 \log_{10} \frac{\bar{u}^H \Theta \bar{u}}{h^H Q \text{diag}\left\{ \frac{x_l}{(1+\mu_l)^2} \right\} Q^{-1} h}. \quad (22)$$

From (20) and (22), in addition to the I/Q imbalance, the $DF$ is also related to other factors such as the SI channel $h$, the transmitted signal properties (shown in $\Theta$), and the carrier frequency of the transmitted signal (shown in the matrix $E$). Therefore, two questions can be raised at this point. First, what is the $DF$ on average over many realizations of the SI channel? Second, what is the possible maximum level of the $DF$? The latter is very important as it provides an analytical upper bound useful for the system design. These two questions are addressed as follows.

1) Averaged Degradation Factor: To evaluate the overall impact of the SI channel in the $DF$, we further define an averaged degradation factor $\overline{DF}$ as

$$\overline{DF} = 10 \log_{10} \frac{E_h\{P_d\}}{E_h\{P_0\}} \quad (23)$$

where $E_h\{\cdot\}$ stands for expectation over the SI channel.

Assume that proper propagation domain suppression has been performed so that the SI mainly comes from multipath reflections. All the coefficients of the SI channel which includes $L$ propagation paths are independent and Gaussian distributed with a zero mean. An exponential distribution is chosen for the power delay profile of the channel. Its root mean square delay spread is selected as $\sigma = LT_s/4$. The transmitter has symbol duration $T_s = 20$ ns. The ALMS loop has the tap delay $T_d = T_s/2$. When operating in the multi-carrier mode, the parameters of the transmitted OFDM signal are selected following the IEEE802.11a standard. For simplicity, we assume that the phase shifters in the modulators and demodulators have the same degree of imperfections, i.e., $\rho_1 = \rho_2 = \rho$ and $\theta_1 = \theta_2 = \theta$. Fig. 4 and Fig. 5 present $\overline{DF}$ obtained by averaging over 10000 realizations of the SI channel over a range of the amplitude ($-3 \text{ dB} \leq \rho \leq 3 \text{ dB}$) and phase error ($-5^\circ \leq \theta \leq 5^\circ$) for the systems with carrier frequencies of 2432 MHz and 5200 MHz, respectively. These two carrier frequencies are chosen as examples because they are common worldwide IEEE 802.11 frequency bands. In Fig. 4, $\beta_c$ and $\beta_\theta$ stand for the roll-off factors of the pulse shaping filter and the windowing function in the single carrier and OFDM basebands, respectively. In Fig. 5, all the roll-off factors are fixed at $\beta = 0.25$ and $\overline{DF}$ is calculated for different number of taps $L$ in the ALMS loop.

From these figures, some observations are drawn as follows.

1) $\overline{DF}$ is more impacted by the amplitudes than the phase errors. We can see that $\overline{DF}$ is almost stable over the whole range of $\theta$ for a given value of $\rho$.

2) When $\theta = 0$ and $\rho = 1$, $\overline{DF} = 0$ dB, i.e., there is no I/Q imbalance.

3) Signal properties ($\beta$ and $f_c$) have more influence on $\overline{DF}$ than the number of taps in the loop.

4) $\overline{DF}$ does not exceed 1.5 dB for most of the cases. It is slightly greater than 1.5 dB when $\beta_\theta \geq 0.75$. However, these conditions unlikely happen in practice.

It can be concluded that, considering the average effect of the SI channel, the ALMS loop is resilient to its frequency-independent I/Q imbalance. This resilience can be explained as follows. The ALMS loop is designed to minimize the level of the residual SI power. The adaptive adjustment of the weighting coefficients ensures that the ALMS loop always works at its optimized condition. Therefore, the impact of the I/Q imbalance...
occurred in the ALMS loop on the SIC performance is not serious as that of the I/Q imbalance occurred in the signal transmission path on the information detection performance.

2) Upper Bound of Degradation Factor: From the system design perspective, it is essential to estimate the level of degradation of SIC given by the ALMS loop under a given condition of I/Q imbalance. This degradation of SIC in the RF domain can be compensated at other stages such as propagation domain attenuation or digital domain cancellation. Therefore, we introduce the upper bound of the degradation factor, denoted as $DF_u$, which can be derived as follows.

In the ideal case when the roll-off factor of the pulse shaping filter is zero, the tap delay $T_d$ can be chosen as $T_d = T_s$. In this case, the autocorrelation matrix $\Theta$ is a diagonal matrix and all of its eigenvalues are equal, i.e., $\lambda_0 = \lambda_1 = \cdots = \lambda_{L-1} = \lambda = A^2$. Therefore, from (20), the weighting error functions $\bar{u}$ becomes

$$
\bar{u} = \left[ (I_L + k_1 \Theta) - |k_2|^2 \Theta (I_L + k_1' \Theta)^{-1} \Theta^{-1} \Theta \right]^{-1} \cdot 
\begin{bmatrix}
|k_2|^2 A^2 \\
|k_1|^2 A^2 \\
|k_2|^2 A^2 \\
|k_1|^2 A^2
\end{bmatrix}
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} 
- k_2 \Theta (I_L + k_1' \Theta)^{-1} \Theta
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} 
\begin{bmatrix}
1 + k_1 A^2 \\
|k_1|^2 A^2 \\
1 + k_1' A^2 \\
|k_1|^2 A^2
\end{bmatrix}^{-1} 
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} - k_2 A^2 \Theta (I_L + k_1' \Theta)^{-1} \Theta
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} 
\begin{bmatrix}
1 + k_1 A^2 \\
|k_1|^2 A^2 \\
1 + k_1' A^2 \\
|k_1|^2 A^2
\end{bmatrix}^{-1} 
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} 
= \kappa \left[ (1 + k_1 A^2) h - k_2 A^2 \Theta h \right]
$$

(24)

where $\kappa = \left[ 1 + 2 \Re\{k_1\} A^2 + (|k_1|^2 - |k_2|^2) A^4 \right]^{-1}$. Substituting (24) into (19), we have

$$
P_d = \frac{1}{2} \kappa^2 A^2 \left[ (1 + k_1 A^2) h^H - k_2 A^2 h^T \Theta^{-1} \Theta \right] 
\cdot 
\begin{bmatrix}
|k_2|^2 A^2 \\
|k_1|^2 A^2 \\
|k_2|^2 A^2 \\
|k_1|^2 A^2
\end{bmatrix}
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix}
\begin{bmatrix}
1 + k_1 A^2 \\
|k_1|^2 A^2 \\
1 + k_1' A^2 \\
|k_1|^2 A^2
\end{bmatrix}^{-1} 
\begin{bmatrix}
h \\
h \\
h \\
h
\end{bmatrix} 
= \frac{1}{2} \kappa^2 A^2 \left[ (1 + 2 \Re\{k_1\} A^2 + (|k_1|^2 + |k_2|^2) A^4) \sum_{l=0}^{L-1} |h_l|^2 \right]
$$

(25)

where $\phi_{h_l}$ and $\phi_k$ are the phases of the SI channel coefficient $h_l$ and the complex number $k_2^2 A^2 (1 + k_1' A^2)$, respectively. Since $-1 \leq \cos(x) \leq 1$ for any angle $x$ and $\Re\{z\} \leq |z|$ for any complex number $z$, we have the upper bound of the residual SI power as

$$
P_d \leq \frac{1}{2} \kappa^2 A^2 \left[ (1 + 2 \Re\{k_1\} A^2 + (|k_1|^2 + |k_2|^2) A^4) \sum_{l=0}^{L-1} |h_l|^2 \right]
$$

(26)

Under the same condition, $P_0$ is found to be $P_0 = \frac{1}{\sigma^2 (1 + \mu A^2)^2} \sum_{l=0}^{L-1} |h_l|^2$. Therefore, $DF_u$ can be found as

$$
DF_u = 10 \log_{10} \frac{\frac{1}{2} \kappa^2 A^2 \left[ (1 + (|k_1|^2 + |k_2|^2) A^4) \sum_{l=0}^{L-1} |h_l|^2 \right]}{\frac{1}{\sigma^2 (1 + \mu A^2)^2} \sum_{l=0}^{L-1} |h_l|^2} 
$$

(27)

Assuming that $\mu A^2$ is very large so that $1/\mu A^2 \approx 0$, and by dividing both numerator and denominator in (27) by $(\mu A^2)^4$, we
Let the phase shifters in the modulators and demodulators have the same degree of imperfections, i.e., $\rho_1 = \rho_2 = \rho$ and $\theta_1 = \theta_2 = \theta$. Substituting the definition of $k_1, k_2$ and $\mu' = 2\mu/(1 + \rho^2)$ into (28), we have

$$DF_u = 10 \log_{10} \frac{\left(k_1 + |k_2|\right)^2}{\mu'} \left[\frac{k_1 - |k_2|^2}{\mu^2}\right].$$

Let the phase shifters in the modulators and demodulators have the same degree of imperfections, i.e., $\rho_1 = \rho_2 = \rho$ and $\theta_1 = \theta_2 = \theta$. Substituting the definition of $k_1, k_2$ and $\mu' = 2\mu/(1 + \rho^2)$ into (28), we have

$$DF_u = 10 \log_{10} \frac{\mu^2 \left(1 + \rho^2 + \sqrt{1 - 2\rho^2 \cos 2\theta + \rho^2}\right)^2}{(1 + \rho^2) \mu^2} \left[\frac{1 - 2\rho^2 \cos 2\theta + \rho^2}{4\rho^2 \cos^2 \theta}\right].$$

Fig. 6 presents $DF_u$ calculated from (29) as a function of $\rho$ and $\theta$. We can see that $DF$ is mainly determined by the amplitudes, while it is almost the same over the range of phase errors. Hence, when selecting the modulators and demodulators for the ALMS loop, it is better to choose those with small amplitude errors.

In addition, in the worst scenarios when $\rho = \pm 3$ dB, $DF_u$ is about 3.5 dB only. This 3.5 dB deterioration of SIC can be compensated at other stages such as propagation domain suppression and digital domain cancellation.

IV. Simulation Results

In this section, simulations are performed to justify the theoretical results shown in Section III. The FD system with the configuration as in Fig. 1 is employed with QPSK modulation and $T_s = 20$ ns. When operating in the multi-carrier mode, the OFDM symbol of duration $T_s = 80T_r$ is generated from 64-point IFFT with cyclic prefix added. The OFDM symbols are then passed through the IEEE 802.11a windowing function and the RC pulse shaping filter before sending to the RF frontend. All the roll-off factors of the pulse shaping filter and windowing function are $\beta = 0.25$. The RF transmitted signal has power of 0 dBm over a 50 Ohm load or 0 dBm + $10 \log_{10}(50) = 17$ dBm over 1 Ohm load. Hence, the RMS voltage of the (baseband) transmitted signal for 1 Ohm load can be found as $V^2 = 2 \times 10^{(17 - 30)/10} = 0.1 V^2$. The ALMS loop has 8 taps with the tap spacing $T_d = T_s/2$. The demodulators and modulators in all taps have the same multiplier constants which are selected as $K_1K_2 = 0.001 V^2$. Due to the separation of the transmit and receive antennas, the SI power at the input of the receiver is attenuated 25 dB compared to the transmitted signal power. The channel impulse response presented in [20, Fig. 10] is adopted in this paper for simulation. Accordingly, the SI channel includes three paths and is modeled as $h(t) = 10^{-3} \left\{1.25 - 0.5\delta(t) - 0.45(t - T_d) + 0.3\delta(t - 3T_d)\right\}$, i.e., the delays of the reflected paths are multiples of $T_d$. The LNA in the receiver is designed so that its gain can be varied in order to compensate for the change of the total loop gain. In case of no I/Q imbalance, the LNA gain $2\mu$ is selected as 26 dB, i.e., $\mu = 10$.

The modulators and demodulators in the ALMS loop are chosen such that their phase shifters have the same I/Q imbalance parameters as $\rho_1 = \rho_2 = \rho = 3$ dB, $\theta_1 = \theta_2 = \theta = 5^\circ$. Due to these imperfections, the OFDM transmitted signals presented at the modulators and demodulators are illustrated in Fig. 7. To compare the performance under the same loop gain, the LNA gain $2\mu$ is selected as 26 dB, i.e., $\mu = 10$.

Fig. 8 and Fig. 9 show the simulated results (blue curves) in comparison to the theoretical results for carrier frequencies of $f_c = 2432$ MHz and $f_c = 5200$ MHz, respectively. The green-dashed line is the theoretical residual SI power (cf. (19)) for the case of the ALMS loop with I/Q imbalance. The red line is the residual SI power (cf. (21)) for the case of the ALMS loop under an I/Q imbalance-free condition. It can be seen from these figures that the convergence of the simulation results (blue curves) to the theoretical results (green-dashed lines) confirms...
Fig. 8. Residual SI powers in single carrier system with $\rho_1 = \rho_2 = 3$ dB, $\theta_1 = \theta_2 = 5^\circ$ and (a) $f_c = 2432$ MHz and (b) and $f_c = 5200$ MHz.

Fig. 9. Residual SI powers in OFDM system with $\rho_1 = \rho_2 = 3$ dB, $\theta_1 = \theta_2 = 5^\circ$ and (a) $f_c = 2432$ MHz and (b) and $f_c = 5200$ MHz.

the steady state analysis. In addition, the gaps between the green-dashed lines and the red lines in these figures show the DF of 0.6894 dB ($f_c = 2432$ MHz) and 2.426 dB ($f_c = 5200$ MHz) in the single-carrier case and 1.7242 dB ($f_c = 2432$ MHz) and 0.8067 dB ($f_c = 5200$ MHz) in the OFDM case, respectively for the given SI channel.

V. CONCLUSION

In this paper, the effects of frequency-independent I/Q imbalances in the ALMS loop have been investigated. It is shown that I/Q imbalance leads to the loop gain variation and reduces the level of SIC provided by the ALMS loop. While the change in the loop gain can be simply compensated by adjusting the gain at other stages inside the loop, the degradation in the level of SIC is proved to be insignificant over numerous observations of the SI channels. The upper bound of this degradation can be estimated under a given degree of imperfections.

APPENDIX A

DERIVATION OF RESIDUAL SI POWER

Substituting (15) into (16), we have

$$P_d(t) = \frac{1}{K_1 K_2} \tilde{E} \left\{ \right. \left| \text{Re} \left( \sum_{l=0}^{L-1} u_l^*(t) X(t - lT_d) e^{j2\pi f_c t} \right) \right|^2 \left. \right\}$$

$$= \frac{1}{4K_1 K_2} \tilde{E} \left\{ \sum_{l=0}^{L-1} u_l^*(t) X(t - lT_d) e^{j2\pi f_c t} + \sum_{l=0}^{L-1} u_l(t) \times X^*(t - lT_d) e^{-j2\pi f_c t} \right\}$$
\[
\begin{align*}
\left\{ \sum_{l=0}^{L-1} u_w(t) X^*(t - l'T_d) e^{-j2\pi f_c t} + \sum_{l'=0}^{L-1} u_w(t') \right. \\
\times X(t - l'T_d) e^{j2\pi f_c t} \bigg]\right) \\
= \frac{1}{2} \sum_{l=0}^{L-1} \sum_{l'=0, l' \neq l} \tilde{u}_w(t) \Theta((l - l')T_d) \tilde{u}_w(t') \\
+ \frac{1}{2} \Theta(0) \sum_{l=0}^{L-1} E\left\{ |u_l(t)|^2 \right\} \\
+ \frac{1}{2K_1 K_2} \tilde{E} \left\{ \text{Re} \left( \sum_{l=0}^{L-1} u_w(t)^2 X(t - l'T_d) \sum_{l'=0}^{L-1} u_w(t') \right. \\
\times X(t - l'T_d) e^{j2\pi f_c t} \bigg] \right. \\
\end{align*}
\]

Further assuming that the \( L \) paths of the SI channel are independent and hence, \( u_l(t) \) and \( u_{l'}(t) \) can be considered to be independent for \( l \neq l' \), (30) becomes

\[
P_d(t) = \frac{1}{2} \sum_{l=0}^{L-1} \sum_{l'=0, l' \neq l} \tilde{u}_w(t) \Theta((l - l')T_d) \tilde{u}_w(t') \\
+ \frac{1}{2} \Theta(0) \sum_{l=0}^{L-1} E\{ |u_l(t)|^2 \} + \frac{1}{2K_1 K_2} \\
\times \tilde{E} \left\{ \text{Re} \left( \sum_{l=0}^{L-1} (u_w(t)^2 X^2(t - l'T_d) \right) \right. \\
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\]
Assuming that the signal of interest and the AWGN are independent of the transmitted signal, i.e., \( E\{S^*(t)X(t - \tau)\} = 0 \) and \( E\{N^*(t)X(t - \tau)\} = 0 \) for all \( \tau \) and taking ensemble expectation of the two sides of the above equation, we have

\[
\bar{w}_t(t + t_0) = \frac{\mu' \alpha}{K_1K_2} \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t'(\tau)E\{X(\tau - t' T_d)X^*(\tau - l T_d)\} \right] \xi_1 e^{j2\pi f_1 t T_d} d\tau
+ \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t(\tau')E\{X^*(\tau' - t' T_d)X(\tau' - l T_d)\} \right] \eta_1 e^{-j2\pi f_1 t T_d} d\tau.
\]  

(35)

where \( \bar{w}_t(t) = E\{w_t(t)\} \) and \( \bar{u}_t(t) = E\{u_t(t)\} \). Defining \( \tau' = t - t_0 \), we have

\[
\bar{w}_t(t + t_0) = \frac{\mu' \alpha}{K_1K_2} \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t(\tau' + t_0) \right] \cdot E\{X(\tau' + t_0 - l' T_d)X^*(\tau' + t_0 - l T_d)\} \xi_1 e^{j2\pi f_1 l' T_d} d\tau
+ \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t(\tau') \cdot E\{X^*(\tau' + t_0 - l' T_d)X(\tau' + t_0 - l T_d)\} \right] \eta_1 e^{-j2\pi f_1 l' T_d} d\tau.
\]  

(36)

Taking time average over one symbol period \( T \) of \( \bar{w}_t(t + t_0) \) with respect to the starting time \( t_0 \), we obtain the ensemble and time averaged weighting coefficients as in (37) shown at the bottom of the page.

Since \( \alpha \) is very small, \( \bar{u}_t(t) \) changes slowly and it can be seen as a constant in one symbol period of \( T \), i.e., \( \bar{u}_t(t + t_0) \approx \bar{u}_t(t) = \frac{1}{T} \int_0^T \bar{u}_t(t + t_0) d\tau_0 \) which is the ensemble and time averaged weighting error function \( u_t(t) \). Thus (37) is expressed as

\[
\bar{u}_t(t) = \frac{\mu' \alpha}{K_1K_2} \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t(\tau') \Theta((l' - l) T_d) \right] \xi_1 e^{j2\pi f_1 l' T_d} d\tau
+ \int_0^t e^{-\alpha(t - t_0)} \left[ \sum_{l=0}^{L-1} \bar{u}_t(\tau') \cdot \Theta((l' - l) T_d) \right] \eta_1 e^{-j2\pi f_1 l' T_d} d\tau.
\]  

(38)

Substituting (38) into the definition of the weighting error function and using the property of the normalized autocorrelation function \( \Theta(\tau) = \Theta(-\tau) \), we have

\[
\bar{u}_t(t) = h_t - \mu' \alpha \int_0^t e^{-\alpha(t - \tau)} \left[ \sum_{l=0}^{L-1} \Theta((l - l') T_d) \right] \cdot \left[ \left( \eta_2 \xi_1 + \eta_2^2 \xi_2 \right) \bar{u}_t(\tau) e^{j2\pi f_1 l' T_d} + \left( \eta_2^2 + \xi_1 \xi_2 \right) \bar{u}_t(\tau) \right] d\tau
\]  

(39)

or in the matrix form

\[
\bar{u}(t) = h - \mu' \int_0^t e^{-\alpha(t - \tau)} \left[ \left( \eta_2 \xi_1 + \eta_2^2 \xi_2 \right) \Theta \bar{u}^*(\tau) + \left( \eta_2^2 + \xi_1 \xi_2 \right) \Theta \bar{u}(\tau) \right] d\tau.
\]  

(40)

When \( t \to \infty \), \( \bar{u}(t) \) converges to its steady-state value \( \bar{u} \) so that it can be moved outside the integral in (40). Since \( \alpha \int_0^t e^{-\alpha(t - \tau)} d\tau \bigg|_{t \to \infty} \to 1 \), (40) becomes

\[
\bar{u} = h - \mu' \left[ \left( \eta_2 \xi_1 + \eta_2^2 \xi_2 \right) \Theta \bar{u}^* + \left( \eta_2^2 + \xi_1 \xi_2 \right) \Theta \bar{u} \right],
\]  

(41)

or

\[
[I_L + \mu' (\eta_2 \xi_1 + \xi_1 \xi_2) \Theta] \bar{u}^* + \mu' (\eta_2^2 + \xi_1 \xi_2) \Theta \bar{u} = h^*.
\]  

(42)

Taking complex conjugation on two sides of (42) and noting that \( \Theta^* = \Theta \) and \( E^* = E^{-1} \), we have

\[
[I_L + \mu' (\eta_1 \xi_2 + \eta_1 \xi_2) \Theta] \bar{u}^* + \mu' (\eta_2 \xi_1 + \xi_1 \xi_2) E^{-1} \Theta \bar{u} = h^*,
\]  

(43)

From (42) and (43), we have a set of equations

\[
\begin{align*}
(I_L + k_1 \Theta) \bar{u} + k_2 E \Theta \bar{u}^* &= h \\
k_2^* E^{-1} \Theta \bar{u} + (I_L + k_1 \Theta) \bar{u}^* &= h^*
\end{align*}
\]  

(44)

where \( k_1 = \mu' (\eta_1 \xi_2 + \xi_1 \xi_2) \) and \( k_2 = \mu' (\eta_2 \xi_1 + \xi_1 \xi_2) \). From the second equation in (44), we can expressed \( \bar{u}^* \) as

\[
\bar{u}^* = (I_L + k_1 \Theta)^{-1} [h^* - k_2^* E^{-1} \Theta \bar{u}].
\]  

(45)

Substituting (45) into the first equation in (44), we obtain the solution for the weighting error functions as in (20).
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