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ABSTRACT 

With the widespread use of information technology in business, an increasing number of 

companies are looking for ways to reduce their overheads. The cost of IT development has 

been a barrier for both medium and large companies. In order to reduce cost, a new 

technology called cloud computing is used in many companies without private servers. When 

selecting which cloud provider to go with in the future, some enterprises will check certain 

websites for cloud reviews to see what previous cloud consumers thought about the various 

cloud providers. These kinds of reviews will affect their selection of a cloud provider. 

Therefore, the reliability of cloud reviews is very important to a cloud consumer so that they 

can choose a trustworthy cloud provider. In this thesis, four kinds of incorrect reviews in 

reputation systems are presented, namely ballot stuffing, bad mouthing, spammer groups and 

cliques. Previous studies on how to identify these types of incorrect reviews are also assessed 

in this study. Then, new methods to identify incorrect reviews, including ballot stuffing, bad 

mouthing, spammer groups and cliques are proposed. Finally, the solutions to identify ballot 

stuffing, bad mouthing and spammer groups are then validated. 
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THESIS SUMMARY 

Reputation systems provide a method for supporting and building trust amongst different 

parties in online environments. The main concept of a reputation system is to let an agent 

rate the performance of other agents. We use the term ‘agent’ loosely here and it may refer 

to a software agent, web service or a product. A reputation score is then derived based as a 

mathematical function of ratings on a given agent, which will be used by other agents to 

determine whether or not to transact with that agent later on. Reputation systems are different 

from trust referral system, in which agents exchange general recommendations about other 

agents (Josang et al. 2003; Yolum & Singh 2003).  

In reputation systems, agents rate another agent to describe their experience of a particular 

transaction with that agent. Therefore, the previous ratings are important as they give advice 

to strangers who want to interact with each other (or with a new agent) for the first time. 

Reputation systems are effective in providing motivation for honest behaviour and 

preventing dishonest behaviour amongst the agents (Buchegger & Le Boudec 2003). Finding 

ways to decrease or avoid unfairly high ratings, unfairly low ratings, spammer groups and  

cliques (or groups of agents) writing fake reviews is a fundamental issue in reputation 

systems, when ratings from other agents are being considered. This is because the trusting 

agents cannot control the reliability of the ratings when these ratings are provided by agents 

which are out of its control.  

To make sure that a reputation system is robust, there is a need for a strong and effective 

mechanism to protect against unfair ratings. Furthermore, there is a need for intelligent 

mechanisms or methods to identify spammer groups and cliques giving fake reviews to an 

agent (Whitby et al. 2004). 

The purpose of this research is to develop intelligent methods and algorithms to identify four 

types of incorrect reviews. For the scope of this research, we focus on four types of incorrect 

reviews as follows: 

- Ballot stuffing: a seller compromises with a number of buyers to ask them to give 

him an unfairly high rating. In doing so, these buyers inflate the seller’s reputation 
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which can result in increased customers and orders for products at a higher price 

(Dellarocas 2000). 

- Bad mouthing: a seller compromises with a number of buyers to ask them to give 

unfairly low ratings to its enemy. In doing so, these buyers damage the reputation of 

the seller’s enemy which can result in significantly reduced customers and orders 

(Dellarocas 2000). 

- Spammer group: a group of reviewers who work together to write fake reviews on 

target products to promote or demote these products (Mukherjee et al. 2011). 

- Clique: a group of agents who work together to promote their products. Agents in a 

clique form a review circle as one agent will receive a review from another agent and 

will also provide a review on a different agent. 

Firstly, this thesis reviews the current literature on ways to identify these kinds of incorrect 

reviews on reputation systems. Secondly, the research issues, research questions and research 

objectives are introduced. Then, several new solutions are presented to identify ballot 

stuffing, bad mouthing, spammer groups and cliques. The solutions to identify ballot stuffing, 

bad mouthing and spammer groups are then validated, after which the thesis concludes with 

the research contributions and research plan. 
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CHAPTER 1:  

INTRODUCTION 

1.1. Introduction 

In this chapter, we present an overview of the importance of identifying incorrect reviews 

on cloud reputation systems in section 1.2 and several issues related to incorrect reviews are 

raised in section 1.3. 

In section 1.4, we list all the objectives of this particular study. Section 1.5 discusses the 

scope of the thesis and clearly outlines what is in the scope and what is outside the scope. 

Section 1.6 presents the significance of the thesis in the context of identifying incorrect 

reviews on cloud reputation systems. The subsequent section presents a brief introduction 

of each of the remaining ten chapters that encompass this thesis. The last section concludes 

the first chapter and sets the scene for the second chapter. 

 

1.2. The importance of identifying incorrect reviews in cloud reputation systems 

An incorrect review is considered a type of spam review in which a user gives an 

untrustworthy and untruthful opinion on products and services for payment in order to 

mislead other users (Kolhe 2014). These kinds of reviews appear on the retailer’s site and 

other third-party review websites such as www.getapp.com, www.cloudreviews.com, etc. 

and therefore, can be very damaging. For example, a reviewer who writes a good review on 

a product for which every other reviewer has given a high rating is not very harmful. 

However, if a reviewer writes a bad review on a product for which other reviewers have 

given a good review, this can be very damaging because there is a possibility it will affect 

the customers’ decision as to whether to buy the product (Dellarocas 2000; Duh et al. 2013). 

As a spammer can prepare a review carefully in order to mislead other customers’ buying 

decisions, detecting these types of reviews by simply manually reading them is difficult and 

time-consuming, if not impossible (Yeh and Akoglu 2015; Farooq and Khanday 2016). 

Moreover, reviews that are duplicates or near-duplicates which are written by the same 

reviewers on different products or by different reviewers on the same or different products 

http://www.getapp.com/
http://www.cloudreviews.com/
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are also considered to be incorrect reviews (Jindal and Liu 2008). Incorrect reviews are fake 

reviews that are intended to mislead readers by giving positive reviews or negative reviews 

to promote or demote certain targeted products (Dellarocas 2000; Duh et al. 2013). These 

kinds of reviews can also monitor the expressions of consumers so businesses can change 

their production and marketing strategies accordingly. Therefore, they will also benefit 

business organisations (Dellarocas 2000; Duh et al. 2013). 

Due to the damage they cause, it is extremely important to identify incorrect reviews on 

cloud reputation systems so that customers are not misled in their decisions to choose a 

cloud providers or a cloud product. 

In this thesis, we divided the incorrect reviews into four categories: ballot stuffing, bad 

mouthing, spammer groups and cliques. The goal of ballot stuffing is to sharply increase the 

popularity and the level of acceptance of products in the market, which could result in more 

money for endorsement deals (Dellarocas 2000). On the other hand, bad mouthing aims to 

drive providers out of the market (Dellarocas 2000). This situation has already attracted the 

attention of the media around the world (Dellarocas 2000). The generation of fake opinions 

by fake users can translate into increased fame, visibility and significant financial gains for 

companies and individuals. According to Duh et al. (2013), by just altering the number of 

followers on social channels, it is possible to change a viewer’s deduction about a brand or 

a product. 

Reviews are supposed to reflect genuine user experience and the opinions of consumers. 

However, incorrect reviews can mislead the sentiment on the target products. It is damaging 

for both genuine businesses and consumers. Therefore, it is important to detect such fake 

reviews. 

There are some challenges in identifying spamming reviews. According to Ye and Akoglu 

(2015), opinion spam is widespread, and there are at least two main reasons to explain why 

the detection of incorrect reviews is a mostly open and challenging issue. These two reasons 

are as follows: 
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(1) Humans are not able to identify incorrect reviews based on text, therefore it is 

extremely difficult to use manual labelling which makes supervised methods 

inapplicable. 

(2) People who write incorrect reviews are often professionals. These fraudulent 

reviewers are paid by businesses to provide detailed and genuine-looking reviews. 

A spammer group is a group of reviewers who work together to write fake reviews to either 

demote or promote a specific product. Due to the sheer size of a group, this type of incorrect 

review is even more serious than ballot stuffing and bad mouthing as it takes control of the 

whole sentiment on a product (Mukherjee et al. 2011). 

Forming cliques is a new method for producing incorrect reviews which is identified and 

discussed in this thesis. The term clique in cloud reputation systems refers to a group of 

agents who work together to promote their products. Agents in a clique can form a group 

and provide reviews on each other. An agent will receive reviews from other agents (within 

the clique) and also will review a different agent. A clique can be damaging because it can 

affect the decision of the customers as to whether to purchasing various products. 

 

1.3. Issues related to identifying incorrect reviews 

Based on our research, there are several issues related to identifying incorrect reviews as 

follows: 

- The software used to detect incorrect reviews is currently very expensive and is 

unaffordable for many businesses, especially small and medium businesses. Only 

large organisations and government tend to be able to afford this software (Ilakiya 

& Felciah 2015).  

- In the case of detecting ballot stuffing and bad mouthing, most of the approaches are 

not able to solve the problem of reviewers providing a large number of ratings within 

a short period of time, for example, the approach of BRS and the Bayesian network-

based model (Zhang et al. 2008).  
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- In the case of detecting ballot stuffing and bad mouthing, most of the approaches are 

not capable of detecting ballot stuffing and bad mouthing when the majority of the 

ratings on a provider are unfair (Zhang et al. 2008). 

- Most of the approaches do not take into account the relationship between reviews, 

reviewers and products. Based on our research, there are different factors to confirm 

whether a reviewer, a review or a product is suspicious or not. For example, a 

reviewer is considered to be suspicious if that reviewer has a much higher rating 

deviation compared to the average rating of a reviewed product, or a reviewer only 

posts one review for one product, or that reviewer only posts positive or negative 

reviews, or that reviewer posts too many good or bad reviews for the same product, 

or that reviewer posts duplicate reviews; a review is considered to be suspicious if 

that review is a duplicate or near-duplicate review; a product is suspected of 

receiving incorrect reviews if it has received bursting high-rating reviews, or a 

significant fraction of its high ratings are posted by one-time reviewers, or most of its 

high ratings are posted in the period with its highest average ratings. A reviewer is 

the person who writes a review on a product, so there is a close relationship between 

the reviewer and the product. Therefore, taking into account the relationship between 

reviewers, reviews and products is important to identify an incorrect review. 

- All the methods to detect spammer groups include two steps: finding all groups of 

reviews first and then finding the spammer groups later (Duh et al. 2013; Mukherjee 

et al. 2011), which can be time-consuming because it takes a long to find all the 

groups which is not necessary, especially when there are a large number of reviews. 

- Most of the work on identifying incorrect reviews only investigate travel or 

restaurant reviews (Jindal & Liu 2008; Li et al. 2011). However, cloud computing 

has been advancing at an impressive rate in recent years and this is likely to increase 

in the near future. New services are being developed constantly, such as cloud 

infrastructure, security and platform as a service, to name a few. Due to the vast pool 

of available services, review websites have been created to help customers make 

decisions for their business. Therefore, there is a need to identify incorrect reviews 

on cloud reputation systems. 
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- An effective system to build trust between cloud users and cloud providers is a 

feedback rating-based reputation system. However, it is unfortunate that such a 

reputation system is missing from the current major cloud providers such as 

Amazon, Microsoft and Google. Therefore, it is much more difficult for cloud users 

to select a trusted cloud service from a cloud provider (Qi et al. 2014). To address 

this challenge, a cloud reputation system, which is a reputation system tailored to 

cloud services, is proposed. A cloud reputation system is crucial in building trust 

between cloud users and cloud providers because it not only has the advantages of 

e-Commerce reputation systems, it also complies with cloud characteristics (Qi et 

al. 2014). 

 

1.4. Objectives of the thesis 

The previous sections outlined the importance of identifying incorrect reviews in cloud 

reputation systems and the issues related to incorrect reviews. This thesis is an effort to 

propose solutions to identify incorrect reviews in cloud reputation systems by proposing at 

least one methodology to identify each type of incorrect review. The objectives of this thesis 

are summarised as follows: 

- To develop an intelligent approach to identify ballot stuffing in cloud reputation 

systems. 

- To develop an intelligent approach to identify bad mouthing in cloud reputation 

systems. 

- To develop an intelligent approach to identify spammer groups in cloud reputation 

systems. 

- To develop an intelligent approach to identify cliques in cloud reputation systems. 

- To validate the methods developed to identify ballot stuffing, bad mouthing and 

spammer groups using data crawled from the website www.getapp.com. 

 

http://www.getapp.com/
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1.5. Scope of the thesis 

This thesis presents some intelligent methods to identify four types of incorrect reviews in 

cloud reputation systems, namely ballot stuffing, bad mouthing, spammer groups and 

cliques. It should be noted that this thesis focuses only on proposing intelligent 

methodologies to detect these four types of incorrect reviews so other types of incorrect 

reviews are not taken into account in this thesis. The dataset used to validate all the methods 

is crawled from the website www.getapp.com (Alkalbani et al. 2016) which is a website that 

has many reviews on cloud reputation systems. 

 

1.6. Significance of the thesis 

To the best of the researcher’s knowledge, at the time of writing, this thesis is the first and 

only attempt to identify ballot stuffing, bad mouthing, spammer groups and cliques in cloud 

reputation systems. Specifically, the significance of this thesis arises from the following: 

- There is some work on identifying ballot stuffing and bad mouthing, but most does 

not use the network-based method. The network-based method calculates the 

suspicion score based on the relationship between reviews, reviewers and products 

which is proved to be more accurate in this thesis. Moreover, most of the previous 

methods on identifying ballot stuffing and bad mouthing only investigate travel or 

restaurant reviews, not reviews related to cloud-based services. This thesis will be 

the first to develop and apply algorithms to detect incorrect reviews on a cloud 

dataset. 

- There is not much research on detecting spammer groups in reviews, in general. If a 

method exists, it has been applied to travel and restaurant reviews only, not on 

reviews related to cloud services. This thesis not only proposes two approaches to 

identify spammer groups, it also focuses on detecting spammer groups in a cloud 

dataset. Moreover, previous methods on detecting spammer groups find all the 

groups first and then identify the spammer groups later. 

http://www.getapp.com/
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- This thesis is the first to define the concept of cliques in the review area, which is 

one type of incorrect review. It also proposes one method to identify cliques in cloud 

reputation systems which has never been done before. 

 

1.7. Plan of the thesis 

In this thesis, we provide some methodologies to identify incorrect reviews in cloud 

reputation systems. To achieve its objectives, this thesis is organized in ten chapters. A brief 

summary of each chapter is given in this section: 

- Chapter 2: Chapter 2 provides a literature review of the existing literature on 

intelligent methods to identify incorrect reviews. This chapter also presents the 

problems associated with the current literature with regard to approaches to identify 

four types of incorrect reviews. Additionally, all the research problems that are 

addressed in this thesis are identified in this chapter based on the thorough literature 

review. 

- Chapter 3: Chapter 3 defines all the problems that will be addressed in this thesis. 

Moreover, all terminologies that we use to define the problems mentioned in this 

thesis are also presented. Furthermore, different research methodologies are 

discussed in this chapter in order to select the one that is most suitable for this 

research. 

- Chapter 4: Chapter 4 presents an overview of the solution to each of the issues 

identified in Chapter 3. 

- Chapter 5: Chapter 5 presents an intelligent method to identify ballot stuffing in 

cloud reputation systems. This is a network-based method comprising four steps 

using a review graph which consists of three types of nodes, m reviewers, n reviews 

and p products. Each of these four steps is explained in detail in this chapter. 

- Chapter 6: Chapter 6 presents an intelligent method to identify bad mouthing in 

cloud reputation systems. This is a network-based method to identify bad mouthing 

comprising four steps using a review graph which consists of three types of nodes, 
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m reviewers, n reviews and p products. Each of these four steps is explained in detail 

in this chapter. 

- Chapter 7: Chapter 7 presents two intelligent methods to identify spammer groups 

in cloud reputation systems. Using the approach to address research question 1 to 

identify ballot stuffing, we conclude which reviewer has the highest suspicion score; 

subsequently, we then use the Pearson correlation coefficient, Spearman, K-mean 

clustering, fuzzy K-means clustering to find the group to which the suspicious 

reviewer belongs. We use K-means clustering and fuzzy K-means clustering to find 

the group to which the most suspicious reviewer belongs, then we compare these 

two methods. The detailed working of the two intelligent methods to identify 

spammer groups is presented in Chapter 7. 

- Chapter 8: Chapter 8 presents an intelligent method to identify cliques in cloud 

reputation systems. As a clique in cloud reputation systems is first defined in this 

thesis, there was no existing research on how to detect this type of incorrect review. 

The method that we propose is a graph method which comprises eight steps and is 

presented in detail in this chapter. 

- Chapter 9: Chapter 9 presents the solution implementation for each of all the 

methods mentioned in Chapter 5, Chapter 6 and Chapter 7. This chapter also presents 

the prototypes that are engineered to validate the intelligent methods to identify 

ballot stuffing, bad mouthing and spammer groups. This chapter also presents the 

results obtained from the prototypes. Due to the time restriction of this thesis, a 

solution implementation for the method mentioned in Chapter 8 is not presented. 

The solution implementation for the method to identify cliques will be presented in 

future research. 

- Chapter 10: Chapter 10 concludes the thesis by giving a summary of the results 

achieved in this thesis, together with the potential for future work. 

 

1.8. Conclusions 

In this chapter, we introduced the importance of identifying incorrect reviews in cloud 

reputation systems. Then, several issues related to incorrect reviews were pointed out. 
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Additionally, we discussed the objectives of this study. The scope and significance of this 

thesis on cloud reputation systems was also presented. Finally, we presented the plan of this 

thesis. 
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CHAPTER 2:  

LITERATURE REVIEW 

2.1. Introduction 

In this chapter, we present an overview of the existing literature on intelligent methods to 

identify incorrect reviews. 

In section 2.2, we list the existing definitions of the four types of incorrect reviews which 

are ballot stuffing, bad mouthing, spammer groups and cliques. This section also lists the 

definition of cloud reputation systems. 

In section 2.3, we present some previous approaches to detect ballot stuffing and bad 

mouthing. These approaches can be categorized into two types, internal-based and external-

based approaches. 

Section 2.4 lists a few approaches to identify spammer groups. These approaches fall into 

three types, linguistic-based, behaviour-based and network-based approaches. 

In section 2.5, we identify several approaches to detect cliques in general, however this is 

not related to reviews on cloud reputation systems as this is the first time, to the best of the 

researcher’s knowledge, that cliques have been investigated in relation to cloud reputation 

systems. 

In section 2.6, the shortcomings of the existing approaches to identify the four types of 

incorrect reviews are pointed out. We also carried out a thorough and critical evaluation of 

the existing approaches. 

Finally, section 2.7 concludes the chapter. 

 

2.2. Definitions of incorrect reviews in the literature 

2.2.1. Definition of ballot stuffing 

When a seller compromises with a number of buyers to ask them for an unfairly high rating, 

this is called ballot stuffing. In doing so, these buyers inflate the reputation of the seller 
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which could result in an increased number of customers who order products at a higher price 

(Dellarocas 2000). 

2.2.2. Definition of bad mouthing 

When a seller compromises with a number of buyers to ask them to give an unfairly low 

rating to its enemy, this is called bad mouthing. In doing so, these buyers deflate the 

reputation of the seller’s enemy and which could result in a reduced number of customers 

ordering products (Dellarocas 2000). 

2.2.3. Definition of spammer groups 

A spammer group is a group of reviewers who work together to write fake reviews on target 

products in order to promote or discredit these products (Mukherjee et al. 2011). spammer 

groups are very damaging as there are a large number of people in a group. Some spammer 

groups can even control a product’s reputation. Due to the harmful nature of spammer 

groups, several studies have investigated ways to identify such groups in reputation systems. 

 

Figure 1: Pictorial representation of a spammer group 
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Figure 1 shows an example of a spammer group. In this figure, reviewer A, reviewer B and 

reviewer C form a spammer group and together they write good or bad reviews on product 

X and product Y. 

2.2.4. Definition of cliques 

As mentioned in Chapter 1, there is no definition of a clique in the area of reviews. However, 

there is a definition of a clique in general. In general, a clique is a group of people who 

interact with each other more regularly and intensely than others in the same settings 

(Salkind 2008). 

In the context of this thesis, we regard a clique as a group of agents who work together to 

promote their products. Agents in a clique form a review circle as one agent will receive a 

review from another agent and will also provide a review on a different agent. 

Figure 2 shows an example of a clique. A group consists of three agents, agent X, agent Y 

and agent Z. These three agents will form a clique if agent X writes good reviews on agent 

Y’s products, agent Y writes good reviews to promote agent Z’s products and agent Z does 

the same thing for agent X’s products. 

 

Figure 2: Pictorial representation of a clique 
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2.3. Approaches to identify ballot stuffing and bad mouthing 

The methods for identifying unfair ratings in reputation systems can be categorized according 

to internal factors and external factors of the reviews. By internal factors, we mean that the 

methods for identifying the unfair ratings consider the rating values themselves, not any 

attributes or features of the reviews (Whitby et al. 2004). In this case, only statistical 

properties are used for recognizing potentially unfair ratings. By external factors, we mean 

that the methods take into account not only the internal factors, but also other elements such 

as the reputation of the raters (Whitby et al. 2004). Consider eBay as an example. When 

internal factors are used to identify unfair ratings on eBay, only the 1 to 5-star ratings are 

taken into account. Figure 3 shows an example of an internal factor used to identify incorrect 

reviews. When external factors are used, other factors are also considered, such as the 

reputation of the raters. Figure 4 illustrates some external factors that can be used to counter 

incorrect reviews, such as the reputation of the raters (100% positive feedback is illustrated 

in this example). Other factors that could be taken into account are: the number of ratings 

given by a rater, the number of positive ratings, the number of negative ratings, and the 

number of neutral reviews. 
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Figure 3: Example of internal factors 

 

Figure 4: Example of external factors 
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2.3.1. Internal factor-based methods to identify ballot stuffing and bad mouthing 

In this section, a selection of previous work identifying ballot stuffing and bad mouthing that 

use internal factors is discussed. By internal factor-based methods, we mean that the methods 

are only based on analyzing and comparing the ratings values themselves, not any other 

values. 

A method using internal factors to detect unfair ratings was presented by Dellarocas (2000). 

To avoid unfairly low ratings and negative discrimination, a mechanism of controlled 

anonymity is introduced. In this case, the buyer and the seller do not know the identity of the 

other, they only know their reputation. However, hiding identities is not effective in all 

domains, especially for hotel and restaurant ratings where concealing identities is impossible. 

Nevertheless, this method works well on eBay and other customer-to-customer auction 

websites. To decrease the effect of unfairly high ratings and positive discrimination, first a 

technique called collaborative filtering is used to identify the nearest neighbors of a buyer 

agent, according to similar preferences with other buyer agents of commonly rated seller 

agents. Then, a cluster filtering technique is used to exclude unfairly high ratings provided 

by those neighbors. The neighbors’ ratings may be separated into two clusters, one with the 

lower ratings, and one with the higher ratings. The lower-rated clusters include all the fair 

ratings, while the higher-rated clusters include all the unfairly high ratings. Therefore, the 

ratings in the higher-rated clusters are filtered out. This approach only takes into account the 

ratings in the most recent time window whose width is affected by the fair ratings’ frequency. 

This cluster filtering technique deals with unfairly high ratings; considers the preference 

similarity between buyer agents and advisor agents; and copes with agents’ ratings changes. 

In conclusion, Dellarocas (2000) applies different methods to detect ballot stuffing and bad 

mouthing. Using different methods to detect ballot stuffing and bad mouthing can be 

complicated and time consuming, given more action needs to be taken to detect both. For 

example, in the case of the method proposed by Dellarocas (2000), one needs to hide the 

identity of the users to avoid unfairly low ratings and apply a cluster filtering to deal with 

unfairly high ratings. These authors mention that their method works well for avoiding bad 

mouthing and ballot stuffing on eBay and other customer-to-customer websites; however, 

their work has not been applied to cloud provider reviews. 
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Mukherjee et al. (2011) propose an iterative filtering approach to exclude unfair feedback 

provided by advisor agents. In particular, the reviews provided by each advisor agent include 

ratings that support both good and bad reputations for a seller agent but are defined as a beta 

distribution. The feedback is examined as fair feedback if the seller agent’s accumulated 

reputation is between the lower and upper boundaries of the feedback. This technique is 

efficient if the majority of ratings are fair. The authors do not propose any method to 

accommodate bad mouthing. Similar to Dellarocas (2000), their work has not been applied 

to cloud provider reviews. 

A novel spam detection method to identify ballot stuffing reviews was proposed in 

Fayazbaksh and Sinha (2012). Their work focuses on network structures, which consist of 

reviewers, reviews, and products. A review graph is built with three types of nodes: 

reviewers, reviews and, products. Their proposed method consists of two stages. In the first 

stage, a suspicion score is calculated for each node in the review graph in three different 

ways. The second stage comprises a forward update and a backwards update. For example, 

a product’s suspicion score is increased if it primarily receives reviews from suspicious 

reviewers. This approach has only been evaluated on restaurant and hotel reviews; their work 

has not been applied to cloud provider reviews. 

2.3.2. External-based methods to identify ballot stuffing and bad mouthing 

In this section, we discuss external factor-based methods to identify ballot stuffing and bad 

mouthing. By external factors, we mean that in addition to the internal factors, other 

elements, such as the reputation of the raters, will be used to determine the weight of the 

ratings. 

A general method for ballot stuffing developed by Chen and Singh (2001) is ‘global match - 

global confidence’. This is one of the methods that uses external factors in identifying ballot 

stuffing and bad mouthing. All the ratings given to each product are obtained, and then 

automatically used to compute reputations for raters. Their proposed method can be 

illustrated in three steps. First, the quality and confidence values of each of the raters’ ratings 

for each object in a category are computed. The frequency distribution of all ratings given to 

each product are used to determine the quality value, also called a local match (LM). A 

piecewise function is used to calculate the confidence level, called local confidence (LC). 
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Second, the accumulated quality and confidence values of all the ratings for each category of 

objects are calculated by incorporating the LM and the LC for each object in the category. 

The accumulated quality is called the global match (GM), and the confidence values are 

called the global confidence (GC). The last step is to compute the rater’s reputation using the 

GM and the GC of the raters for each category. Raters that are less reputable will give ratings 

that affect the accumulated reputations of seller agents less. The proposed method only works 

for ballot stuffing. The authors demonstrate how their proposed algorithm can be applied to 

e-commerce and auction websites, like eBay. The shortcoming of this method is that they 

have not applied it to cloud service reviews. 

A probabilistic model was applied to a beta reputation system proposed by Jøsang and Ismail 

(2002) to evaluate the reputations of seller agents. This reputation engine is based on a beta 

probability density function. This model considers the rating for an advisor agent as either a 

good reputation or a bad reputation, which can be examined as binary events in the beta 

probability distribution. The amount of both good and bad reputation ratings from multiple 

advisor agents is accumulated and then used to determine the reputation of a seller agent. The 

proposed approach deals with the temporal aspect of ratings and is effective when the unfair 

ratings are generated by changing the situation, but not intentional change and intuitive 

differences. This method works for both ballot stuffing and bad mouthing. The study is 

suitable for supporting electronic contracts and building trust between players in e-

commerce, due to its sound theoretical basis in statistics, its flexibility, and its simplicity. 

However, similar to the method proposed by Chen and Singh (2001), the applicability of this 

method to cloud reviews has not been investigated. 

A robust reputation system for mobile ad-hoc networks (RRSMAN) was proposed by 

Buchegger and Le Boudec (2003). In their proposed method, each node in the network in this 

fully distributed system manages a reputation rating and a trust rating of the other nodes. The 

trust rating for a node indicates how likely that node is to give true advice. The reputation 

rating for a node indicates how accurately it engages with the node holding the rating. Based 

on evidence collected previously, both the reputation rating and the trust rating, which is held 

by node i for node j, are updated using a modified Bayesian function. The weight of evidence 

is based on its order of being gathered. The reputation rating that node i holds for node j is 
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updated in agreement with node k’s advice only if node k is truthful or the advice is consistent 

with the reputation held by node i. The advice is recognized as being consistent if the 

difference between itself and the reputation held by node i is not equal to or more than a fixed 

deviation threshold. This approach is effective in dealing with falsely disseminated 

information. However, there are some disadvantages in this study. First, as previously 

mentioned, the evidence’s weight is pursuant to the order in which they are collected, not 

according to the exact time that the evidence is gathered. Therefore, there is no difference in 

the weight of the evidence that was collected one day ago versus one month ago. Second, 

this approach only takes into account the current reputation ratings of one node against 

another node to establish the preference similarity between two nodes. The third problem is 

related to the way RRSMAN integrates advice. All the advice from other nodes is given equal 

weight when these nodes are truthful, or each piece of advice is consistent. Furthermore, this 

approach has not been applied to cloud service reviews. 

TRAVOS, proposed by Teacy et al. (2006), is a probabilistic model for agent-based virtual 

organizations. This model deals with inaccurate reputation advice by performing two 

functions. The first function evaluates the exactness of the current reputation advice 

depending on the number of correct and incorrect advice in the past, which is related to the 

current advice. The second function changes the reputation advice in accordance with its 

exactness. This function can help decrease inexact advice. It can also help reduce untruthful 

ratings that an advisor agent gives a seller agent on multiple occasions. However, the 

shortcoming  is that the study assumes that a seller agents’ action does not change over time, 

which is not always true. Moreover, this model has not been applied to cloud service reviews. 

Liu et al. (2014) proposed an integrated CLUStering-Based approach (iCLUB) to effectively 

filter incorrect reviews. This approach adopts clustering techniques and integrates two 

components which are local and global. By local component, we mean that only buyers’ 

knowledge about the sellers are currently evaluated (target sellers). By global component, we 

mean that the knowledge of the buyers about the other sellers that the buyers have previously 

received is also taken into account. The global component is very useful especially when the 

buyers do not have much experience with the target sellers. This approach does not work 
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when the majority of the reviews are incorrect (Liu et al. 2014; Jiang et al. 2013). 

Furthermore, the applicability of this approach to cloud reviews has not been investigated. 

 

2.4. Approaches to identify spammer groups 

Techniques that have already been employed to detect single spammers, or groups of them, 

can be divided into three different categories: linguistic-based methods, behaviour-based 

methods and network-based methods. 

We regard linguistic-based methods as the methods which use the textual content of reviews 

to identify incorrect reviews. 

We regard behaviour-based methods as methods that analyse reviewers’ regular patterns to 

determine if they are writing incorrect reviews. 

We regard network-based methods as methods that use a review network which is a graph 

consisting of reviewers and products, or reviews, reviewers and products to identify spammer 

groups. 

2.4.1. Linguistic-based methods to identify spammer groups 

We define linguistic-based methods as methods that use the textual content of reviews to 

identify spam. This method was the first to identify product review spamming behaviour. 

Jindal and Liu (2010) categorize spam into three types: fake reviews, reviews on brand only, 

and non-reviews. Their method first detects duplicate reviews, then supervised learning with 

manually labeled training examples is used to identify the reviews on brand only and non-

reviews. Another method is used to detect fake reviews, as it is not easy to manually label 

training examples for this type of review. Duplicate spam reviews are used as positive 

training examples; the other reviews are used as negative examples. This method mainly 

relies on text similarity. 

Duh et al. (2013) asserted that fake reviewers are of concern to consumer-generated media 

and proposed an approach to enhance the detection of spammer groups. Mukherjee et al. 

(2012) indicated that spammer groups could be detected using very simple linguistic features, 

such as word and part-of-speech n-gram features. However, Duh et al. (2013) considered 
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Mukherjee et al. (2012)’s proposed linguistic features to be inefficient and responded with 

some additional techniques: linguistic inquiry and word counts. The enhancements proposed 

by Duh et al. (2013) could yield better results for Mukherjee et al. (2012)’s algorithm. The 

shortcoming of this method is that they have not applied it to cloud service reviews. 

Another work by Ott et al. (2011) confirms that the combination of simple linguistic features, 

like n-grams and psycho-linguistics guarantees better results than n-grams alone. Psycho-

linguistic features can be more important than the similarities between group members and 

their content. The drawback of this technique is that it is only good for one type of spamming 

activity, and even the most sophisticated algorithms can be easily misled by groups of 

spammers that write many similar opinions. Such tactics make recently written posts look 

regular (Duh et al. 2013). Similar to Mukherjee et al. (2012), their work has not been applied 

to cloud provider reviews. 

2.4.2. Behaviour-based methods to identify spammer groups 

We regard behaviour-based methods for identifying spammer groups as the methods that 

analyse reviewers’ regular patterns to infer if they are writing incorrect reviews. 

Mukherjee et al. (2011) proposed a method to detect spammer groups based on their patterns. 

First, possible candidate groups are selected using data mining to identify their patterns. They 

are then grouped together, and several indices are calculated for each group. These indices 

include similarity of their content, group deviation, group size and time frame. Using these 

indicators, the groups are ranked according to their likelihood of being a spammer group. 

SVM rank is used as a tool to help the team rank these candidates. The technique was 

evaluated through experiments. A dataset was extracted from Amazon.com using a data 

mining method. 2273 potential spammer group candidates were detected, with a minimum 

of 2 members per group. The candidates were then ranked using the SVM ranking 

methodology. To evaluate the correctness of the ranking, three human judges analysed the 

results. Each judge was asked to determine whether any candidate in the top 100, middle 100 

and bottom 100 groups was a real spammer group. The results show that the algorithm’s 

efficiency is promising. Although the three judges worked individually, their decisions show 

high agreement that, in the top 100, almost all of the candidates were real spammer groups. 

However, due to the nature of judging, the middle 100 candidates were difficult to assess, so 
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the judges’ results show some variance. However, their work has not been applied to cloud 

provider reviews. 

In 2012, Mukherjee et al. enhanced their previously proposed method to detect fake reviewer 

groups. Ratings and reviews from previous buyers are crucial to customers’ decisions, hence, 

some provider cooperatives create fake reviews about their rivals’ products or their own 

products to influence users’ perceptions, an action which is called opinion spamming. 

Various research has been undertaken to detect fake reviews by analysing each comment 

individually. However, studies about spamming groups are limited. It is difficult to state if a 

single review is spam or not by just reading the comment. However, spammer groups earn 

money by writing reviews for multiple products. This pattern allows our algorithm to detect 

whether a reviewer belongs to a spammer group. To validate the accuracy of the algorithm, 

a dataset of 53,469 reviewers with 109,518 reviews about 39,392 products was selected from 

Amazon.com for testing (Jindal & Liu 2008). The original dataset was generated in 2006 and 

was updated in early 2010. It was also used by Lim et al. (2010) and Jindal et al. (2010). The 

data was analysed and grouped together using pattern mining. Each possible spammer group 

had at least two members and a minimum of three supporters. Human judges were employed 

to identify which candidates were a real spammer group; they also analysed and ranked these 

candidates, with the higher ranked candidates more likely to be spammer groups. A few 

indicators and a useful ranking algorithm were used to effectively rank each group. The team 

calculated the various indices from the dataset, which allowed them to build a relation model 

between the groups, the groups’ members, and the target products using the GSMrank 

algorithm as a base. Other than GSMrank, several other techniques were used in the research 

to show the efficiency of GSMrank, and the results were compared. The final results show 

that GSMrank scored a 95% confidence level. Similar to the method proposed by Mukherjee 

et al. (2011), the applicability of this method to cloud reviews has not been investigated. 

2.4.3. Network-based methods to identify spammer groups 

We regard network-based methods as methods that use a review network which is a graph 

consisting of reviewers and products, or reviews, reviewers and products to identify spammer 

groups. 
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Ye and Akoglu (2015) also proposed a method to detect spammers. Their method focuses on 

detecting spammer groups using network footprints without relying on ancilliary 

information, such as review content or user behaviour. One of the key factors that affects the 

decision of buyers is the online reviews from past customers that show real experience with 

the product or service. For this reason, fake reviews create huge issues for consumers. Several 

studies have been conducted to solve this problem. Most focus on detecting whether a single 

review or comment is a spamming opinion. However, the act of spamming is usually a result 

of a campaign to promote or destroy a particular product's popularity (Mukherjee et al. 2011; 

Mukherjee et al. 2012). There is little work on how to detect a spammer group; furthermore, 

those studies attempting to identify spamming groups rely on behaviours or a linguistic 

methodology to decide whether a group is a spamming group. These approaches are 

considered non-robust, as spammers can adjust actions and languages to hide their intent. A 

new technique has been proposed that uses a reviewers' network footprint to detect their real 

intent. This method includes two features: a network footprint score (NFS) and 

GroupStrainer. NFS is the indicator that quantifies the effect of spamming activities on a 

product and includes two factors: neighbor diversity and self-similarity. Neighbor diversity 

indicates the variety of behaviours and activities within a set of reviewers; self-similarity 

measures the patterns in comments. By combining these two factors, we can measure the 

NFS of products. However, NFS is only accurate when the reviewer’s dataset is large enough 

(more than 20). After calculating the NFS feature of products, the next step is to group 

candidates to detect spamming groups. Locality-sensitive hashing is used to merge all similar 

data nodes together. To ensure the effectiveness of the approach, synthetic and real-life 

datasets were used to test the proposed technique. To evaluate NFS using the synthetic 

datasets, spam reviews were injected into the data at different rates, 10% and 30%, for both 

popular and random products. Other methods, such as Oddball, CatchSync and FraudEagle 

were used as baseline comparisons. The results show that FraudEagle combined with the 

NFS indicator almost perfectly detected spammer groups in the dataset. In terms of testing 

the performance GroupStrainer using real-life datasets, 20 spammer groups were injected 

into real-life datasets for randomly selected products. The results reveal that GroupStrainer 

produced high quality results for grouping spammers, even with high levels of camouflage. 

However, their work has not been applied to cloud service reviews.  
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A novel spam review detection method was proposed by Fayazbakhsh and Sinha (2012), 

based on the previous work of Wang et al. (2012). The difference between these two models 

is that the algorithm presented by Wang et al. (2012) uses minimal side information. 

Fayazbakhsh and Sinha (2012)’s proposed method consists of two stages. In the first stage, 

a suspicion score is calculated for each node in the review graph. A review graph has three 

types of nodes: reviewer, review and product. In the second stage, the calculated suspicion 

scores are iteratively updated via forward and backward updates. Similar to the method 

proposed by Ye and Akoglu (2015), the applicability of this method to cloud reviews has not 

been investigated. 

 

2.5. Approaches to identify cliques 

There is currently no research on identifying cliques in reputation systems in general and 

cloud reputation systems in particular. However, there are some studies on identifying 

cliques in a weighted directed graph which can be used in this case. 

There is a wide variety of community or graph recognition and detection algorithms that 

have been developed in the last few years which vary in types of networks such as weighted 

or unweighted, or the community they can handle in addition to the techniques used. 

Weighted subgraphs are graphs where some nodes or edges are considered to be more 

significant than others. 

A graph is defined as a collection of nodes (n) and edges (m) connecting these nodes. A 

clique of a graph G is defined as a complete subgraph of G and is usually maximum which 

refers to the largest possible clique size that can be detected. The problem of a clique is the 

cornerstone of finding particular complete subgraphs in a graph, which is referred to as the 

set of elements where each pair of elements is connected (Regineri 2007). However, the 

maximal complete subgraphs are not included in any other complete subgraphs. 

For example, in the social networking approach, a clique is a subset of a network where each 

element in that network is more related and tied to each other than to other elements outside 
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of the subset (Jamali & Abolhassani 2006). In terms of friendship ties, for example, it is 

very common for people to form “cliques” on many different bases such as age, ethnicity 

and others. The smallest “clique” is formed from only two objects which can be extended 

to become wider by forming strong or closely connected regions in a graph. N-P complete 

is an algorithm to find the existence of maximum clique size in a graph (Vassilevska 2009). 

Another approach is the densest subgraph which relies on some objective function in order 

to identify a subgraph optimal density. Though some approximation detection model has 

been used to detect the highest clique density (Günnemann & Seidl 2010; Liu & Wong 

2008), it is still a difficult problem because these algorithms generate a huge output. Plus, 

according to their definition, there is no size restriction on the output of quasi-cliques 

regarding only undirected and unweighted graphs. 

Various partitioning graph methods have been used to divide the graph into smaller 

subgraphs or splitting up the graph by overlapping subgraphs (Günnemann & Seidl 2010). 

In this approach, each partition of the graph represents a complete hierarchy of the 

interesting subgraph which possibly adds a high runtime demand. Discovering interesting 

subgraphs with different strengths is the main issue. 

For example, online commercial system finding such interesting subgraphs is based on the 

classification and clustering of graph data which considers that each graph has connections, 

directions and also weights between objects which are an important factor to identify the 

dense subgraphs. The dense finding can be important and useful in the online commercial 

system that might be used to target customer delivery services or any other services. 

Therefore, finding dense subgraphs by optimizing the directed and weighted graphs is an 

important approach. 

Günnemann and Seidl (2010) proposed an algorithm called GDens, or Graph Density as an 

effective solution for high quality in clustering and runtime performance. Based on the 

GDens algorithm, they proposed a clique filter model to identify clustered subgraphs in a 

cloud review application dataset community. This research focuses on identifying clique 

reviews using the GDens algorithm. 
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2.6. Critical evaluation of existing approaches: an integrative view 

2.6.1. Ballot stuffing and bad mouthing 

In this part, we evaluate the existing approaches by checking their capabilities when detecting 

ballot stuffing and bad mouthing. These capabilities are majority, burstiness and relationship. 

By majority, we mean that an approach is able to identify ballot stuffing and bad mouthing 

even when the majority of the ratings of a provider is unfair (Zhang et al. 2008). As 

mentioned previously, whist there are existing methods that can detect ballot stuffing and 

bad mouthing such as method proposed by Mukherjee et al. (2011), they work under the 

assumption that the majority of the ratings in the system are fair. 

By burstiness, we mean that an approach should be able to deal with the situation when a 

large number of ratings are provided by reviewers within a short period of time (Zhang et al. 

2008). 

By relationship, we mean that an approach should be able to take into account the relationship 

between the reviewers, reviews and products. The calculation of the suspicion score based 

on the relationship between the reviewers, reviews and products will have a positive effect 

on the accuracy of an algorithm. This is verified in Chapter 9 of this thesis. 

 Majority Burstiness Relationship 

BRS (Jøsang & 

Ismail 2002) 

No No No 

TRAVOS (Teacy et 

al. 2006) 

Yes Yes No 

iCLUB (Liu et al. 

2014; Jiang et al. 

2013) 

No Yes No 

Our method Yes Yes Yes 

Table 1: Capabilities of existing approaches compared to our method 
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Table 1 lists a few of the existing research studies with their capabilities. BRS (Jøsang & 

Ismail 2002) does not have any of the three capabilities listed above. TRAVOS (Teacy et al. 

2006) can deal with a situation when the majority of the reviews are unfair and when 

reviewers provide a large number of ratings within a short period of time. However, 

TRAVOS does not have a relationship capability. This means TRAVOS will not be as 

accurate as our method, which is verified in Chapter 9 of this thesis. iCLUB (Liu et al. 2014, 

Jiang et al. 2013) does not have majority or relationship capabilities, however, it works well 

with a burstiness capability. 

2.6.2. Spammer groups 

All of the previous studies focus on finding candidate groups first using frequent item set 

mining, then later checking if they are spammer groups as they found that labelling 

individual fake reviews or reviewers is harder than labelling groups. A method that finds 

out which one is spam and then checks if they are in a group can help save time by making 

use of the method to identify ballot stuffing and bad mouthing. 

2.6.3. Cliques 

Cliques can appear quite a lot in cloud reviews, but there is no current work on identifying 

cliques in cloud-based reviews, nor is there any research on detecting cliques using a 

weighted directed graph. 

2.6.4. Shortcomings of the existing literature on identifying incorrect reviews 

Based on a thorough review of the existing literature, we identify the following gaps or 

shortcomings in the literature: 

- The software used in detecting incorrect reviews is currently very expensive and is 

unaffordable for all businesses, especially small and medium businesses. Only large 

organisations and government can afford to benefit from it (Ilakiya & Felciah 2015). 

- In the case of detecting ballot stuffing and bad mouthing, most of the approaches are 

not able to solve the problem of reviewers providing a large number of ratings within 

a short period of time, for example, the approach of BRS and the Bayesian network-

based model (Zhang et al. 2008). 
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- In the case of detecting ballot stuffing and bad mouthing, most of the approaches are 

not capable of detecting ballot stuffing and bad mouthing when the majority of the 

ratings of a provider are unfair (Zhang et al. 2008). 

- Most of the approaches do not take into account the relationship between reviews, 

reviewers and products. Based on our research, there are different factors to confirm 

whether a reviewer, a review or a product is suspicious or not. For example, a 

reviewer is considered to be suspicious if that reviewer provides a much higher rating 

deviation compared to the average rating of a reviewed product, or a reviewer only 

posts one review for one product, or that reviewer only posts positive or negative 

reviews, or that reviewer posts too many good or bad reviews for the same product, 

or that reviewer posts duplicate reviews; a review is considered to be suspicious if 

that review is a duplicate or near-duplicate review; a product is suspected of getting 

review spams if it has received bursting high-rating reviews, or a significant fraction 

of its high ratings are posted by one-time reviewers, or most of its high ratings are 

posted in the period with its highest average ratings. Moreover, a reviewer is a person 

who writes a review on a product, so there is a close relationship between them. 

Therefore, taking into account the relationship between reviewers, reviews and 

products is important to identify an incorrect review. 

- All the methods to detect spammer groups include two steps which are finding all 

groups of reviews first and then finding the spammer groups later (Duh et al. 2013; 

Mukherjee et al. 2011), which can be time-consuming because it takes a long time 

to find all the groups which is not necessary, especially when there is a large number 

of reviews. 

- Most of the work on identifying incorrect reviews only work on travel or restaurant 

reviews (Jindal & Liu 2008; Li et al. 2011). However, cloud computing has been 

advancing at an impressive rate in recent years and is likely to increase in the near 

future. New services are being developed constantly, such as cloud infrastructure, 

security and platform as a service, to name just a few. Due to the vast pool of 

available services, review websites have been created to help customers make 

decisions for their business. Therefore, there is a need to identify incorrect reviews 

on cloud reputation systems. 
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- There are only few research studies on identifying spammer groups. These studies 

find candidate groups first and then check whether these groups are spammer groups 

later. Therefore, there is no study that checks for spam reviews first and then checks 

if these reviews are in a group or not which can help make use of methods to identify 

bad mouthing and ballot stuffing. 

- There is no definition of a clique in a cloud reputation system in the previous 

research. Also, there is no method to identify cliques in cloud-based reputation 

systems. 

- There is no integration algorithm to identify the four types of incorrect reviews 

discussed in this thesis which are ballot stuffing, bad mouthing, spammer groups and 

cliques. 

- An effective system to build trust between cloud users and cloud providers is a 

feedback rating-based reputation system. However, it is unfortunate that such a 

reputation system is missing from the current major cloud providers such as 

Amazon, Microsoft and Google. Therefore, it is much more difficult for cloud users 

to select a trusted cloud service from a cloud provider (Qi et al. 2014). In 

consideration of this challenge, a cloud reputation system, which is a reputation 

system tailored to cloud services, is proposed. A cloud reputation system is crucial 

in building trust between cloud users and cloud providers because it not only has the 

advantages of e-Commerce reputation systems but also complies with cloud 

characteristics (Qi et al. 2014). 

 

2.7. Conclusions 

In this chapter, we undertook an extensive survey of the existing approaches on identifying 

ballot stuffing, bad mouthing, spammer groups and cliques. We categorized the existing 

literature into various types of approaches. Finally, we discussed these approaches and their 

shortcomings. 

In the next chapter, we define the problems that we intend to address in this thesis. 
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CHAPTER 3: 

PROBLEM DEFINITION 

3.1. Introduction 

The first chapter highlighted the importance of identifying incorrect reviews in cloud 

reputation systems. In the second chapter, we presented a review of the existing literature. 

As discussed in earlier chapters, it is very important to identify incorrect reviews in cloud 

reputation systems. As cloud computing is become increasingly popular nowadays, a 

growing number of people are using cloud resources. Some of the website portals where 

cloud reviews are available are www.getapp.com, www.cloudreviews.com, 

www.hostingadvice.com, etc. Before moving things to the cloud, consumers have to choose 

the one which is most appropriate for them. The average consumer will simply read the 

reviews of the previous consumers and choose a cloud provider based on these reviews. 

Therefore, detecting incorrect reviews in cloud reputation systems becomes an important 

problem that needs to be solved. There are some research studies which work on identifying 

incorrect reviews on restaurants and hotels which are mentioned in Chapter 2. Based on the 

thorough literature review presented and documented in Chapter 2, there are still many gaps 

in the existing literature in the identification of incorrect reviews in cloud reputation 

systems. The shortcomings in the existing literature are described in section 2.6.4. 

In this chapter, we focus on formally defining the research problem being addressed in this 

thesis. In section 3.2, we define the key terms and concepts which are used to formally define 

a problem in this thesis. Section 3.3 defines the problem that is addressed in this thesis and 

section 3.4 outlines the research questions. In section 3.5, we present the research objectives 

and section 3.6 discusses the approach taken in this thesis to problem solving. Section 3.7 

concludes the chapter. 

 

3.2. Key terms and concepts 

3.2.1. Cloud computing 

Cloud computing is an emerging technology that will continue to bring advantages to 

business. Many researchers (Gill 2011; Gupta 2010; Hofmann & Woods 2010) define cloud 

http://www.getapp.com/
http://www.cloudreviews.com/
http://www.hostingadvice.com/
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computing as a multitenant architecture where multiple organisations are given services by 

one cloud provider. Cloud computing includes both the delivery of hosted services over the 

Internet as well as the hardware and software in the data centers that provide the services 

(Armbrust et al. 2010).  In brief, cloud computing is a way of using business over the 

Internet. 

3.2.2. Reputation system 

The main concept of reputation systems is to let an agent rate the performance of other 

agents. In reputation systems, agents rate another agent to describe their experience of a 

particular transaction with that agent. Reputation systems are effective in providing a 

motivation for honest behaviour and preventing dishonest behaviour amongst the agents 

(Buchegger & Le Boudec 2003). 

3.2.3. Incorrect review 

An incorrect review is considered a user opinion on products and services that is extremely 

unrelated, untrustworthy and untruthful. These kinds of reviews are published on a retailer’s 

site and third-party review portals such as www.getapp.com, www.cloudreviews.com, 

www.hostingadvice.com, etc., therefore they can be very damaging (Dellarocas 2000; Duh 

et al. 2013). Moreover, reviews that are duplicate or near-duplicate written by the same 

reviewers on different products or by different reviewers on the same products or different 

products are also considered as incorrect reviews. Incorrect reviews refer to fake reviews 

that mislead human readers by giving positive reviews or negative reviews in order to 

promote or demote some products that are targeted (Dellarocas 2000; Duh et al. 2013). 

These kinds of reviews can also monitor the expressions of the consumers so businesses can 

change their production and marketing strategies effectively. Therefore, they will also 

benefit business organisations (Dellarocas 2000; Duh et al. 2013). 

3.2.4. Ballot stuffing 

We regard ballot stuffing as an activity where a seller compromises with a number of buyers 

to ask them to give the seller an unfairly high rating. In doing so, these buyers inflate the 

reputation of the seller which may result in increased customers ordering products at a higher 

price (Dellarocas 2000). 

http://www.getapp.com/
http://www.cloudreviews.com/
http://www.hostingadvice.com/
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3.2.5. Bad mouthing 

We regard bad mouthing as an activity where a seller compromises with a number of buyers 

to ask them to give an unfairly low ratings to its enemy. In doing so, these buyers deflate 

the reputation of the seller’s enemy which may result in a decreased number of customers 

ordering products or even no customers at all (Dellarocas 2000). 

3.2.6. Spammer group 

Mukherjee et al. 2011 defined a spammer group as a group of reviewers who work together 

to write fake reviews on target products in order to promote or discredit these products. 

3.2.7. Clique 

Salkind 2008 defined a clique as a group of people who interact with each other more 

regularly and intensely than others in the same settings. 

In the context of this thesis, a clique is a group of agents who work together to promote their 

products. Agents in a clique form a review circle as one agent will receive a review from 

another agent and will also provide a review on a different agent. 

3.2.8. Internal factor-based methods 

We regard an internal factor-based method as methods that are based on analyzing and 

comparing the values themselves only, not any other values. 

3.2.9. External factor-based methods 

We regard external factor-based methods as methods other than internal factor-based 

methods, for example, the reputation of the raters will be used to determine the weight of the 

ratings. 

3.2.10. Linguistic-based method 

We regard linguistic-based methods as methods that use the textual content of reviews to 

identify spam. This method was the first to identify product review spamming behaviour. 

3.2.11. Behaviour-based method 

We regard behaviour-based methods as methods that analyze reviewers’ regular patterns to 

infer if they are writing incorrect reviews. 
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3.2.12. Network-based method 

We regard network-based methods as methods that use a review network which is a graph 

consisting of reviewers and products, or reviews, reviewers and products. 

3.2.13. Agent 

We regard an agent as an intelligent piece of software or a human being which is either 

acting for itself or on behalf of a company, business or an individual and has the power, 

authority and ability to autonomously make decisions or carry out business activities. 

 

3.3. Problem definition 

As discussed in Chapter 1, spammers may write fake positive or negative reviews in order 

to promote or demote a targeted product. These reviews can mislead humans in their 

decision to buy or not to buy a specific product. Moreover, they can also play an important 

role in monitoring the consumers’ expressions so that businesses can change their 

production and marketing strategies to be more effective. In doing so, businesses gain a 

benefit (Dellarocas 2000; Duh et al. 2013). Due to the significant impact of incorrect reviews 

in various aspects, there is a high need to detect and delete incorrect reviews in general and 

in cloud reputation systems specifically. 

Therefore, several researchers have made significant advances and impacts on methods to 

identify incorrect reviews. As pointed out in Chapter 2, four types of incorrect reviews are 

discussed in this thesis: ballot stuffing, bad mouthing, spammer group and clique. 

As discussed in Chapter 2, we categorize the methods to identify ballot stuffing and bad 

mouthing into two types which are internal factor-based and external factor-based methods. 

By internal factor-based methods, we mean methods that are based on analyzing and 

comparing the values themselves only, not any other values. By external factor-based 

methods, we mean that other methods in addition to internal factors such as the reputation of 

the raters will be used to determine the weight of the ratings. In order to understand the 

capabilities of the existing ballot stuffing and bad mouthing methods, we reviewed them 

thoroughly and documented them in Chapter 2. The capabilities of the existing ballot stuffing 

and Bad-Mouthing methods are majority, burstiness and relationship. Majority is the 
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capability of a method to identify ballot stuffing and bad mouthing even when the majority 

of the ratings of a provider are unfair (Zhang et al. 2008). Most of the approaches proposed 

to detect ballot stuffing and bad mouthing do not work well in relation to a Majority 

capability. Burstiness is the capability of an approach to deal with the situation when a large 

number of ratings are provided by advisors within a short timeframe (Zhang et al. 2008). 

Most of the methods to identify ballot stuffing and bad mouthing are not able to deal with 

the burstiness capability. By relationship, we mean the ability (of the method) to take into 

account the relationship between the reviewers, reviews and products. By calculating the 

suspicion score based on the relationship between the reviewers, reviews and products, the 

accuracy of an algorithm will be much improved. In chapter 9 of this thesis, we check the 

accuracy of the algorithms and compare them. Our method can take into account all three 

factors of majority, burstiness and relationship. 

As discussed in Chapter 2, there are only a few research studies which focus on identifying 

spammer groups which can be categorized in three types: linguistic-based, behaviour-based 

and network-based. Linguistic-based methods are methods that use the textual content of 

reviews to identify spam. This method was the first to identify product review spamming 

behaviour. Behaviour-based methods are methods that analyze reviewers’ regular patterns to 

infer if they are writing incorrect reviews. Network-based methods are methods that use a 

review network which is a graph consisting of reviewers and products, or reviews, reviewers 

and products. All of the existing research on detecting spammer groups will find candidate 

groups first and then check which groups among those groups are spammer groups. This can 

be more time consuming for grouping all reviews, especially when there is are large number 

of reviews. Due to the scope of the thesis, we did not do a simulation to check the time 

difference between our methods and other methods, however, it can be easily proved by 

theory that it will be more time consuming if we find all the groups first and check which 

groups are spammer groups rather than finding a single spam review and then find all the 

groups to which it belongs. In future work, this simulation will be carried out to check the 

time difference between our methods and other methods. 



38 

 
 

Furthermore, to the best of our knowledge, there is no definition of a clique in relation to 

cloud reputation systems even though there may be a lot of cliques in the real world. 

Therefore, no previous research was found to identify cliques in cloud reputation systems. 

Based on the above overview and description of the problem, we formally define the problem 

that we intend to address in this thesis as follows: 

How can incorrect reviews such as ballot stuffing, bad mouthing, spammer groups and 

cliques in cloud reputation systems be identified? 

The next section describes the research issues that need to be addressed in order to solve the 

abovementioned problem. 

 

3.4. Research questions 

In order to address the above research questions, we identify the following sub-questions: 

- Research question 1: How can ballot stuffing-based reviews be intelligently 

identified in cloud reputation systems? 

- Research question 2: How can bad mouthing-based reviews be intelligently 

identified in cloud reputation systems? 

- Research question 3: How can spammer groups be intelligently identified in cloud 

reputation systems? 

- Research question 4: How can cliques be intelligently identified in cloud reputation 

systems? 

- Research question 5: How can the methods developed above be validated on a 

dataset gathered from real cloud reputation systems? 

 

3.5. Research objectives 

Based on the research definition in the previous section, we define five research objectives 

that will be achieved in this thesis. They are as follows: 
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Research objective 1: Propose an intelligent method for identifying ballot stuffing in cloud 

reputation systems. Such a method would: (1) work well when the majority of the reviews 

are incorrect, (2) be able to deal with the situation when there is a large number of ratings 

provided by advisors within a short timeframe, and (3) use the relationship between reviews, 

reviewers and products so that it will be more accurate. 

Research objective 2: Propose an intelligent method to identify bad mouthing in cloud 

reputation systems. Such a method would (1) work well when the majority of the reviews 

are incorrect, (2) be able to deal with the situation when there is a large number of ratings 

provided by advisors within a short timeframe, and (3) use the relationship between reviews, 

reviewers and products so that it will be more accurate. 

Research objective 3: Propose an intelligent method to identify spammer groups in cloud 

reputation systems. Such a method would (1) utilize the method proposed in research 

objective 1 and research objective 2 to identify a single incorrect review first; then (2) find 

a group or a few groups to which the incorrect review found in (1) belongs. 

Research objective 4: Define the concept clique and propose an intelligent method to 

identify cliques in cloud reputation systems. 

Research objective 5: Validate the proposed methods to identify ballot stuffing, bad 

mouthing and spammer groups in cloud reputation systems. Due to the time restriction of 

the thesis, the method to identify cliques will not be validated in this thesis. 

In this section, we clearly define each of the objectives in this thesis. 

3.5.1. Research Objective 1: Propose an intelligent method for identifying ballot 

stuffing in cloud reputation systems. 

As discussed in Chapter 2, there are various methods to identify ballot stuffing in the existing 

literature. Of these methodologies, we select three popular methodologies to identify ballot 

stuffing to compare with our method based on their accuracy, precision and recall. These 

three methods are BRS (Jøsang & Ismail 2002), TRAVOS (Teacy et al. 2006) and iCLUB 

(Liu et al. 2014, Jiang et al. 2013). As we detailed in section 2.6, most of the proposed 

methods are not efficient when more than half the reviews are ballot stuffing. Moreover, a 
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few of the proposed methods do not work well when there is a large number of ratings 

provided by previous buyers in a short period of time. Furthermore, of the three selected 

methods, none use the relationship between reviews, reviewers and products to apply in 

their method to propose a more accurate algorithm to detect ballot stuffing. To address the 

three shortcomings, we need an intelligent method that would: (1) work well when the 

majority of the reviews are incorrect; (2) be able to deal with the situation when there is a 

large number of ratings provided by advisors within a short timeframe; (3) use the 

relationship between reviews, reviewers and products so that it will be more accurate. We 

propose a method that can also overcome all three shortcomings detailed in section 2.6. In 

addition, to address the shortcoming that the existing methods have not been applied to cloud 

reputation systems, our proposed method is implemented using a dataset collected from 

www.getapp.com using a web crawler (Alkalbani et al. 2016). 

3.5.2. Research objective 2: Propose an intelligent method to identify bad mouthing 

in cloud reputation systems. 

As mentioned in Chapter 2, there are various methodologies to identify bad mouthing. Of 

these, we select three popular methodologies to identify bad mouthing to compare with our 

method based on their accuracy, precision and recall. These three methods are BRS (Jøsang 

& Ismail 2002), TRAVOS (Teacy et al. 2006) and iCLUB (Liu et al. 2014, Jiang et al. 2013). 

As we presented in section 2.6, most of the proposed methods are not efficient when more 

than half the reviews are bad mouthing. Moreover, a few of the proposed methods do not 

work well when there is a large number of ratings provided by previous buyers in a short 

period of time. Furthermore, of the three selected methods, none of them use the relationship 

between reviews, reviewers and products to apply in their method to propose a more 

accuracy algorithm to detect bad mouthing. To address these three shortcomings, we need a 

method that would: (1) work well when the majority of the reviews are incorrect; (2) be able 

to deal with the situation when there is a large number of ratings provided by advisors within 

a short timeframe; and (3) use the relationship between reviews, reviewers and products so 

that it will be more accurate. We propose a method that can also overcome all three 

shortcomings listed in section 2.6. In addition, to address the shortcoming that the existing 

methods have not been applied to cloud reputation systems, our proposed method is 

http://www.getapp.com/
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implemented using a dataset collected from www.getapp.com using a web crawler 

(Alkalbani et al. 2016). 

3.5.3. Research objective 3: Propose an intelligent method to identify spammer 

groups in cloud reputation systems 

As discussed in Chapter 2, in the existing body of literature, there are only a few methods 

which identify spammer groups. The shortcoming with all the proposed methods is that they 

group all the reviews into different groups first and then use different algorithms to detect 

spammer groups. Grouping all the reviews first and then finding the spammer groups among 

all the groups takes more time than finding a single spam review first and then finding the 

relevant groups to which the identified single spam review belongs. Furthermore, as 

mentioned in Chapter 2, there is no integration or cooperation with other existing methods 

to detect all four types of spam reviews. 

Therefore, in this thesis, in order to address this shortcoming, we propose an intelligent 

method to identify spammer groups that would: (1) utilize the methodology proposed in 

research issue 1 and research issue 2 to identify a single incorrect review first; (2) find a 

group or a few groups or users who posted the incorrect review found in (1). 

The first approach that we propose uses K-means clustering to find the group to which the 

spam reviewer belongs, therefore it can detect one, and only one spammer group to which 

the reviewer belongs.  In the second approach that we propose, we use a fuzzy K-means 

clustering algorithm to find all the groups to which a spam reviewer belongs. However, if a 

spam reviewer only writes reviews for one product, they are unlikely to earn much money. 

Therefore, a spam reviewer is more likely to work for more than one group. This is the 

reason we use a fuzzy K-means algorithm in our method instead of a K-means algorithm to 

detect spammer groups. In addition, to address the shortcoming in that the existing methods 

have not been applied to cloud reputation systems, our proposed method is implemented 

using a dataset collected from www.getapp.com using a web crawler (Alkalbani et al. 2016). 

http://www.getapp.com/
http://www.getapp.com/
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3.5.4. Research objective 4: Define the concept of cliques and propose an intelligent 

method to identify cliques in cloud reputation systems 

To the best of the researcher’s knowledge, there is no definition of the concept a clique in 

cloud reputation systems. This thesis will be the first to define a clique in cloud reputation 

systems. Furthermore, we apply a graph-based method to identify cliques in cloud reputation 

systems. 

3.5.5. Research issue 5: Validate the proposed methods 

There are many research studies on identifying ballot stuffing and bad mouthing in the 

existing literature. From an application viewpoint, none of the existing methods on 

identifying ballot stuffing and bad mouthing have been applied to or used in cloud reputation 

systems. Furthermore, from a technical viewpoint, there is a need to compare our method 

with the other proposed methods. Therefore, in this thesis, we introduce a framework for 

conducting experiments to compare different methods to identify incorrect reviews. To be 

specific, we compare our proposed method for ballot stuffing and bad mouthing with three 

popular methods which are BRS (Jøsang & Ismail 2002), TRAVOS (Teacy et al. 2006) and 

iCLUB (Liu et al. 2014, Jiang et al. 2013) using metrics such as accuracy, precision and 

recall. 

As mentioned previously, there are only a few research studies on detecting spammer 

groups, and most of them find all the groups first and then decide which group is the 

spammer group. In this thesis, we propose two different approaches (compared to the 

existing methods to find spammer groups). Our methods make use of the ballot stuffing and 

bad mouthing reviews that we found previously, then find a groups or some groups to which 

these reviews belong. During the validation phase, we prove that our second method (fuzzy 

K-means clustering) outperforms our first method (K-means clustering) by using a test case. 

During the testing phase, we found that our second method (fuzzy K-means clustering) can 

detect more than one group while the first one (K-means clustering) can only detect one 

group. Reviewers are paid to write incorrect reviews, but they cannot earn enough money 

by only working for one group, hence it is necessary to detect all the groups to which an 

incorrect reviewer belongs. Therefore, our second method (fuzzy K-means clustering) is 

much better than our first method (K-means clustering). We also apply our method to the 
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real dataset and compare our two methods using the t-test algorithm. In addition, to address 

the shortcoming that the existing methods have not been applied to cloud reputation systems, 

our proposed method is implemented using a dataset collected from www.getapp.com using 

a web crawler (Alkalbani et al. 2016). 

As a clique is a new definition in our thesis and our method is also the first that attempts to 

detect cliques in cloud reputation systems, there is no previous methods with which to 

compare it. For this reason and the time constraints to complete the thesis, we leave the 

validation of the method for detecting cliques to our future research. 

 

3.6. The research approach to problem solving 

There are several research methodologies, such as design research, case study and action 

research. In this doctoral study, we use the design methodology which is illustrated in Figure 

5. This methodology is the most appropriate to achieve our research objectives. Using this 

approach, the research starts with an in-depth study of the existing literature to obtain a 

detailed understanding of the current challenges in the methods to identify four types of 

incorrect reviews, ballot stuffing, bad mouthing, spammer groups and cliques. After this, a 

number of research gaps are identified and the problems that need to be addressed are 

presented. In the next step, the suggested feasible solutions are defined in Chapter 4 which 

leads to a tentative design for this study. In the next step, the solutions are developed and 

tested through experimentation. The solution artefacts are then evaluated and assessed 

against the existing approaches. 

The research approaches for all the proposed research questions are presented in the next 

section. 

http://www.getapp.com/
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Figure 5: Research methodology (Peffers et al. 2007) 

 

3.7. Conclusion 

In this chapter, we defined some key terms and concepts that we use throughout our thesis. 

Furthermore, we provided the research problem, the research issues and the research 

questions. Finally, we select the most appropriate approach for our research.  In the next 

chapter, we give an overview of our solution to the research problem presented in this 

chapter. 
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CHAPTER 4:  

SOLUTION OVERVIEW 

4.1. Introduction 

In Chapter 3, we presented an overview of all the solutions for the five issues listed in the 

previous chapter. This chapter presents the solution overview for all five issues listed in this 

thesis. 

In section 4.2, we present an overview of the proposed solutions for all five proposed 

research issues that were discussed in the last chapter. Section 4.3, 4.4, 4.5 and 4.6 present 

an overview of the solution for identifying ballot stuffing, bad mouthing, spammer groups 

and cliques respectively. Section 4.7 concludes the chapter. 

 

4.2. Overview of the proposed solutions 

In this section, we present an overview of all the solutions for the five issues listed in Chapter 

3. 

In order to identify ballot stuffing, we calculate the suspicion score of three types of nodes, 

reviewers, reviews and products, in a review graph and then use naïve Bayes to conclude if 

a review is ballot stuffing or not. 

The same method is used to identify bad mouthing, however, instead of taking into account 

high rating reviews, we use low rating reviews. 

After detecting all the ballot stuffing and bad mouthing reviews, we find all the groups to 

which these reviews belong using K-means or fuzzy K-means clustering. By using this 

approach, we identify spammer groups. 

A graph-based method is used to identify cliques. This method also makes use of the ballot 

stuffing detected previously. 
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Figure 6: The relationship between the four algorithms 

 

4.3. Overview of the solution for identifying ballot stuffing 

To identify ballot stuffing, we use a network-based method. The network-based method 

makes use of a review graph that consists of three types of nodes: reviewers, reviews, and 

products, as shown in Figure 7. The ballot stuffing reviewers are identified in four steps. The 

first three steps calculate a suspicion score for reviewers, reviews and products, respectively. 

The last step uses naïve Bayes to find the ballot stuffing reviews. 
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Figure 7: A review graph (ballot stuffing) 

Step 1: Calculate the suspicion score of reviewers 

To identify whether a review provided by a given reviewer is suspicious or not, we 

use/calculate the following attributes: 

- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

- The reviewer is a one-time reviewer or not. 

- Ratio of the number of high-rating reviews by reviewer i to the number of reviews 

by i. 

- The number of times review bursting occurs. 

- Whether the review is high rating and duplicate. 

Step 2: Calculate the suspicion score of reviews 

A review is suspicious if it is a high-rating and duplicate or a high-rating and near-duplicate 

review. Therefore, the suspicion score of a review can be calculated based on this. 

Step 3: Calculate the suspicion score of products 

To identify whether a product is suspicious or not, we calculate the following attributes: 
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- The product has received bursting high-rating reviews. 

- The product has received high-rating reviews from one-time reviewers. 

- A substantial fraction of their high-rating reviews are posted in the shortest average 

period of time. 

- A substantial fraction of their high-rating reviews are posted in the longest average 

period of time. 

Step 4: Apply naïve Bayes to identify ballot stuffing 

To determine which reviews are ballot stuffing, we apply naïve Bayes in this step. Details 

are given in the next chapter. 

Algorithm to identify ballot stuffing 

// Obtain training dataset of ballot stuffing reviews by network-based method 
Input:  

A dataset D which consists of products, products’ reviews and reviewers 
Output:  

A training dataset T of ballot stuffing reviews 
Step: 

1. Calculate the suspicion score 𝑆𝑆𝑖 of reviewer 𝑖 using Equation 6 
2. Calculate the suspicion score 𝑆𝑆𝑗 of review 𝑗 using Equation 7 

3. Calculate the suspicion score 𝑆𝑆𝑘 of product 𝑘 using Equation 12 
// Apply naïve Bayes to identify all ballot stuffing reviews 
Input:  

A training dataset T of ballot stuffing reviews 
𝑥 = (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) //value of the predictor variable in testing dataset 

Output:  
 A class of testing dataset which contains ballot stuffing reviews 
Step: 

1. Read the training dataset T 
2. Calculate the mean and variance of the predictor variables in each class using Equation 17 and 

Equation 18, respectively 
3. Repeat 

Calculate the probability of xi using the Gauss density equation in each class 
 Until the probability of all predictor variables (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) has been calculated 

4. Calculate the likelihood for each class 
5. Get the greatest likelihood 

Figure 8: Algorithm to identify ballot stuffing 

 

4.4. Overview of the solution for identifying bad mouthing 

To identify bad mouthing, we use a network-based method. The network-based method 

makes use of a review graph that consists of three types of nodes: reviewers, reviews, and 

products, as shown in Figure 7. Bad mouthing reviewers are identified in four steps. The first 
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three steps calculate a suspicion score for reviewers, reviews and products, respectively. The 

last step employs naïve Bayes to identify bad mouthing. 

 

Figure 9: A review graph (bad mouthing) 

Step 1: Calculate the suspicion score of reviewers 

To identify whether a review provided by a given reviewer is suspicious or not, we calculate 

the following attributes: 

- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

- The reviewer is a one-time reviewer or not. 

- Ratio of the number of low-rating reviews by reviewer i to the number of reviews 

by i. 

- The number of times review bursting occurs. 

- Whether the review is low-rating and duplicate. 

Step 2: Calculate the suspicion score of reviews 

A review is suspicious if it is a low-rating and duplicate or a low-rating and near-duplicate 

review. Therefore, the suspicion score of a review can be calculated based on this. 

Step 3: Calculate the suspicion score of products 
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To identify whether a product is suspicious or not, we calculate the following attributes: 

- The product has received bursting low-rating reviews. 

- The product has received reviews from one-time reviewers. 

- A substantial fraction of their low-rating reviews are posted in the shortest average 

period of time. 

- A substantial fraction of their low-rating reviews are posted in the longest average 

period of time. 

Step 4: Apply naïve Bayes to identify bad mouthing. 

To determine which reviews are bad mouthing, we apply naïve Bayes in this step. Details 

are given in the next chapter. 

Algorithm to identify bad mouthing 

// Obtain training dataset of bad mouthing reviews by network-based method 
Input:  

A dataset D which consists of products, products’ reviews and reviewers 
Output:  

A training dataset T of bad mouthing reviews 
Step: 

1. Calculate the suspicion score 𝑆𝑆𝑖 of reviewer 𝑖 using Equation 24 
2. Calculate the suspicion score 𝑆𝑆𝑗 of review 𝑗 using Equation 25 

3. Calculate the suspicion score 𝑆𝑆𝑘 of product 𝑘 using Equation 30 
// Apply naïve Bayes to identify all bad mouthing reviews 
Input:  

A training dataset T of bad mouthing reviews 
𝑥 = (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛)  //value of the predictor variable in testing dataset 

Output:  
 A class of testing dataset which contains bad mouthing reviews 
Step: 

1. Read the training dataset T 
2. Calculate the mean and variance of the predictor variables in each class using Equation 35 and 

Equation 36, respectively 
3. Repeat 

Calculate the probability of xi using the Gauss density equation in each class 
 Until the probability of all predictor variables (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) has been calculated 

4. Calculate the likelihood for each class 
5. Get the greatest likelihood 

Figure 10: Algorithm to identify bad mouthing 

 

4.5. Overview of the solution for identifying spammer groups 

To identify spammer groups, we propose the following two steps: 
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- Stage 1: Identify ballot stuffing and bad mouthing using the method in section 4.3 

and 4.4, respectively. At the end of this step, we can determine which reviews are 

ballot stuffing and which are bad mouthing. This stage includes four steps as 

mentioned in sections 4.3 and 4.4. 

- Stage 2: Find the groups of ballot stuffing and bad mouthing reviews identified in 

stage 1: In order to achieve this, we use different approaches. We can use the Pearson 

correlation coefficient, Spearman correlation coefficient, K-mean clustering or fuzzy 

K-mean clustering to find the group to which the suspicion reviewer can belong. 

However, in this thesis, we only validate two algorithms to find the spammer groups 

to which one single incorrect review can belong. These two algorithms are K-means 

and fuzzy K-means clustering. 

Algorithm to identify spammer group 

// Identify ballot stuffing and bad mouthing 
Input:  

A dataset D which consists of products, products’ reviews and reviewers 
Output:  

A set of all the ballot stuffing and bad mouthing reviews 
Step: 

1. Identify ballot stuffing using the methods in section 4.3 
2. Identify bad mouthing using the methods in section 4.4 

// Find the groups of identified ballot stuffing and bad mouthing reviews using K-means clustering 
algorithm 
Input:  

A set of all ballot stuffing and bad mouthing reviews and a data set that we need to identify 
spammer groups from 𝑋 = (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) // set of n data items 

K //number of desired cluster 
Output: 
 A set of K spammer groups 
Step: 

1. Select an initial partition with K clusters 
2. Repeat 

  Assign each item 𝑥𝑖 to the cluster which has the closest centroid 
  Compute new mean for each cluster 
 Until cluster membership stabilizes 
// Find the groups of identified ballot stuffing and bad mouthing reviews using K-means clustering 
algorithm 
Input:  
 A set of initial cluster centres SC0 = {Cj(0)}, C: centroid matrix, ε: threshold value used as 
stopping criteria 
Output:  
 C: updated centroid matrix 
Step: 

1. Randomly initialize the fuzzy partition matrix 𝑈 = [𝑢𝑖,𝑗] 
2. Repeat 
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Update the membership using Equation 77 
Calculate the cluster center using Equation 78 

Until ‖𝐶𝑗(𝑝) − 𝐶𝑗(𝑝 − 1)‖ < 𝜀 𝑓𝑜𝑟 𝑗 = 1 𝑡𝑜 𝑘 
3. return C 

Figure 11: Algorithm to identify spammer groups 

 

4.6. Overview of the solution for identifying cliques 

To identify cliques, we use a graph-based method comprising the following nine steps: 

- Step 1: Check whether a review is ballot stuffing using the method in section 4.3, 

then calculate the total number of stars in all the reviews. 

- Step 2: Find the shortest path distance between two nodes and calculate the influence 

of each node. In this step, we need to find the shortest path distance between the 

source and the destination node using the Dijkstra algorithm. The influence of each 

node is calculated based on Epanechnikov kernel. 

- Step 3: Define the influence region and direct region for each node. The direct region 

of a node is a collection of nodes directly having reviews for that node. The influence 

region of a node is the extension of the direct region because not only is the direct 

level considered, but also the nodes with indirect connections to that node are 

included if the path distance is smaller than h. 

- Step 4: Calculate the density of each node. In this context, the density of each node 

demonstrates how many reviews that provider received from others and how highly 

that provider is rated. 

- Step 5: Identify and select all core nodes from the node list. A core node must have 

a density value greater than or equal to a minimum density 𝜏, which means that the 

provider must receive reviews from at least a number of other providers with a 

minimum star rating. 

- Step 6: Cluster the list of core nodes into separated subsets. These clusters are 

identified based on the direct region of each node. If a provider belongs to a core 

cluster, all providers reviewing for that provider and all providers being reviewed by 

it will also belong to that cluster. Due to this characteristic, all of these clusters are 

separated from each other. 
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- Step 7: Identify cliques – strong core clusters. In our context, strong core clusters are 

cliques because in order to become a strong core cluster, it must fulfil the core path 

property which means that for all pairs of providers (𝑠, 𝑑) in the strong core, there 

is not only a core path from 𝑠 to 𝑑 but also another reverse path from 𝑑 to 𝑠. That is, 

the providers review each other and form a review circle. 

- Step 8: Identify semi-strong core clusters. A semi-strong core cluster does not have 

bi-directional paths between each pair of providers in the cluster, but only requires 

at least a path between each pair. In our context, semi-strong clusters are similar to 

any providers with interactions with any of the actors in a clique. Therefore, the 

providers in a semi-strong cluster will have less involvement in spam review 

activities than the providers in a strong cluster.  

- Step 9: Update providers’ reputation. Initially, the reputation mark of each provider 

is initialized by 100. If a provider is identified as a clique, its reputation is subtracted 

by 70%. On the other hand, as mentioned in Step 7, providers in semi-strong core 

clusters have a lower risk of participating in writing incorrect reviews, so the 

reputation marks of each of these providers is subtracted by 30%. Reputation is one 

of the criteria in searching service providers, which means that providers with a 

higher reputation have a higher priority in the search result list. 

Algorithm to identify cliques 

// Identify ballot stuffing and bad mouthing 
Input:  

A dataset D which consists of products, products’ reviews and reviewers 
Output: 

A set of all the ballot stuffing reviews 
Step:  

Identify ballot stuffing using the methods in section 4.3 
// Apply a graph-based method to identify cliques 
Input:  

A set of all ballot stuffing reviews and a dataset that we need to identify cliques from 
Output: 

A set of cliques, a set of semi-strong core clusters and updated providers’ reputation 
Step: 

1. Calculate the total number of stars in all the reviews using Equation 79 
2. Find the shortest path distance between two nodes using Equation 80 and calculate the 

influence of each node using Equation 81 
3. Define the influence region and direct region for each node using Equation 82 and Equation 83, 

respectively 
4. For each node, calculate the density using Equation 84 
5. Identify and select all core nodes from the node list using Equation 86 
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6. Cluster the list of core nodes into separated subsets using Equation 87 
7. Identify cliques (strong core clusters) using Equation 89 
8. Identify semi-strong core clusters using Equation 90 
9. Update providers’ reputation 

Figure 12: Algorithm to identify cliques 

 

4.7.  Overview of the experiment 

In order to validate the approach developed to identify ballot stuffing, we compare our 

method with BRS, TRAVOS and iCLUB using three metrics, accuracy, precision and recall. 

We conduct the experiment with different percentages of ballot stuffing injected. Moreover, 

we also compare our method with the other three existing methods using FPR (false positive 

rate) and FNR (false negative rate) to prove which method is capable of majority (that is, 

the ability to identify ballot stuffing when the majority is ballot stuffing). Furthermore, in 

order to test the burstiness capability of our method and other existing methods, we carry 

out  an experiment on one random agent in a period of time (different percentage of ballot 

stuffing reviews in different periods of time). 

In order to validate the approach developed to identify bad mouthing, we compare our 

method with BRS, TRAVOS and iCLUB using three metrics, accuracy, precision and recall. 

We conduct the experiment with different percentages of bad mouthing injected. Moreover, 

we also compare our method with the three existing methods using FPR (false positive rate) 

and FNR (false negative rate) to prove which method is capable of majority (that is, the 

ability to identify bad mouthing when the majority is bad mouthing). Furthermore, in order 

to test the burstiness capability of our method and other existing methods, we conduct an 

experiment on one random agent in a period of time (different percentage of bad mouthing 

reviews in different periods of time). 

In order to validate the methods developed to identify spammer groups, we compare our 

two proposed methods with each other: one method uses K-means clustering and one uses 

fuzzy K-means clustering. One way by which we validate the methods is to prove that when 

using K-means clustering, we can find one spammer group for every spam review, however, 

when using fuzzy K-means clustering, we find more than one group for every spam review. 

Another way by which we validate our method is that we run our two methods to find all 
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the spammer groups in different periods of time and then compare our two methods using t-

test. 

4.8. Conclusion 

In this chapter, we presented an overview of the solutions for all the issues proposed in 

Chapter 3. In section 4.2, an overview of the solutions for all the five issues proposed in 

Chapter 3 was presented. Section 4.3, 4.4 4.5 and 4.6 subsequently presented the overview 

of the solutions to identify ballot stuffing, bad mouthing, spammer groups and cliques, 

respectively. In section 4.7, we gave an overview of the experiment. 

In the next chapter, we provide more details on how to identify the four types of incorrect 

reviews, ballot stuffing, bad mouthing, spammer groups and cliques. 
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CHAPTER 5:  

NETWORK-BASED METHOD TO IDENTIFY BALLOT STUFFING 

5.1. Introduction 

In this chapter, we introduce the details of our solution to identify ballot stuffing. 

Ballot stuffing reviews are identified using a network-based method. The network-based 

method makes use of a review graph that consists of three types of nodes, reviewers, reviews 

and products. To identify an individual spam reviewer, a network method is applied which 

consists of four steps. In the first three steps, the suspicion score of reviewers, reviews and 

products are calculated respectively. Then, naïve Bayes is used to detect ballot stuffing 

reviews based on the relationship of the reviewer with its related reviews and products. 

In the first step, we calculate the suspicion score of a reviewer based on five attributes which 

are rating deviation, one-time reviewer, ratio of the number of positive reviews by reviewer 

i to the number of reviews by i, bursting review times and duplicate reviews. A reviewer is 

considered to be ballot stuffing if a rating deviation by a reviewer is much higher compared 

to the average rating of a reviewed product, or that reviewer only posts one review for one 

product, or that reviewer only posts all 4-star or 5-star ratings reviews, or that reviewer 

provides too many good reviews for the same product, or that reviewer posts duplicate 

reviews. Therefore, the five factors which are rating deviation, one-time reviewer, ratio of 

the number of positive reviews by reviewer i to the number of reviews by i, bursting review 

times and duplicate reviews will be taken into account to calculate the suspicion score of a 

reviewer. 

In the second step, we calculate the suspicion score of a review. A review is considered to be 

ballot stuffing if it is a duplicate or near-duplicate review. Therefore, we calculate the 

suspicion score of a review based on this factor. 

In the third step, we calculate the suspicion score of a product. A product is suspected of 

receiving review spams if it has received bursting high-rating reviews, or a significant 

fraction of its high ratings are posted by one-time reviewers, or most of its high ratings are 

posted in the period with its highest average ratings. Therefore, we calculate the suspicion 

score of a review based on these factors. 
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In the last step, we use a training set obtained by calculating the suspicion score of the 

reviewer, review, product of the ballot stuffing reviews (these reviews are known to be ballot 

stuffing), then apply these to the dataset crawled from the website www.getapp.com using 

naïve Bayes to identify all the ballot stuffing reviews that may be in the dataset crawled. 

 

5.2. Solution to identify ballot stuffing 

5.2.1. Step 1: Calculate the suspicion score of reviewers 

A reviewer is suspected to be ballot stuffing if  

- the reviewer provides high rating deviation compared to the average rating of a 

reviewed product, or  

- the reviewer is a one-time reviewer, or 

- the reviewer posts all positive reviews (4-star or 5-star ratings only), or 

- the reviewer posts too many good reviews for the same product, or 

- the reviewer posts the same review a few times. 

Therefore, to identify whether a review provided by a given reviewer is suspicious or not, 

the following attributes are taken into account: 

- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

𝑑𝑒𝑣𝑖𝑘 =
|𝑟𝑖𝑘 − 𝑟𝑖𝑘̅̅̅̅ |

4
 

Equation 1 

where 𝑟𝑖𝑘 are the ratings of reviewer i for product k and 𝑟𝑖𝑘̅̅̅̅  is the average rating of product 

k that reviewer i has reviewed. Since the ratings are integers between 1 and 5, the term is 

divided by 4 to be normalized between 0 and 1. 

- One-time reviewer 

𝑜𝑡𝑖 = {
1 𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟

0 𝑖𝑓 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟
 

http://www.getapp.com/
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Equation 2 

- Ratio of the number of positive reviews by reviewer i to the number of reviews by i. 

𝑟𝑎𝑡𝑖 =
𝑛𝑝𝑖

𝑛𝑖
 

Equation 3 

where 𝑛𝑝𝑖 denotes the total number of positive reviews by reviewer i and 𝑛𝑖 denotes the 

total number of reviews by reviewer i. 

- Bursting review times, or 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑖 ∶ 

𝑏𝑟𝑡𝑖 = 1 −
𝑛𝑑𝑖

𝑛𝑖
 

Equation 4 

where 𝑏𝑟𝑡𝑖 is the bursting review times by i, 𝑛𝑑𝑖  is the total number of times that i writes 

distinct reviews and 𝑛𝑖 is the total number of times that i posts reviews. 

- Posting duplicate reviews 

𝑑𝑢𝑝𝑖 = {
1 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠

0 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠
 

Equation 5 

where 𝑑𝑢𝑝𝑖 is an attribute to check if reviewer i has posted the same review a few times. 

The attribute returns a value of 1 if reviewer i has posted duplicate reviews. Otherwise, the 

attribute returns a value of 0. 

Finally, the suspicion score for reviewer i is calculated as follows: 

𝑆𝑆𝑖 =
1

5
(𝑑𝑒𝑣𝑖𝑘 + 𝑜𝑡𝑖 + 𝑟𝑎𝑡𝑖 + 𝑏𝑟𝑡𝑖 + 𝑑𝑢𝑝𝑖) 

Equation 6 

5.2.2. Step 2: Calculate the suspicion score of a review 
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A review is suspicious if it is a (near-)duplicate review. Therefore, we can use Equation 7 

to calculate the suspicion score of a review:  

𝑆𝑆𝑗 = 𝑚𝑎𝑥𝑖≠𝑗𝐶𝑜𝑠𝑖𝑛𝑒′(𝑟𝑒𝑣𝑖𝑒𝑤𝑗 , 𝑟𝑒𝑣𝑖𝑒𝑤𝑠) 

𝑠. 𝑡. ∃𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑘 𝑎𝑛𝑑 (𝑗, 𝑘), (𝑠, 𝑘) ∈ 𝐸 

Equation 7 

where E is the edge set of the review graph and cosine’ is the cosine linearly scaled between 

0 and 1 to be consistent with the other features. 

5.2.3. Step 3: Calculate the suspicion score of product k 

A product is suspected of receiving review spams if it has received bursting high-rating 

reviews, or a significant fraction of its high ratings are posted by one-time reviewers, or most 

of its high ratings are posted in the period with its highest average ratings. Therefore, we 

calculate the suspicion score of a review based on these factors. The suspicion score of 

product k is given by the following attributes: 

- It has received bursting high-rating reviews 

𝑏𝑟𝑡𝑘 = 1 −
𝑛𝑑𝑘

𝑛𝑘
 

Equation 8 

where 𝑏𝑟𝑡𝑘 is the bursting review times for product k, 𝑛𝑑𝑘 is the total number of distinct 

reviews written for k and 𝑛𝑘 is the total number of reviews posted for product k.  

- A significant fraction of its high ratings are posted by one-time reviewers. 

𝑏𝑦_𝑜𝑡𝑘 represents what fraction of a high-rating review for product k is from one-time 

reviewers, which is given in Equation 9. 

 

𝑏𝑦_𝑜𝑡𝑘 =
𝑛𝑝_𝑜𝑡𝑘

𝑛𝑝𝑘
 

Equation 9 
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where 𝑛𝑝_𝑜𝑡𝑘 is the total number of positive reviews for product k by one-timers, and 𝑛𝑝𝑘 

is the total number of positive reviews for product k. 

- A substantial fraction of their high ratings are posted in the shortest average period 

of time. 

The attribute 𝑠𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 in its shortest average period of time. 

To calculate the shortest average period of time, we use Equation 10. 

𝑠𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑖𝑛(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 10 

where 𝑛𝑝𝑘 is the number of positive reviews for k, dd is date distance between each review 

and 𝑟𝑚 is its temporary nearest neighbour. 

- A substantial fraction of their high ratings are posted in the longest average period 

of time.  

The attribute 𝑙𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 for its longest average period of time. 

To calculate the longest average period of time, we use Equation 11. 

𝑙𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑎𝑥(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 11 

where 𝑛𝑝𝑘 is the number of positive reviews for k and dd is the date distance between each 

review and  𝑟𝑚  is its temporary nearest neighbour. 

As a last step, the suspicion score of product k is calculated as follows: 

𝑆𝑆𝑘 =
1

4
(𝑏𝑟𝑡𝑘 + 𝑏𝑦_𝑜𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑠𝑎𝑝𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑙𝑎𝑝𝑡𝑘) 

Equation 12 
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5.2.4. Step 4: Apply naïve Bayes to identify if the review is ballot stuffing or not 

In this step, we apply naïve Bayes to classify which review is a ballot stuffing review and 

which review is not a ballot stuffing review. 

Let a vector 𝑥 = (𝑥1, … , 𝑥𝑛) represent some n features (independent variables) which is 

assigned to the following instance probabilities: 

𝑝(𝐶|𝑥1, … , 𝑥𝑛) 

Equation 13 

for each k possible outcomes of class 𝐶. 

The problem with the above formulation is that if the number of features n is large or if a 

feature can take on a large number of values, then basing such a model on probability tables 

is infeasible. We therefore reformulate the model to make it more tractable. Using Bayes' 

theorem, the conditional probability can be decomposed as 

𝑃(𝐶|𝑥) =
𝑃(𝑥|𝐶)𝑃(𝐶)

𝑃(𝑥)
 

Equation 14 

 

𝑃(𝐶|𝑥) = 𝑃(𝑥1|𝐶) ∗ 𝑃(𝑥2|𝐶) ∗ … ∗ 𝑃(𝑥𝑛|𝐶) ∗ 𝑃(𝐶) 

Equation 15 

where P(𝐶|x) is the posterior probability of class 𝐶 given that the predictor (attribute) is true 

P(𝐶) is the prior probability of class 𝐶 

P(x|𝐶) is the likelihood which is the probability of the predictor, given that class 𝐶 is true 

P(x) is the prior probability of predictor 

When dealing with continuous data, a typical assumption is that the continuous values 

associated with each class are distributed according to a Gaussian distribution. For example, 

suppose the training data contains a continuous attribute x. We first segment the data by 

https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Normal_distribution
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class, and then compute the mean and variance of x in each class. Let 𝜇 be the mean of the 

values in x associated with class 𝐶 and let 𝜎2 be the variance of the values in x associated 

with class 𝐶. Suppose we have collected some observation value 𝑣. Then, the 

probability distribution of  𝑣 given a class  𝐶, P(x=v|𝐶) , can be computed by 

plugging  𝑣 into the equation for a normal distribution parameterized by 𝜇 and 𝜎2. That is, 

𝑃(𝑥 = 𝑣|𝐶𝑘) =
1

√2𝜋𝜎𝑘
2

𝑒
−

(𝑣−𝜇𝑘)2

2𝜎𝑘
2

 

Equation 16 

Mean and variance is computed as follows: 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 

Equation 17 

𝜎2 =
1

𝑛 − 1
∑(𝑥𝑖 − 𝜇)2

𝑛

𝑖=1

 

Equation 18 

 

5.3. Conclusion 

Chapter 5 presents the solution for our research question 1. In this chapter, a network-based 

method to identify ballot stuffing is proposed. This method makes use of a review graph 

which comprises three nodes, reviewers, reviews and products. There are four steps in the 

process of identifying ballot stuffing. Firstly, the suspicion score of the reviewers are 

calculated using attributes such as rating deviation, one-time reviewer, ratio of the number 

of positive reviews by reviewer i to the number of reviews by i, bursting review times and 

posting duplicate reviews. In the second step, the suspicion score of reviews is calculated 

based on the fact that a review which is a duplicate or near-duplicate is suspected as a spam 

review. Then, the suspicion score of the product is calculated by checking if it has received 

bursting high-rating reviews, or a significant fraction of its high ratings are posted by one-

https://en.wikipedia.org/wiki/Variance#Estimating_the_variance
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time reviewers, or most of its high ratings are posted in the period with its highest average 

ratings. Finally, naïve Bayes is used to detect the ballot stuffing reviews based on the 

relationship of the reviewer with its related reviews and products. 
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CHAPTER 6:  

NETWORK-BASED APPROACH FOR IDENTIFYING BAD MOUTHING 

6.1. Introduction 

In this chapter, we introduce a method to identify bad mouthing where the same approach 

as that to identify ballot stuffing is used but instead of taking into account high-rating 

reviews, we use low-rating reviews. 

Bad mouthing reviews are identified using a network-based method. The network-based 

method makes use of a review graph that consists of three types of node, reviewers, reviews 

and products. To identify an individual spam reviewer, a network method is applied which 

consists of four steps. In the first three steps, the suspicion score of reviewers, reviews and 

products is calculated, respectively. Then, naïve Bayes is used to detect bad mouthing 

reviews based on the relationship of the reviewer with its related reviews and products.  

In the first step, we calculate the suspicion score of a reviewer based on five attributes which 

are rating deviation, one-time reviewer, ratio of the number of negative reviews by reviewer 

i to the number of reviews by i, bursting review times and duplicate reviews. A reviewer is 

considered to be bad mouthing if a rating deviation by a reviewer is much higher compared 

to the average rating of a reviewed product, or that reviewer only posts one review for one 

product, or that reviewer only posts all 1-star or 2-star ratings reviews, or that reviewer 

provides too many bad reviews for the same product, or that reviewer posts duplicate reviews. 

Therefore, these five attributes will be taken into account to calculate the suspicion score of 

a reviewer. 

In the second step, we calculate the suspicion score of a review. A review is considered to be 

bad mouthing if it is a duplicate or near-duplicate review. Therefore, we calculate the 

suspicion score of a review based on this factor. 

In the third step, we calculate the suspicion score of a product. A product is suspected of 

getting review spams if it has received bursting low-rating reviews, or a significant fraction 

of its low ratings are posted by one-time reviewers, or most of its low ratings are posted in 

the period with its highest average ratings. Therefore, we calculate the suspicion score of a 

review based on these factors. 
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In the last step, we use a training set obtained by calculating the suspicion score of the 

reviewer, review and product of the bad mouthing reviews (these reviews are known to be 

bad mouthing), then apply it to the dataset crawled from the website www.getapp.com using 

naïve Bayes to identify all the bad mouthing reviews that may be in the dataset. 

 

6.2. Solution to identify bad mouthing 

6.2.1. Step 1: Calculate the suspicion score of reviewers 

A reviewer is suspected to be bad mouthing if  

- the reviewer has a low rating deviation compared to the average rating of a reviewed 

product, or  

- the reviewer is a one-time reviewer, or 

- the reviewer posts all negative reviews (1-star or 2-star ratings only), or 

- the reviewer posts too many bad reviews for the same product, or 

- the reviewer posts the same review a few times. 

Therefore, to identify whether a review provided by a given reviewer is suspicious or not, 

the following attributes are taken into account: 

- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

𝑑𝑒𝑣𝑖𝑘 =
|𝑟𝑖𝑘 − 𝑟𝑖𝑘̅̅̅̅ |

4
 

Equation 19 

where  𝑟𝑖𝑘 are the ratings of reviewer i for product k and 𝑟𝑖𝑘̅̅̅̅  is the average rating of product 

k that reviewer i has reviewed. 

- One-time reviewer 

𝑜𝑡𝑖 = {
1 𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟

0 𝑖𝑓 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟
 

http://www.getapp.com/


67 

 
 

Equation 20 

- Ratio of the number of low-rating reviews by reviewer i to the number of reviews 

by i. 

𝑟𝑎𝑡𝑖 =
𝑛𝑛𝑖

𝑛𝑖
 

Equation 21 

where 𝑛𝑛𝑖 denotes the total number of low-rating reviews by reviewer i and 𝑛𝑖 denotes the 

total number of reviews by reviewer i. 

- Bursting review times, or 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑖 ∶ 

𝑏𝑟𝑡𝑖 = 1 −
𝑛𝑑𝑖

𝑛𝑖
 

Equation 22 

where 𝑏𝑟𝑡𝑖 is the bursting review times by i, 𝑛𝑑𝑖 is the total number of times that i writes 

distinct reviews and 𝑛𝑖 is the total number of times that i posts reviews. 

- Posting duplicate reviews 

𝑑𝑢𝑝𝑖 = {
1 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠

0 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠
 

Equation 23 

where 𝑑𝑢𝑝𝑖 is an attribute to check if reviewer i has posted the same review a few times. 

The attribute returns a value of 1 if reviewer i has posted duplicate reviews. Otherwise, the 

attribute returns a value of 0. 

Finally, the suspicion score for reviewer i is calculated as follows: 

𝑆𝑆𝑖 =
1

5
(𝑑𝑒𝑣𝑖𝑘 + 𝑜𝑡𝑖 + 𝑟𝑎𝑡𝑖 + 𝑏𝑟𝑡𝑖 + 𝑑𝑢𝑝𝑖) 

Equation 24 
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6.2.2. Step 2: Calculate the suspicion score of a review 

A review is suspicious if it is a (near-)duplicate review. Therefore, we can use Equation 25 

to calculate the suspicion score of a review:  

𝑆𝑆𝑗 = 𝑚𝑎𝑥𝑖≠𝑗𝐶𝑜𝑠𝑖𝑛𝑒′(𝑟𝑒𝑣𝑖𝑒𝑤𝑗 , 𝑟𝑒𝑣𝑖𝑒𝑤𝑠) 

𝑠. 𝑡. ∃𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑘 𝑎𝑛𝑑 (𝑗, 𝑘), (𝑠, 𝑘) ∈ 𝐸 

Equation 25 

where E is the edge set of the review graph and cosine’ is the cosine linearly scaled between 

0 and 1 to be consistent with the other features. 

6.2.3. Step 3: Calculate the suspicion score of product k 

A product is suspected of receiving review spams if it has received bursting low-rating 

reviews, or a significant fraction of its low ratings are posted by one-time reviewers, or most 

of its low ratings are posted in the period with its highest average ratings. Therefore, we 

calculate the suspicion score of a review based on these factors. The suspicion score of 

product k is given by the following attributes: 

- It has received bursting low-rating reviews 

𝑏𝑟𝑡𝑘 = 1 −
𝑛𝑑𝑘

𝑛𝑘
 

Equation 26 

where 𝑏𝑟𝑡𝑘 is the bursting review times for product k, 𝑛𝑑𝑘 is the total number of distinct 

reviews written for k and 𝑛𝑘 is the total number of reviews posted for product k.  

- A significant fraction of its low ratings are posted by one-time reviewers. 

𝑏𝑦_𝑜𝑡𝑘 represents the fraction of a high-rating review for product k from one-time reviewers, 

which is given in Equation 27. 

𝑏𝑦_𝑜𝑡𝑘 =
𝑛𝑛_𝑜𝑡𝑘

𝑛𝑛𝑘
 

Equation 27 
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where 𝑛𝑛_𝑜𝑡𝑘 is the total number of negative reviews for product k by one-timers, and 𝑛𝑛𝑘 

is the total number of  negative reviews for product k. 

- A substantial fraction of their low ratings are posted in the shortest average period 

of time. 

The attribute 𝑠𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 in its shortest average period of time. 

To calculate the shortest average period of time, we use Equation 28. 

𝑠𝑎𝑝𝑡𝑘 =
1

𝑛𝑛𝑘 − 2
∑ 𝑚𝑖𝑛(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 28 

where 𝑛𝑛𝑘 is the number of low-rating reviews for k, dd is the date distance between each 

review and 𝑟𝑚 is its temporary nearest neighbour 

- A substantial fraction of their low ratings are posted in the longest average period of 

time.  

The attribute 𝑙𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 for its longest average period of time. 

To calculate the longest average period of time, we use Equation 29. 

𝑙𝑎𝑝𝑡𝑘 =
1

𝑛𝑛𝑘 − 2
∑ 𝑚𝑎𝑥(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 29 

where 𝑛𝑛𝑘 is the number of low-rating reviews for k and dd is date distance between each 

review and  𝑟𝑚  is its temporary nearest neighbour. 

As a last step, the suspicion score of product k is calculated as follows: 

𝑆𝑆𝑘 =
1

4
(𝑏𝑟𝑡𝑘 + 𝑏𝑦_𝑜𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑠𝑎𝑝𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑙𝑎𝑝𝑡𝑘) 

Equation 30 

6.2.4. Step 4: Apply naïve Bayes to identify bad mouthing 
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In this step, we apply naïve Bayes to classify which review is a bad mouthing review and 

which review is not a bad mouthing review. 

Let a vector 𝑥 = (𝑥1, … , 𝑥𝑛) represent some n features (independent variables) which are 

assigned to the following instance probabilities: 

𝑝(𝐶|𝑥1, … , 𝑥𝑛) 

Equation 31 

for each k possible outcomes or class 𝐶 

The problem with the above formulation is that if the number of features n is large or if a 

feature can take on a large number of values, then basing such a model on probability tables 

is infeasible. We therefore reformulate the model to make it more tractable. Using Bayes’ 

theorem, the conditional probability can be decomposed as 

𝑃(𝐶|𝑥) =
𝑃(𝑥|𝐶)𝑃(𝐶)

𝑃(𝑥)
 

Equation 32 

 

𝑃(𝐶|𝑥) = 𝑃(𝑥1|𝐶) ∗ 𝑃(𝑥2|𝐶) ∗ … ∗ 𝑃(𝑥𝑛|𝐶) ∗ 𝑃(𝐶) 

Equation 33 

where P(𝐶|x) is the posterior probability of class 𝐶 given that the predictor (attribute) is true, 

P(𝐶) is the prior probability of class 𝐶, 

P(x|𝐶) is the likelihood which is the probability of the predictor given that class 𝐶 is true, 

P(x) is the prior probability of predictor. 

When dealing with continuous data, a typical assumption is that the continuous values 

associated with each class are distributed according to a Gaussian distribution. For example, 

suppose the training data contains a continuous attribute x. We first segment the data by 

class, and then compute the mean and variance of  x in each class. Let 𝜇 be the mean of the 

https://en.wikipedia.org/wiki/Normal_distribution
https://en.wikipedia.org/wiki/Variance#Estimating_the_variance
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values in x associated with class 𝐶 and let 𝜎2 be the variance of the values in x associated 

with class 𝐶. Suppose we have collected some observation value 𝑣. Then, the 

probability distribution of  𝑣 given a class  𝐶, P(x=v|𝐶) , can be computed by 

plugging  𝑣 into the equation for a normal distribution parameterized by 𝜇 and 𝜎2. That is, 

𝑃(𝑥 = 𝑣|𝐶𝑘) =
1

√2𝜋𝜎𝑘
2

𝑒
−

(𝑣−𝜇𝑘)2

2𝜎𝑘
2

 

Equation 34 

Mean 𝜇 and variance 𝜎2 is computed as follows: 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 

Equation 35 

𝜎2 =
1

𝑛 − 1
∑(𝑥𝑖 − 𝜇)2

𝑛

𝑖=1

 

Equation 36 

 

6.3. Conclusion 

Chapter 6 clearly presented the solution for our research question 2. In this chapter, a 

network-based method to identify bad mouthing was proposed. This method makes use of 

a review graph which comprises three nodes, reviewers, reviews and products. There are 

four steps in the process of identifying bad mouthing. Firstly, the suspicion score of the 

reviewers is calculated using five attributes, rating deviation, one-time reviewer, ratio of the 

number of negative reviews by reviewer i to the number of reviews by i, bursting review 

times and posting duplicate reviews. In the second step, the suspicion score of reviews is 

calculated based on the fact that a review which is a duplicate or near-duplicate is suspected 

of being a spam review. Then, the suspicion score of the product is calculated by checking if 

it has received bursting low-rating reviews, or a significant fraction of its low ratings are 

posted by one-time reviewers, or most of its low ratings are posted in the period with its 
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highest average ratings. Finally, naïve Bayes is used to detect bad mouthing reviews based 

on the relationship of the reviewer with its related reviews and products. 
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CHAPTER 7:  

NETWORK-BASED APPROACH FOR IDENTIFYING SPAMMER GROUPS 

7.1. Introduction 

As discussed in Chapter 2, techniques that have already been employed to detect single 

spammers, or groups of them, can be divided into three categories: linguistic methods, 

behaviour methods and network methods. It is easier for spammers to mimic language and 

behaviour patterns than to mimic network-based patterns. For example, spammers can 

accommodate their use of certain language that has been detected to be associated with unfair 

reviews (Ott et al. 2011). On the other hand, it is harder to deceive network-level 

characteristics for the following reasons. Firstly, spammers often do not have a complete 

view of the whole review network because of its sheer range. Secondly, due to the limited 

budget, unfair reviewers would not repeat unimportant structures in the network. Therefore, 

this thesis focuses on detecting incorrect reviews using a network-based method. 

In this chapter, we present two intelligent methods to identify spammer groups. The first 

method makes use of the ballot stuffing and bad mouthing reviews detected using the 

methods presented in Chapter 5 and Chapter 6, and then uses K-means clustering to find the 

group to which these reviews belong. The second method makes use of the ballot stuffing 

and bad mouthing reviews detected using the methods presented in Chapter 5 and Chapter 6, 

and then applies fuzzy K-means clustering to find all the groups to which these reviews 

belong. 

 

7.2. Solution to identify spammer groups 

We propose to combine different existing techniques that focus mainly on a network-based 

approach, with a view to creating a model that outperforms previous methods, enabling the 

identification of both individual spammers and group spammers with a high level of 

accuracy. The developed model is further enhanced by adding data mining techniques such 

as K-means clustering or fuzzy K-means clustering, allowing us to identify candidate groups 

of spammers. Through this process, it is possible to extend the efficacy of this technique to a 

group level. 
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There are two stages in the solution to identify spammer groups. In the first stage, we identify 

individual spam reviews. The second stage finds all the groups to which these individual 

spam reviews belong. 

7.2.1. A K-means approach to identify spammer groups 

7.2.1.1. Stage 1:  Identify ballot stuffing/bad mouthing 

Step 1: Calculate the suspicion score of reviewers 

A reviewer is suspected to be ballot stuffing if  

- the reviewer provides a high rating deviation compared to the average rating of a 

reviewed product, or  

- the reviewer is a one-time reviewer, or 

- the reviewer posts all positive reviews (4-star or 5-star ratings only), or 

- the reviewer posts too many good reviews for the same product, or 

- the reviewer posts the same review a few times. 

Therefore, to identify whether a review provided by a given reviewer is suspicious or not, 

the following attributes are taken into account: 

- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

𝑑𝑒𝑣𝑖𝑘 =
|𝑟𝑖𝑘 − 𝑟𝑖𝑘̅̅̅̅ |

4
 

Equation 37 

where 𝑟𝑖𝑘 are the ratings of reviewer i for product k and 𝑟𝑖𝑘̅̅̅̅  is the average rating of product 

k that reviewer i has reviewed. 

- One-time reviewer 

𝑜𝑡𝑖 = {
1 𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟

0 𝑖𝑓 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟
 

Equation 38 
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- Ratio of the number of high-rating reviews by reviewer i to the number of reviews 

by i. 

𝑟𝑎𝑡𝑖 =
𝑛𝑝𝑖

𝑛𝑖
 

Equation 39 

where 𝑛𝑝𝑖 denotes the total number of high-rating reviews by reviewer i and 𝑛𝑖 denotes the 

total number of reviews by reviewer i. 

- Bursting review times, or 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑖 ∶ 

𝑏𝑟𝑡𝑖 = 1 −
𝑛𝑑𝑖

𝑛𝑖
 

Equation 40 

where 𝑏𝑟𝑡𝑖 is the bursting review times by i, 𝑛𝑑𝑖  is the total number of times that i writes 

distinct reviews and 𝑛𝑖 is the total number of times that i posts reviews. 

- Posting duplicate reviews 

𝑑𝑢𝑝𝑖 = {
1 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠

0 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠
 

Equation 41 

where 𝑑𝑢𝑝𝑖 is an attribute to check if reviewer i has posted the same review a few times. 

The attribute returns a value of 1 if reviewer i has posted duplicate reviews. Otherwise, the 

attribute returns a value of 0. 

Finally, the suspicion score for reviewer i is calculated as follows: 

𝑆𝑆𝑖 =
1

5
(𝑑𝑒𝑣𝑖𝑘 + 𝑜𝑡𝑖 + 𝑟𝑎𝑡𝑖 + 𝑏𝑟𝑡𝑖 + 𝑑𝑢𝑝𝑖) 

Equation 42 
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Step 2: Calculate the suspicion score of a review 

A review is suspicious if it is a (near-)duplicate review. Therefore, we can use Equation 43 

to calculate the suspicion score of a review:  

𝑆𝑆𝑗 = 𝑚𝑎𝑥𝑖≠𝑗𝐶𝑜𝑠𝑖𝑛𝑒′(𝑟𝑒𝑣𝑖𝑒𝑤𝑗 , 𝑟𝑒𝑣𝑖𝑒𝑤𝑠) 

𝑠. 𝑡. ∃𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑘 𝑎𝑛𝑑 (𝑗, 𝑘), (𝑠, 𝑘) ∈ 𝐸 

Equation 43 

where E is the edge set of the review graph and cosine’ is the cosine linearly scaled between 

0 and 1 to be consistent with the other features. 

Step 3: Calculate the suspicion score of product k 

A product is suspected of getting review spams if it has received bursting high-rating reviews, 

or a significant fraction of its high ratings are posted by one-time reviewers, or most of its 

high ratings are posted in the period with its highest average ratings. Therefore, we calculate 

the suspicion score of a review based on these factors. The suspicion score of product k is 

given by the following attributes: 

- It has received bursting high-rating reviews 

𝑏𝑟𝑡𝑘 = 1 −
𝑛𝑑𝑘

𝑛𝑘
 

Equation 44 

where 𝑏𝑟𝑡𝑘 is the bursting review times for product k, 𝑛𝑑𝑘 is the total number of distinct 

reviews written for k and 𝑛𝑘 is the total number of reviews posted for product k.  

- A significant fraction of its high ratings are posted by one-time reviewers. 

𝑏𝑦_𝑜𝑡𝑘 represents what fraction of a high-rating review for product k is from one-time 

reviewers, which is given in Equation 45. 

𝑏𝑦_𝑜𝑡𝑘 =
𝑛𝑝_𝑜𝑡𝑘

𝑛𝑝𝑘
 

Equation 45 
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where 𝑛𝑝_𝑜𝑡𝑘 is the total number of positive reviews for product k by one-timers, and 𝑛𝑝𝑘 

is the total number of positive reviews for product k. 

- A substantial fraction of their high ratings are posted in the shortest average period 

of time. 

The attribute 𝑠𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 in its shortest average period of time. 

To calculate the shortest average period of time, we use Equation 46. 

𝑠𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑖𝑛(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 46 

where 𝑛𝑝𝑘 is the number of positive reviews for k, dd is date distance between each review 

and 𝑟𝑚 is its temporary nearest neighbour. 

- A substantial fraction of their high ratings are posted in the longest average period 

of time. 

The attribute 𝑙𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 for its longest average period of time. 

To calculate the longest average period of time, we use Equation 47. 

𝑙𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑎𝑥(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 47 

where 𝑛𝑝𝑘 is the number of positive reviews for k and dd is date distance between each 

review and  𝑟𝑚  is its temporary nearest neighbour. 

As a last step, the suspicion score of product k is calculated as follows: 

𝑆𝑆𝑘 =
1

4
(𝑏𝑟𝑡𝑘 + 𝑏𝑦_𝑜𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑠𝑎𝑝𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑙𝑎𝑝𝑡𝑘) 

Equation 48 
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Step 4: Apply naïve Bayes to identify if the review is ballot stuffing or not 

In this step, we apply naïve Bayes to classify which review is a ballot stuffing review and 

which review is not a ballot stuffing review. 

Let a vector 𝑥 = (𝑥1, … , 𝑥𝑛) represent some n features (independent variables) which is 

assigned to the following instance probabilities: 

𝑝(𝐶|𝑥1, … , 𝑥𝑛) 

Equation 49 

for each k possible outcomes or class 𝐶. 

The problem with the above formulation is that if the number of features n is large or if a 

feature can take on a large number of values, then basing such a model on probability tables 

is infeasible. We therefore reformulate the model to make it more tractable. Using Bayes' 

theorem, the conditional probability can be decomposed as 

𝑃(𝐶|𝑥) =
𝑃(𝑥|𝐶)𝑃(𝐶)

𝑃(𝑥)
 

Equation 50 

 

𝑃(𝐶|𝑥) = 𝑃(𝑥1|𝐶) ∗ 𝑃(𝑥2|𝐶) ∗ … ∗ 𝑃(𝑥𝑛|𝐶) ∗ 𝑃(𝐶) 

Equation 51 

where P(𝐶|x) is the posterior probability of class 𝐶 given that the predictor (attribute) is true 

P(𝐶) is the prior probability of class 𝐶 

P(x|𝐶) is the likelihood which is the probability of the predictor given that class 𝐶 is true 

P(x) is the prior probability of the predictor 

When dealing with continuous data, a typical assumption is that the continuous values 

associated with each class are distributed according to a Gaussian distribution. For example, 

suppose the training data contains a continuous attribute x. We first segment the data by 

https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Normal_distribution
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class, and then compute the mean and variance of x in each class. Let 𝜇 be the mean of the 

values in x associated with class 𝐶 and let 𝜎2 be the variance of the values in x associated 

with class 𝐶. Suppose we have collected some observation value 𝑣. Then, the 

probability distribution of  𝑣 given a class 𝐶, P(x=v|𝐶) , can be computed by 

plugging  𝑣 into the equation for a normal distribution parameterized by 𝜇 and 𝜎2. That is, 

𝑃(𝑥 = 𝑣|𝐶𝑘) =
1

√2𝜋𝜎𝑘
2

𝑒
−

(𝑣−𝜇𝑘)2

2𝜎𝑘
2

 

Equation 52 

Mean and variance are computed as follows: 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 

Equation 53 

𝜎2 =
1

𝑛 − 1
∑(𝑥𝑖 − 𝜇)2

𝑛

𝑖=1

 

Equation 54 

7.2.1.2. Stage 2: Find all spammer groups to which all ballot stuffing/bad mouthing 

reviews detected in Stage 1 belong using K-means clustering 

Let 𝑋 = {𝑥𝑖}, 𝑖 = 1, 𝑛̅̅ ̅̅̅ be the set of n d-dimensional points to be clustered into a set of K 

clusters, 𝐶 = {𝑐𝑘}, 𝑘 = 1, 𝐾̅̅ ̅̅ ̅. The K-means algorithm finds a partition such that the squared 

error between the empirical mean of a cluster and the points in the cluster are minimized. Let 

𝜇𝑘 be the mean of cluster 𝑐𝑘. The squared error between 𝜇𝑘 and the points in cluster 𝑐𝑘 is 

defined as 

𝐽(𝑐𝑘) = ∑ ‖𝑥𝑖 − 𝜇𝑘‖2

𝑥𝑖∈𝑐𝑘

 

Equation 55 

The goal of K-means is to minimize the sum of the squared error over all K clusters, 

https://en.wikipedia.org/wiki/Variance#Estimating_the_variance
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𝐽(𝐶) = ∑ ∑ ‖𝑥𝑖 − 𝜇𝑘‖2

𝑥𝑖∈𝑐𝑘

𝐾

𝑘=1

 

Equation 56 

According to Jain and Dubes (1988), there are three main steps the in K-means clustering 

algorithm as follows: 

(1) Select an initial partition with K clusters; repeat steps 2 and 3 until cluster 

membership stabilizes. 

(2) Generate a new partition by assigning each pattern to its closest cluster centre.  

(3) Compute new cluster centres. 

7.2.2. A fuzzy approach to identify spammer groups 

The method proposed in this paper comprises two stages. In Stage 1, a network method is 

applied to identify individual spam reviewers based on a score calculated by the network 

method. In Stage 2, a fuzzy K-means clustering algorithm is used to find the cluster(s) to 

which a spam reviewer belongs. As previously mentioned, fuzzy K-means clustering is able 

to reveal spammer affiliations with more than one cluster. 

7.2.2.1. Stage 1:  Identify ballot stuffing/bad mouthing 

Step 1: Calculate the suspicion score of reviewers 

A reviewer is suspected to be ballot stuffing if  

- the reviewer provides a high rating deviation compared to the average rating of a 

reviewed product, or  

- the reviewer is a one-time reviewer, or 

- the reviewer posts all positive reviews (4-star or 5-star ratings only), or 

- the reviewer posts too many good reviews for the same product, or 

- the reviewer posts the same review a few times. 

Therefore, to identify whether a review provided by a given reviewer is suspicious or not, 

the following attributes are taken into account: 
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- Rating deviation: A rating by a reviewer that greatly deviates from the average 

ratings for that product is significant. 

𝑑𝑒𝑣𝑖𝑘 =
|𝑟𝑖𝑘 − 𝑟𝑖𝑘̅̅̅̅ |

4
 

Equation 57 

where 𝑟𝑖𝑘 are the ratings of reviewer i for product k and 𝑟𝑖𝑘̅̅̅̅  is the average rating of product 

k that reviewer i has reviewed. 

- One-time reviewer 

𝑜𝑡𝑖 = {
1 𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟

0 𝑖𝑓 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑎 𝑜𝑛𝑒 − 𝑡𝑖𝑚𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟
 

Equation 58 

- Ratio of the number of high-rating reviews by reviewer i to the number of reviews 

by i. 

𝑟𝑎𝑡𝑖 =
𝑛𝑝𝑖

𝑛𝑖
 

Equation 59 

where 𝑛𝑝𝑖 denotes the total number of high-rating reviews by reviewer i and 𝑛𝑖 denotes the 

total number of reviews by reviewer i. 

- Bursting review times, or 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑖 ∶ 

𝑏𝑟𝑡𝑖 = 1 −
𝑛𝑑𝑖

𝑛𝑖
 

Equation 60 

where 𝑏𝑟𝑡𝑖 is the bursting review times by i, 𝑛𝑑𝑖  is the total number of times that i writes 

distinct reviews and 𝑛𝑖 is the total number of times that i posts reviews. 

- Posting duplicate reviews 
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𝑑𝑢𝑝𝑖 = {
1 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠

0 𝑖𝑓 𝑖 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑝𝑜𝑠𝑡𝑒𝑑 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑠
 

Equation 61 

where 𝑑𝑢𝑝𝑖 is an attribute to check if reviewer i has posted the same review a few times. 

The attribute returns a value of 1 if reviewer i has posted duplicate reviews. Otherwise, the 

attribute returns a value of 0. 

Finally, the suspicion score for reviewer i is calculated as follows: 

𝑆𝑆𝑖 =
1

5
(𝑑𝑒𝑣𝑖𝑘 + 𝑜𝑡𝑖 + 𝑟𝑎𝑡𝑖 + 𝑏𝑟𝑡𝑖 + 𝑑𝑢𝑝𝑖) 

Equation 62 

Step 2: Calculate the suspicion score of a review 

A review is suspicious if it is a (near-)duplicate review. Therefore, we can use Equation 63 

to calculate the suspicion score of a review:  

𝑆𝑆𝑗 = 𝑚𝑎𝑥𝑖≠𝑗𝐶𝑜𝑠𝑖𝑛𝑒′(𝑟𝑒𝑣𝑖𝑒𝑤𝑗 , 𝑟𝑒𝑣𝑖𝑒𝑤𝑠) 

𝑠. 𝑡. ∃𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑘 𝑎𝑛𝑑 (𝑗, 𝑘), (𝑠, 𝑘) ∈ 𝐸 

Equation 63 

where E is the edge set of the review graph and cosine’ is the cosine linearly scaled between 

0 and 1 to be consistent with the other features. 

Step 3: Calculate the suspicion score of product k 

A product is suspected of receiving review spams if it has received bursting high-rating 

reviews, or a significant fraction of its high ratings are posted by one-time reviewers, or most 

of its high ratings are posted in the period with its highest average ratings. Therefore, we 

calculate the suspicion score of a review based on these factors. The suspicion score of 

product k is given by the following attributes: 

- It has received bursting high-rating reviews 
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𝑏𝑟𝑡𝑘 = 1 −
𝑛𝑑𝑘

𝑛𝑘
 

Equation 64 

where 𝑏𝑟𝑡𝑘 is the bursting review times for product k, 𝑛𝑑𝑘 is the total number of distinct 

reviews written for k and 𝑛𝑘 is the total number of reviews posted for product k.  

- A significant fraction of its high ratings are posted by one-time reviewers. 

𝑏𝑦_𝑜𝑡𝑘 represents the fraction of a high-rating review for product k from one-time reviewers, 

which is given in Equation 65. 

𝑏𝑦_𝑜𝑡𝑘 =
𝑛𝑝_𝑜𝑡𝑘

𝑛𝑝𝑘
 

Equation 65 

where 𝑛𝑝_𝑜𝑡𝑘 is the total number of positive reviews for product k by one-timers, and 𝑛𝑝𝑘 

is the total number of positive reviews for product k. 

- A substantial fraction of their high ratings are posted in the shortest average period 

of time. 

The attribute 𝑠𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 in its shortest average period of time. 

To calculate the shortest average period of time, we use Equation 66. 

𝑠𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑖𝑛(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 66 

where 𝑛𝑝𝑘 is the number of positive reviews for k, dd is date distance between each review 

and 𝑟𝑚 is its temporary nearest neighbour. 

- A substantial fraction of their high ratings are posted in the longest average period 

of time.  
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The attribute 𝑙𝑎𝑝𝑡𝑘 is used to present the 𝑏𝑢𝑟𝑠𝑡𝑖𝑛𝑒𝑠𝑠𝑘 for its longest average period of time. 

To calculate the longest average period of time, we use Equation 67. 

𝑙𝑎𝑝𝑡𝑘 =
1

𝑛𝑝𝑘 − 2
∑ 𝑚𝑎𝑥(𝑑𝑑(𝑟𝑚, 𝑟𝑚−1), 𝑑𝑑(𝑟𝑚, 𝑟𝑚+1))

𝑛𝑝𝑘

𝑚=1

 

Equation 67 

where 𝑛𝑝𝑘 is the number of positive reviews for k and dd is date distance between each 

review and  𝑟𝑚  is its temporary nearest neighbour. 

As a last step, the suspicion score of product k is calculated as follows: 

𝑆𝑆𝑘 =
1

4
(𝑏𝑟𝑡𝑘 + 𝑏𝑦_𝑜𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑠𝑎𝑝𝑡𝑘 + 𝑖𝑛_𝑏𝑒𝑠𝑡_𝑙𝑎𝑝𝑡𝑘) 

Equation 68 

Step 4: Apply naïve Bayes to identify if the review is ballot stuffing or not 

In this step, we apply naïve Bayes to classify which review is ballot stuffing review and 

which review is not ballot stuffing review. 

Let a vector 𝑥 = (𝑥1, … , 𝑥𝑛) represent some n features (independent variables) which are 

assigned to the following instance probabilities: 

𝑝(𝐶|𝑥1, … , 𝑥𝑛) 

Equation 69 

for each k possible outcomes or class 𝐶. 

The problem with the above formulation is that if the number of features n is large or if a 

feature can take on a large number of values, then basing such a model on probability tables 

is infeasible. We therefore reformulate the model to make it more tractable. Using Bayes' 

theorem, the conditional probability can be decomposed as 

𝑃(𝐶|𝑥) =
𝑃(𝑥|𝐶)𝑃(𝐶)

𝑃(𝑥)
 

https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Bayes%27_theorem
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Equation 70 

𝑃(𝐶|𝑥) = 𝑃(𝑥1|𝐶) ∗ 𝑃(𝑥2|𝐶) ∗ … ∗ 𝑃(𝑥𝑛|𝐶) ∗ 𝑃(𝐶) 

Equation 71 

where P(𝐶|x) is the posterior probability of class 𝐶 given that the predictor (attribute) is true 

P(𝐶) is the prior probability of class 𝐶 

P(x|𝐶) is the likelihood which is the probability of the predictor given that the class 𝐶 is true 

P(x) is the prior probability of the predictor 

When dealing with continuous data, a typical assumption is that the continuous values 

associated with each class are distributed according to a Gaussian distribution. For example, 

suppose the training data contains a continuous attribute x. We first segment the data by 

class, and then compute the mean and variance of x in each class. Let 𝜇 be the mean of the 

values in x associated with class 𝐶 and let 𝜎2 be the variance of the values in x associated 

with class 𝐶. Suppose we have collected some observation value 𝑣. Then, the 

probability distribution of  𝑣 given a class 𝐶, P(x=v|𝐶) , can be computed by 

plugging  𝑣 into the equation for a normal distribution parameterized by 𝜇 and 𝜎2. That is, 

𝑃(𝑥 = 𝑣|𝐶𝑘) =
1

√2𝜋𝜎𝑘
2

𝑒
−

(𝑣−𝜇𝑘)2

2𝜎𝑘
2

 

Equation 72 

Mean and variance is computed as follows: 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 

Equation 73 

𝜎2 =
1

𝑛 − 1
∑(𝑥𝑖 − 𝜇)2

𝑛

𝑖=1

 

Equation 74 

https://en.wikipedia.org/wiki/Normal_distribution
https://en.wikipedia.org/wiki/Variance#Estimating_the_variance
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7.2.2.2. Stage 2: Find all spammer groups to which the ballot stuffing/bad mouthing 

reviews detected in Stage 1 belong using fuzzy K-means clustering 

In this section, we present the fuzzy K-means clustering algorithm (Chang et al. 2011) to 

detect spamming groups. The algorithm divides the data points into k clusters 𝑆𝑙(𝑙 =

1, 2, … , 𝑘). Clusters 𝑆𝑙 are associated with cluster centre 𝐶𝑙 and this kind of relationship is 

fuzzy. The degree of association between data point 𝑋𝑖 and cluster centre𝐶𝑗 is represented by 

a membership 𝑢𝑖,𝑗 ∈ [0, 1]. The set of data points is denoted as 𝑆 = {𝑋𝑖}.  

The following distortion should be minimized with respect to cluster representation 𝐶𝑗  and 

membership 𝑢𝑖,𝑗: 

𝐽 =  ∑ ∑ 𝑢𝑖,𝑗
𝑚

𝑁

𝑖=1

𝑘

𝑗=1

𝑑𝑖𝑗 

Equation 75 

where N is the number of data points, m is the fuzzified parameter, k is the number of clusters 

and 𝑑𝑖𝑗 is the squared Euclidean distance between data point 𝑋𝑖 and cluster centre 𝐶𝑗. Also, 

𝑢𝑖,𝑗 should satisfy the constraint in Equation 76. 

∑ 𝑢𝑖,𝑗 = 1, 𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑁

𝑘

𝑗=1

 

Equation 76 

The main process of the fuzzy K-means clustering algorithm is the mapping of a given set of 

representative vectors into an enhanced set by partitioning the data points. It starts with a set 

of initial cluster centres. The mapping process is repeated until it satisfies a stopping criterion. 

It is assumed that two clusters do not coincide. In the case that two cluster centres have the 

same cluster representative, a cluster centre should be disordered so that there is no 

coincidence in the iterative process. If 𝑑𝑖𝑗 < 𝜂, then 𝑢𝑖,𝑗 = 1 and 𝑢𝑖,𝑙 = 0 for 𝑙 ≠ 𝑗, where 𝜂 

is a very small positive number. The fuzzy K-means clustering algorithm can be illustrated 

in the following four steps: 
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Step 1: Input a set of initial cluster centres  

Input a set of initial cluster centres SC0 = {Cj(0)} and the value of ε. Set p = 1. 

Step 2: Update the membership 

Given the set of cluster centres 𝑆𝐶𝑝, compute 𝑑𝑖𝑗 for 𝑖 = 1 𝑡𝑜 𝑁 and 𝑗 = 1 𝑡𝑜 𝑘. The 

memberships 𝑢𝑖,𝑗 are updated using the following formula: 

𝑢𝑖,𝑗 = ((𝑑𝑖𝑗)
1 𝑚−1⁄

∑ (
1

𝑑𝑖𝑙
)

1 𝑚−1⁄𝑘

𝑙=1

)

−1

 

Equation 77 

If 𝑑𝑖𝑗 < 𝜂, set 𝑢𝑖,𝑗 = 1, where 𝜂 is a very small positive number. 

Step 3: Compute the centre for each cluster 

The centre for each cluster is computed using the following equation to arrive at a new set of 

cluster centres 𝑆𝐶𝑝+1. 

𝐶𝑗(𝑝) =
∑ 𝑢𝑖𝑗

𝑚𝑋𝑖
𝑁
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑁

𝑖=1

 

Equation 78 

Step 4: Iteration step 

Given 𝜀 > 0 is a very small positive number, if ‖𝐶𝑗(𝑝) − 𝐶𝑗(𝑝 − 1)‖ < 𝜀 𝑓𝑜𝑟 𝑗 = 1 𝑡𝑜 𝑘, 

then stop. Otherwise set 𝑝 + 1 → 𝑝 and go to step 2.  

 

7.3. Conclusion 

In this chapter, two algorithms to identify spammer groups were presented. The first method 

makes use of ballot stuffing and bad mouthing reviews detected using the methods proposed 

in Chapter 5 and Chapter 6, and then uses K-means clustering to find the group to which 

these reviews belong. The second method makes use of ballot stuffing and bad mouthing 

reviews detected using the methods proposed in Chapter 5 and Chapter 6, and then applies 

fuzzy K-means clustering to find all the groups to which these reviews belong. 
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CHAPTER 8:  

GRAPH-BASED METHOD FOR DETECTING CLIQUES 

8.1. Introduction 

In this chapter, we present the solution to identify cliques, which involves nine steps using 

a graph-based method. Based on our definition of a clique in the context of incorrect reviews 

in Chapter 2, a clique is a group of agents who work together to promote their products. 

Agents in a clique form a review circle as one agent will receive a review from another agent 

and will also provide a review on a different agent. This means the definition of a clique is 

similar to a directed and weighted graph. Therefore, a graph-based method is taken into 

account to identify cliques in the context of cloud reviews. 

The clique in the context of incorrect reviews has similar characteristics to a directed and 

weighted graph where each dense subgraph has a high probability of becoming a clique. 

Each node in a review graph is a provider and two providers have connections when they 

write good reviews for each other. If a provider writes a good review for another provider, 

there is a direction between these two provider nodes. In this context where a directed and 

weighted graph is used, there are two different connections if two providers write good 

reviews for each other. In addition to direction, weight is another important factor in this 

algorithm because it represents the strength of the connection between two nodes. In the 

context of this research, each provider can write many reviews for the other provider with 

different star ratings. Therefore, the weight in the review graph will be the medium star 

rating the providers give each other. 

 

8.2. Solution to identify cliques 

Our proposed solution comprises the following nine steps. 

8.2.1. Step 1: Check whether a review is ballot stuffing, then calculate the total 

number of stars in all the reviews 

In order to identify cliques in reputation systems, we first check whether a review is ballot 

stuffing. Then, we calculate the weight in the weighted directed graph using Equation 79. 

Weight is an important factor in this algorithm because it represents the strength of the 
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connection between two nodes. In the context of this research, each provider can write many 

reviews for the other provider with different ratings. Therefore, the weight in the review 

graph will be the medium star rating the providers give each other, which means that the 

higher the rating, the stronger their connection.  

𝑤𝑒𝑖𝑔ℎ𝑡 =  
1

𝑇𝑜𝑡𝑎𝑙𝑁𝑜𝑂𝑓𝑆𝑡𝑎𝑟𝑠
 

Equation 79 

To identify cliques, we take into account how to find a subgraph in a weighted directed 

graph. We make use of the method by Günnemann and Seidl (2010) to identify all subgraphs 

in a weighted directed graph to find the cliques. The number of stars in all the reviews where 

s gives d1, s gives d2, d1 gives d3, d1 gives d2, d2 gives d4 are 1, 10, 2, 3, 11 respectively. 

Figure 13 illustrates the number of reviews that one person gives another. 

 

Figure 13: Clique with numbers of reviews 

8.2.2. Step 2: Find the shortest path distance between two nodes and calculate the 

influence of each node 

The shortest path distance between two nodes s and d is used in this approach as a 

representative for a graph-based distance function. There may be more than one path 

between the source and the destination. The distance between the source and the destination 

is calculated based on the sum of weights of all edges in between. In this step, we need to 
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find the shortest path distance between the source and the destination nodes. Given a 

weighted graph G = (V, E, w) in which G represents the graph and V, E and w represent the 

vertices, edges and weight respectively, using the Dijkstra algorithm, the shortest path 

distance node s and d is defined as 

𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑) =  𝑝𝑎𝑡ℎ<𝑝1,…,𝑝𝑛>
            𝑚𝑖𝑛 {∑ 𝑤(𝑝𝑖 , 𝑝𝑖+1|𝑠⋀𝑝𝑛 = 𝑑}

𝑛−1

𝑖=1

 

Equation 80 

The influence based on the Epanechnikov kernel is defined by 

𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒(𝑠, 𝑑) = 𝑊 (
𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑)

ℎ
)  𝑤𝑖𝑡ℎ 𝑊(𝑥) = {

3

4
(1 − 𝑥2), |𝑥| < 0

0, 𝑒𝑙𝑠𝑒
 

Equation 81 

where s is the source node, 

d is the destination node, 

h is the maximum value of the edge weight which is defined by the minimum star rating 

median one provider gives to the other to be considered as belonging to a clique. In other 

words, the action of giving a star rating to the other provider which is too low is not 

considered as creating a fake review to inflate that provider, therefore it cannot be in a clique. 

The minimum star rating allowed can be defined depending on the context of the dataset 

and the range of the star rating. 

As all graphs are directed, the influence value of (s, d) may be different from the influence 

of (d, s). 

For example, we can see in Figure 13: 

𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑1) = 1 

𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑2) = 3 
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𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑3) = 4 

𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑠, 𝑑4) = 14 

𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒(𝑥, 𝑦) > 0 iff 𝑑𝑚𝑖𝑛−𝑝𝑎𝑡ℎ(𝑥, 𝑦) < 5 

8.2.3. Step 3: Define the influence region and direct region for each node 

The direct region of a node is a collection of nodes directly giving reviews for that node. 

The influence region of node s is illustrated in Equation 82. 

𝑑 ∈ 𝑑𝑖𝑟𝑒𝑐𝑡(𝑠) ⇔ (𝑠, 𝑑) ∈ 𝐸 ∧ 𝑤(𝑠, 𝑑) < ℎ 

Equation 82 

The influence region of a node is the extension of the direct region because not only is the 

direct level considered, but also the nodes with indirect connections to that node are included 

if the path’s distance is smaller than h. 

𝑑 ∈ 𝑟𝑒𝑔𝑖𝑜𝑛(𝑠) ⇔ 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒(𝑠, 𝑑) > 0 

Equation 83 

In Figure 13, the direct region is: 𝑟𝑒𝑔𝑖𝑜𝑛(𝑠) = {𝑠, 𝑑1, 𝑑2, 𝑑3}, 𝑑𝑖𝑟𝑒𝑐𝑡(𝑠) = {𝑑1} 

s can reach all nodes in its influence region 

8.2.4. Step 4: Calculate the density of each node 

In this context, the density of each node demonstrates how many reviews the providers 

received from others and how highly that provider is rated. The density of a node is 

calculated in Equation 84. 

𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑑) = ∑ 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒(𝑠, 𝑑)

𝑠∈𝑟𝑒𝑣𝑅𝑒𝑔𝑖𝑜𝑛(𝑑)

 

Equation 84 

where 𝑟𝑒𝑣𝑅𝑒𝑔𝑖𝑜𝑛(𝑑) is the reverse influence region of node d containing all nodes whose 

influence region contains d. 
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The reverse influence region of node d is a set of nodes that have an effect on node d, in 

opposition to the nodes that d itself influences. The reverse region is calculated as shown in 

Equation 85. 

𝑟𝑒𝑣𝑅𝑒𝑔𝑖𝑜𝑛(𝑑) = {𝑠 ∈ 𝑉|𝑑 ∈ 𝑟𝑒𝑔𝑖𝑜𝑛(𝑠)} 

Equation 85 

In Figure 13, the reverse region is: 𝑟𝑒𝑣𝑅𝑒𝑔𝑖𝑜𝑛(𝑑2) = {𝑠, 𝑑1, 𝑑2} 

8.2.5. Step 5: Identify and select all core nodes from node list 

A core node must have density value greater than or equal to a minimum density 𝜏, which 

means that the provider must receive reviews from at least a number of other providers with 

a minimum star rating. 

The set of core nodes is calculated as shown in Equation 86 below: 

𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 = {𝑣 ∈ 𝑉|𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑣) ≥ 𝜏} 

Equation 86 

8.2.6. Step 6: Cluster the list of core nodes into separated subsets 

These clusters are identified based on the direct region of each node. If a provider belongs 

to a core cluster, all providers reviewing for that provider and all providers being reviewed 

by it will also belong to that cluster. Due to this characteristic, all of these clusters are 

separated from each other. This type of cluster is a subset 𝐶 ⊆ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 defined as shown 

in Equation 87: 

𝐶 𝑖𝑠 𝑎 𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑖𝑠𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑟𝑒 𝑛𝑜𝑑𝑒𝑠 𝑖𝑓𝑓  

∀𝑣 ∈ 𝐶: ∀𝑠 ∈ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠: 𝑠 ∈ 𝑑𝑖𝑟𝑒𝑐𝑡(𝑣) ∨ 𝑣 ∈ 𝑑𝑖𝑟𝑒𝑐𝑡(𝑠) ⇒ 𝑠 ∈ 𝐶  

𝑎𝑛𝑑 𝐶 𝑖𝑠 𝑎 𝑚𝑖𝑛𝑖𝑚𝑎𝑙 𝑎𝑚𝑜𝑛𝑔 𝑡ℎ𝑒𝑠𝑒 𝑠𝑒𝑡𝑠 

Equation 87 

8.2.7. Step 7: Identify cliques – strong core clusters 

In a core cluster, if there is a path such as 𝑠 → 𝑑1 → 𝑑3 in which 𝑑1 is in the direct region 
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of 𝑠, this path is called a core path from 𝑠 to 𝑑3. As the graph is directed, this does not mean 

that if there is a path from 𝑠 to 𝑑3, there will be a path from 𝑑3 to 𝑠. In our context, strong 

core clusters are cliques because in order to become a strong core cluster, it must fulfil the 

core path property which means that for all pairs of providers (𝑠, 𝑑) in the strong core, there 

is not only a core path from 𝑠 to 𝑑 but also another reverse path from 𝑑 to 𝑠. That is, the 

providers will review each other and form a review circle. 

The core path property is defined as shown in Equation 88. 

𝑇ℎ𝑒 𝑐𝑜𝑟𝑒 𝐶 𝑓𝑢𝑙𝑓𝑖𝑙𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑒 𝑝𝑎𝑡ℎ 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 𝑖𝑓𝑓 ∀𝑠, 𝑑 ∈ 𝐶: 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑠, 𝑑) = 𝑇𝑅𝑈𝐸 

𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑠, 𝑑) = 𝑇𝑅𝑈𝐸 ⟺ ∃𝑣1, … , 𝑣𝑛 ∈ 𝐶: 𝑣1 = 𝑠 ∧ 𝑣𝑛 = 𝑑 ∧ 𝑣𝑖+1 ∈ 𝑑𝑖𝑟𝑒𝑐𝑡(𝑣𝑖) ∧ 𝑣𝑖

∈ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 

Equation 88 

A non-empty subset 𝐶 ⊆ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 is a strong core cluster iff 𝐶 fulfils the core path 

property and 𝐶 is maximal with respect to the core path property (there is no 𝐶′ ⊃ 𝐶 that 

fulfils also the core path property). 

𝐴 𝑠𝑢𝑏𝑠𝑒𝑡 𝐶 ⊆ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 𝑖𝑠 𝑎 𝑠𝑡𝑟𝑜𝑛𝑔 𝑐𝑜𝑟𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖𝑓𝑓 ∀𝑠, 𝑑 ∈ 𝐶: 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑠, 𝑑)

= 𝑇𝑅𝑈𝐸 ∧ 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑑, 𝑠) = 𝑇𝑅𝑈𝐸 𝑎𝑛𝑑 𝐶 𝑖𝑠 𝑚𝑎𝑥𝑖𝑚𝑎𝑙 

Equation 89 

8.2.8. Step 8: Identify semi-strong core clusters  

A semi-strong core cluster does not have bi-directional paths between each pair of providers 

in the cluster, but only requires at least a path between each pair. In our context, semi-strong 

clusters are similar to any providers with interactions with any of the actors in a clique. 

Therefore, the providers in a semi-strong cluster will have less involvement in spam review 

activities than the providers in a strong cluster.  

A non-empty subset 𝐶 ⊆ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 is a strong core cluster iff 𝑖𝑓𝑓 ∀𝑠, 𝑑 ∈

𝐶: 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑠, 𝑑) = 𝑇𝑅𝑈𝐸 ∨ 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑑, 𝑠) = 𝑇𝑅𝑈𝐸 and 𝐶 is maximal with respect 

to the core path property (there is no 𝐶′ ⊃ 𝐶 that fulfils also the core path property). 
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𝐴 𝑠𝑢𝑏𝑠𝑒𝑡 𝐶 ⊆ 𝑐𝑜𝑟𝑒𝑁𝑜𝑑𝑒𝑠 𝑖𝑠 𝑎 𝑠𝑒𝑚𝑖 − 𝑠𝑡𝑟𝑜𝑛𝑔 𝑐𝑜𝑟𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖𝑓𝑓 ∀𝑠, 𝑑

∈ 𝐶: 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑠, 𝑑) = 𝑇𝑅𝑈𝐸 ∨ 𝑐𝑜𝑟𝑒𝑃𝑎𝑡ℎ𝐶(𝑑, 𝑠)

= 𝑇𝑅𝑈𝐸 𝑎𝑛𝑑 𝐶 𝑖𝑠 𝑚𝑎𝑥𝑖𝑚𝑎𝑙 

Equation 90 

8.2.9. Step 9: Calculate providers’ reputation based on detected strong core clusters 

(cliques) and semi-strong core clusters  

Initially, the reputation mark of each provider is initialized by 100. If a provider is identified 

as a clique, its reputation is subtracted by 70%. On the other hand, as mentioned in Step 7, 

providers in semi-strong core clusters have a lower risk of participating in writing incorrect 

reviews, so the reputation marks of each of these providers is subtracted by 30%. Reputation 

is one of the criteria in searching for service providers, which means that the providers with 

a higher reputation have a higher priority in the search result list. 

 

8.3. Conclusion 

This chapter presented a method to identify cliques using a graph-based method. This 

algorithm comprises nine steps to identify the strong core clusters and semi-strong core 

clusters. The strong core clusters are considered to be cliques in our context and semi-strong 

core clusters are considered as clusters which are less likely to become cliques. Therefore, 

in nine steps, we present a method to calculate the providers’ reputation scores based on the 

detected strong core clusters and semi-strong core clusters. 
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CHAPTER 9:  

VALIDATION AND VERIFICATION 

9.1. Introduction 

In this chapter, the solution for research question 5 is presented. Section 9.2 overviews the 

solution implementation which includes an overview of the solution implementation of the 

method to identify ballot stuffing, bad mouthing and spammer groups. Section 9.3 provide 

more detail on the solution implementation for the methods to identify ballot stuffing, bad 

mouthing, and spammer groups. Due to the restriction of time to undertake this thesis, we 

did not validate the intelligent method to identify cliques. Section 9.4 concludes the chapter. 

 

9.2. Overview of Solution Implementation 

9.2.1. Overview of solution implementation of the method to identify ballot stuffing 

In order to validate the method developed to identify ballot stuffing, we compare our method 

with BRS, TRAVOS and iCLUB using three metrics, accuracy, precision and recall. We 

conduct an experiment with different percentages of ballot stuffing injected. Moreover, we 

also compare our method with the three existing methods using FPR (false positive rate) 

and FNR (false negative rate) to prove which method is has a majority capability (the ability 

to identify ballot stuffing when the majority of reviews are ballot stuffing). Furthermore, in 

order to test the burstiness capability of our method and other existing methods, we conduct 

an experiment on one random agent in a period of time (different percentages of ballot 

stuffing reviews in different periods of time).  

9.2.2. Overview of solution implementation of the method to identify bad mouthing 

In order to validate the method developed to identify bad mouthing, we compare our method 

with BRS, TRAVOS and iCLUB using three metrics, accuracy, precision and recall. We 

conduct an experiment with different percentages of bad mouthing injected. Moreover, we 

also compare our method with the three existing methods using FPR (false positive rate) 

and FNR (false negative rate) to prove which method has a majority capability (the ability 

to identify bad mouthing when the majority of reviews are bad mouthing). Furthermore, in 

order to test the burstiness capability of our method and other existing methods, we conduct 
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an experiment on one random agent in a period of time (different percentages of bad 

mouthing reviews in different periods of time). 

9.2.3. Overview of solution implementation of the method to identify spammer 

groups 

In order to validate the methods developed to identify spammer groups, we compare our 

two proposed methods: one uses K-means clustering and the other uses fuzzy K-means 

clustering. One method of validation is to prove that when K-means clustering is used, we 

can find one spammer group for each spam review, however, when fuzzy K-means 

clustering is used, more than one group for each spam review is identified. Another method 

of validation is to run our two methods to find all the spammer groups in different periods 

of time, then to compare our two methods using the paired t-test algorithm. 

 

9.3. Solution implementation 

9.3.1. Solution implementation for the algorithm to identify ballot stuffing 

In this section, we conduct two experiments to compare our method and the other existing 

methods regarding their capability to solve the problem of advisors providing thousands of 

ratings within a short period of time and their ability to identify ballot stuffing when there 

is a majority of ballot stuffing in the whole large dataset. We also measure the performance 

of our method and other methods using the following performance measurement. 

Performance measurement 

To measure the performance of the approach to detect ballot stuffing, we measure its ability 

to detect ballot stuffing reviews. A good approach should be able to identify dishonest 

reviews. This performance can be measured by precision, recall and accuracy (David & 

Goadrich, 2006).  

 Actual positive Actual negative 

Predicted positive True positive False positive 
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Predicted negative False negative True negative 

Table 2: Confusion matrix 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Equation 91 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Equation 92 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Equation 93 

𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

Equation 94 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Equation 95 

True positives are examples correctly labelled as positive. 

False positives are examples incorrectly labelled as positive. 

True negatives are examples correctly labelled as negative. 

False positives are examples incorrectly labelled as negative. 

Recall is the true positive rate, which is calculated in Equation 91. 

Precision measures the fraction of examples classified as positive that are truly positive, 

which is calculated in Equation 92. 

The true positive rate measures the fraction of positive examples that are correctly labelled, 

which is calculated in Equation 93. 

The false negative rate measures the fraction of negative examples that are misclassified as 

positive, which is calculated in Equation 94. 
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Accuracy measures the accuracy in identifying true positives and true negatives, which is 

calculated in Equation 95. 

Experiment results and analysis 

Experiment 1: Overall performance and majority capability 

Accuracy, precision and recall are the three metrics that are used to compare the overall 

performance. To compare the overall performance, we conducted an experiment on a dataset 

which includes 15,000 reviews, in which the percentage of ballot stuffing reviews is 10%, 

20%, 50% and 80% respectively. We calculate the number of identified reviews, the number 

of true positives, false positives, true negatives, false negatives and then measure the 

accuracy, precision and recall of BRS, TRAVOS, iCLUB and our method.  

Steps: 

- Step 1: An admin agent bootstraps the set of all the reviews for all agents. The set of 

all the reviews in this experiment will contain 15,000 reviews which are crawled 

from the website www.getapp.com. The admin agent knows that all the ballot 

stuffing reviews in the dataset have been bootstrapped. It maintains a count of the 

number of ballot stuffing reviews in the dataset. 

- Step 2: The percentage of ballot stuffing in the experiment is 10%, 20%, 50% and 

80% respectively. To be specific, we divide them into 4 test cases as follows: 

o Test case 1: there are 15,000 reviews in which 1,500 reviews are ballot 

stuffing. 

o Test case 2: there are 15,000 reviews in which 3,000 reviews are ballot 

stuffing. 

o Test case 3: there are 15,000 reviews in which 7,500 reviews are ballot 

stuffing. 

o Test case 4: there are 15,000 reviews in which 12,000 reviews are ballot 

stuffing. 

- Step 3: BRS, TRAVOS, iCLUB and our method are run to identify all the ballot 

stuffing reviews. 

- Step 4: The number of identified reviews and the number of true positives, false 

positives, true negatives and false negatives are calculated. 

http://www.getapp.com/
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- Step 5.1: The accuracy, precision and recall of BRS, TRAVOS, iCLUB and our 

method are measured to determine which method is the most accurate. 

To check the majority capability, we also undertake the following additional step: 

- Step 5.2: The false positive rate and the false negative rate are measured to see which 

one is less affected when the majority of reviews are ballot stuffing.  

Figure 14 shows the result of accuracy for each method when the number of ballot stuffing 

reviews is 1500, 3000, 7500 and 12000, respectively. As we applied the network-based 

method which combines the suspicion score of reviewers, reviews and products, it should 

be much more accurate than other methods which do not consider the relationship between 

reviewers, reviews and products. As shown in Figure 14, the accuracy of our method is 

better than BRS, TRAVOS and iCLUB when tested with different percentages of incorrect 

reviews. When the percentage of ballot stuffing is 10%, 20% and 80%, we can see that the 

accuracy of our method is the highest while the accuracy of BRS is the lowest. If half of the 

reviews are ballot stuffing, the accuracy of BRS and iCLUB is slightly higher than 

TRAVOS. In this case, the accuracy of our method is 0.7094 and it is still the highest 

compared to the other three methods. When there are 12000 ballot stuffing reviews, the 

accuracy of our method is noticeably higher than BRS, with a difference of more than 0.11.  

 

Figure 14: Accuracy of BRS, TRAVOS, iCLUB and our method with different percentages 

of ballot stuffing 
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Figure 15: Precision of BRS, TRAVOS, iCLUB and our method with different percentages 

of ballot stuffing 

 

Figure 16: Recall of BRS, TRAVOS, iCLUB and our method with different percentages of 

ballot stuffing 

We also measure the precision and recall of BRS, TRAVOS, iCLUB and our method when 

the number of ballot stuffing reviews is 10%, 20%, 50% and 80% of the total number of 

reviews. We can see in Figure 15 and Figure 16 that our method has the highest precision 

and highest recall compared to the others when the percentage of ballot stuffing is 10%, 
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20% or 50% which means that our method is very good in most cases, however, it is very 

picky because it does not think many reviews are ballot stuffing, but despite this, it is still 

able to accurately identify most of the ballot stuffing reviews. When the percentage of ballot 

stuffing reviews is 80%, the precision of BRS and iCLUB is higher but the recall of BRS 

and iCLUB is lower than our method. This means that BRS and iCLUB can detect more 

ballot stuffing that is actually ballot stuffing and more “not ballot stuffing” that is actually 

not ballot stuffing. In all cases, BRS has the lowest precision and our method has the highest 

precision. When 20% and 50% of the reviews are ballot stuffing, the precision of TRAVOS 

and iCLUB is slightly different. When there is 80% ballot stuffing, our method has the 

highest precision with nearly 0.91, TRAVOS has the second highest with nearly 0.90, 

iCLUB’s precision is third with 0.85 and BRS’s precision is the lowest with approximately 

0.79. In Figure 16, the recall of our method is the highest in most cases, except when 80% 

of the reviews are ballot stuffing. When there is 10% or 80% ballot stuffing, the recall of 

BRS is the lowest, while the recall of TRAVOS is the lowest when 20% or 50% of the 

reviews are ballot stuffing. However, as shown in Figure 14, our method is still the most 

accurate compared to BRS, TRAVOS and iCLUB in all situations. 

Other results in Figure 17 and Figure 18 show that FPR of BRS and iCLUB are increasing 

and approaching 1 while the FNR of BRS and iCLUB are decreasing and approaching 0, 

especially when the majority of the reviews are incorrect. This means if the majority of the 

reviews are ballot stuffing, BRS and iCLUB tend to identify every review as ballot stuffing. 

As the FPR of BRS is closer to 1 and the FNR of BRS is closer to 0 than the three other 

methods, we can conclude that BRS is most affected when the majority of the reviews are 

ballot stuffing. In Figure 19 and Figure 20, we can see that TRAVOS and our method are 

not affected much when more than half of the reviews are ballot stuffing. As shown in Figure 

21, TRAVOS is slightly less affected by the majority capability than our method. However, 

our method is still the best in all cases when considering accuracy, as shown in Figure 14. 
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Figure 17: FPR and FNR of BRS with different percentages of ballot stuffing 

 

Figure 18: FPR and FNR of TRAVOS with different percentages of ballot stuffing 
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Figure 19: FPR and FNR of iCLUB with different percentages of ballot stuffing 

 

Figure 20: FPR and FNR of our method with different percentages of ballot stuffing 
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Figure 21: FPR and FNR of BRS, TRAVOS, iCLUB and our method when the majority 

are ballot stuffing (80%) 

Experiment 2: Burstiness capability 

In this experiment, we check the burstiness capability and how it affects the reputation of 

an advisor agent. 

Burstiness is the ability of a method to overcome a situation in which an advisor agent 

provides a large number of ballot stuffing reviews in a short period of time. 

In this experiment, there are 2,000 reviews, 5,000 reviews, 10,000 reviews, and 15,000 

reviews with a percentage of ballot stuffing reviews being 10%, 20%, 50% and 80% 

respectively, bursting in a period of 60 days (for example, in the first period of 10 days, 

there are 2000 reviews with 10% ballot stuffing reviews, in the next period of 20 days, there 

are 3,000 more reviews with 20% ballot stuffing reviews, in the next period of 20 days, there 

are 5,000 more reviews with 50% ballot stuffing reviews, in the next period of 10 days, there 

are 5,000 more reviews with 80% ballot stuffing reviews). 

In order to check the burstiness capability, we conduct an experiment which comprises the 

following twenty one steps: 

- Step 1: An admin agent bootstraps the set of all the reviews for all agents in a period 

of 40 days. The set of all the reviews in our framework contain 15,000 reviews which 

are crawled from the website https://www.getapp.com. The admin agent knows all 
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the ballot stuffing reviews in the dataset that it bootstrapped. It maintains a count of 

the number of ballot stuffing reviews in the dataset. 

- Step 2: Pick any random agent X. In this experiment, we pick agent Box with 330 

reviews. Calculate the total number of reviews for agent Box. Then, the ballot 

stuffing reviews for agent Box will be injected in four test cases as follows: 

o Test case 1: 10% ballot stuffing reviews in 10 days. 

o Test case 2: 20% ballot stuffing reviews in the next 10 days. 

o Test case 3: 50% ballot stuffing reviews in the next 10 days. 

o Test case 4: 80% ballot stuffing reviews in the next 10 days.  

- Step 3: Calculate the reputation of agent Box. The computed value will include ballot 

stuffing values. The reputation for agent Box at the beginning is set to be A0=0. 

- Step 4: Apply our algorithm to identify the ballot stuffing values. 

- Step 5: Calculate the percentage of the ballot stuffing reviews of agent Box that were 

filtered out and not taken into account during the reputation calculation due to our 

algorithm. Compute the following: 

o percentage of ballot stuffing reviews filtered out. 

o percentage of ballot stuffing reviews not filtered out. 

o compute true positives, false positives, true negatives, false negatives. 

o Compute accuracy. 

- Step 6: Calculate the reputation of agent Box again. Let this value be Ai. This value 

is calculated using the following formula: 

𝐴1 = 𝐴0 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦1 ∗ 𝑇𝑃1/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴2 = 𝐴1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦2 ∗ (𝑇𝑃2 − 𝑇𝑃1)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴3 = 𝐴2 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦3 ∗ (𝑇𝑃3 − 𝑇𝑃2)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴4 = 𝐴3 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦4 ∗ (𝑇𝑃4 − 𝑇𝑃3)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴𝑖 = 𝐴𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

where A1: reputation of agent Box after 10 days, 

A2: reputation of agent Box after 20 days, 
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A3: reputation of agent Box after 30 days, 

A4: reputation of agent Box after 40 days. 

- Step 7: The admin agent will also calculate the reputation value of agent Box again. 

Let this value be B1.  

𝐵1 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑙𝑙𝑜𝑡𝑆𝑡𝑢𝑓𝑓𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 8: Compute the degree of correlation between Ai and B1. Let this value be CAi. 

𝐶𝐴𝑖 = |(𝐴𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 9: Apply the BRS algorithm to identify ballot stuffing values. 

- Step 10: Calculate the reputation of agent Box again. Let this value be Di. The value 

is calculated using the formula: 

𝐷𝑖 = 𝐷𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 11: The admin agent will also calculate the reputation value of agent Box again. 

Let this value be B2. 

𝐵2 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑙𝑙𝑜𝑡𝑆𝑡𝑢𝑓𝑓𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 12: Compute the degree of correlation between Di and B2. Let this value be CDi. 

𝐶𝐷𝑖 = |(𝐷𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 13: Apply the TRAVOS algorithm to identify the ballot stuffing values. 

- Step 14: Calculate the reputation of agent Box again. Let this value be Ei. 

𝐸𝑖 = 𝐸𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 15: The admin agent will also calculate the reputation value of agent Box again. 

Let this value be B3. 

𝐵3 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑙𝑙𝑜𝑡𝑆𝑡𝑢𝑓𝑓𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 16: Compute the degree of correlation between A3 and B3. Let this value be 

CEi. 

𝐶𝐸𝑖 = |(𝐸𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  
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- Step 17: Apply iCLUB algorithm to identify ballot stuffing values. 

- Step 18: Calculate the reputation of agent Box again. Let this value be Fi. 

𝐹𝑖 = 𝐹𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 19: The admin agent will also calculate the reputation value of agent Box again. 

Let this value be B4. 

𝐵4 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑙𝑙𝑜𝑡𝑆𝑡𝑢𝑓𝑓𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 20: Compute the degree of correlation between A3 and B3. Let this value be 

CFi. 

𝐶𝐹𝑖 = |(𝐹𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 21: Compare CBi, CDi, CEi and CFi. 

 

Figure 22: Correlation between actual reputation and admin reputation (10% ballot stuffing) 
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Figure 23: Correlation between actual reputation and admin reputation (20% ballot stuffing) 

 

Figure 24: Correlation between actual reputation and admin reputation (50% ballot stuffing) 
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Figure 25: Correlation between actual reputation and admin reputation (80% ballot stuffing) 

 

Figure 26: Correlation between reputation (admin) and reputation (actual) of agent Box 
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The correlation between the reputation of admin and the actual reputation of our method is 

always the lowest when the percentage of ballot stuffing reviews is 10%, 20%, 50% or even 

80%. This means that our method is the best at detecting ballot stuffing. 

9.3.2. Solution implementation for the algorithm to identify bad mouthing 

In this section, we conduct two experiments to compare our method and the other existing 

methods regarding their capability to solve the problem of advisors providing thousands of 

ratings within a short period of time and their ability to identify bad mouthing when there is 

a majority of bad mouthing in the whole large dataset. We also measure the performance of 

our method and the other methods using the following performance measurement. 

Performance measurement 

The performance of an approach to detect bad mouthing reviews can be measured by its 

ability to detect bad mouthing reviews. A good approach should be able to identify dishonest 

reviews. This performance can be measured by precision, recall and accuracy (David & 

Goadrich, 2006). 

 Actual positive Actual negative 

Predicted positive True positive False positive 

Predicted negative False negative True negative 

Table 3: Confusion matrix 

True positives are examples correctly labelled as positive. 

False positives are examples incorrectly labelled as positive. 

True negatives are examples correctly labelled as negative. 

False positives are examples incorrectly labelled as negative. 

Recall is the true positive rate, which is calculated in Equation 91. 

Precision measures the fraction of examples classified as positive that are truly positive, 

which is calculated in Equation 92. 

The true positive rate measures the fraction of positive examples that are correctly labelled, 

which is calculated in Equation 93. 
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The false negative rate measures the fraction of negative examples that are misclassified as 

positive, which is calculated in Equation 94. 

Accuracy measures the accuracy in identifying true positives and true negatives, which is 

calculated in Equation 95 

Experiment results and analysis 

Experiment 1: Overall performance and majority capability 

Accuracy, precision and recall are the three metrics that are used to compare overall 

performance by conducting an experiment on a dataset which includes 15,000 reviews, in 

which the percentage of bad mouthing reviews is 10%, 20%, 50% and 80%, respectively. 

We calculate the number of identified reviews, the number of true positives, false positives, 

true negatives and false negatives and then measure the accuracy, precision and recall of 

BRS, TRAVOS, iCLUB and our method.  

Steps: 

- Step 1: An admin agent bootstraps the set of all the review for all agents. The set of 

all the reviews in this experiment contain 15,000 reviews which are crawled from 

the website https://www.getapp.com. The admin agent knows all the bad mouthing 

reviews in the dataset that it bootstrapped. It maintains a count of the number of bad 

mouthing reviews in the dataset. 

- Step 2: The percentage of bad mouthing in the experiment will be 10%, 20%, 50% 

and 80%, respectively. To be specific, we divide them into the four following test 

cases: 

o Test case 1: there are 15,000 reviews in which 1,500 reviews are bad 

mouthing. 

o Test case 2: there are 15,000 reviews in which 3,000 reviews are bad 

mouthing. 

o Test case 3: there are 15,000 reviews in which 7,500 reviews are bad 

mouthing. 

o Test case 4: there are 15,000 reviews in which 12,000 reviews are bad 

mouthing. 

https://www.getapp.com/
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- Step 3: BRS, TRAVOS, iCLUB and our method are run to identify all the bad 

mouthing reviews. 

- Step 4: Calculate the number of identified reviews, the number of true positives, 

false positives, true negatives, and false negatives. 

- Step 5.1: Measure the accuracy, precision and recall of BRS, TRAVOS, iCLUB and 

our method to see which method is the most accurate. 

To check the majority capability, we implement one more step as follows: 

- Step 5.2: Measure the false positive rate and the false negative rate to see which one 

is less affected when the majority of reviews are bad mouthing. 

Figure 27 shows the result for accuracy of each method when the percentage of bad 

mouthing reviews is 1500, 3000, 7500 and 12000, respectively. As we applied the network-

based method which combines the suspicion score of reviewers, reviews and products, it 

should be much more accurate than the other methods which do not consider the relationship 

between reviewers, reviews and products. As shown in Figure 27, the accuracy of our 

method is better than BRS, TRAVOS and iCLUB when being tested with different 

percentages of incorrect reviews. 

 

Figure 27: Accuracy of BRS, TRAVOS, iCLUB and our method with different percentages 

of bad mouthing 
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Figure 28: Precision of BRS, TRAVOS, iCLUB and our method with different percentages 

of bad mouthing 

 

Figure 29: Recall of BRS, TRAVOS, iCLUB and our method with different percentages of 

bad mouthing 
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means that our method is very good, however it is very picky as it does not think many 

reviews are bad mouthing, but despite this, it is still able to identify most of the bad mouthing 

reviews which are actually bad mouthing. When the percentage of bad mouthing reviews is 

50%, the precision and recall of our method is higher than BRS and iCLUB. However, as 

shown in Figure 28 and Figure 29, the precision of our method is higher than TRAVOS but 

the recall of our method is lower than TRAVOS. This means that when comparing our 

method and TRAVOS, our method does not identify as many bad mouthing reviews as 

TRAVOS. All the images it identifies as bad mouthing are really bad mouthing. However, 

it also misses a lot of actual bad mouthing. When the percentage of bad mouthing reviews 

is 80%, the precision of BRS and iCLUB is lower but the recall is higher than our method. 

This means that our method identifies many reviews as bad mouthing which are not actually 

bad mouthing. However, it also identifies many reviews as bad mouthing which are bad 

mouthing. So, from our set of images, many were classified as bad mouthing, many of which 

were bad mouthing but many of which were not bad mouthing. However, our method is still 

the most accurate compared to BRS, TRAVOS and iCLUB in all situations. 

Another result shows that FPR of BRS and iCLUB increases and approaches 1 while the 

FNR of BRS and iCLUB decreases and approaches 0, especially when the majority of the 

reviews are incorrect. This means if the majority of the reviews are bad mouthing, BRS and 

iCLUB tend to identify every review as bad mouthing. As the FPR of BRS is closer to 1 and 

the FNR of BRS is closer to 0 than the three other methods, we can conclude that BRS is 

most affected when the majority of the reviews are bad mouthing. As shown in Figure 34, 

TRAVOS is slightly less affected by the majority capability than our method. However, our 

method is still the best in all cases when considering accuracy, as we can see in Figure 27. 
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Figure 30: FPR and FNR of BRS with different percentages of bad mouthing 

 

Figure 31: FPR and FNR of TRAVOS with different percentages of bad mouthing 
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Figure 32: FPR and FNR of iCLUB with different percentages of bad mouthing 

 

Figure 33: FPR and FNR of our method with different percentages of bad mouthing 
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Figure 34: FPR and FNR of BRS, TRAVOS, iCLUB and our method when the majority is 

bad mouthing (80%) 
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knows all the bad mouthing reviews in the dataset that it bootstrapped. It maintains 

a count of the number of bad mouthing reviews in the dataset. 

- Step 2: Pick any random agent X. In this experiment, we pick agent HubSpot Sales. 

Calculate the total number of reviews for agent HubSpot Sales. Then, the bad 

mouthing reviews for agent HubSpot Sales will be injected in the following four test 

cases: 

o Test case 1: 10% bad mouthing reviews in 10 days. 

o Test case 2: 20% bad mouthing reviews in the next 10 days. 

o Test case 3: 50% bad mouthing reviews in the next 10 days. 

o Test case 4: 80% bad mouthing reviews in the next 10 days.  

- Step 3: Calculate the reputation of agent HubSpot Sales. The computed value will 

include bad mouthing values. The reputation for agent HubSpot Sales at the 

beginning is set to be A0=0. 

- Step 4: Apply our algorithm to identify bad mouthing values. 

- Step 5: Calculate the percentage of bad mouthing reviews of agent HubSpot Sales 

that were filtered out and not taken into account during the reputation calculation 

due to our algorithm. Compute the following: 

o Percentage of bad mouthing reviews filtered out. 

o Percentage of bad mouthing reviews not filtered out. 

o Compute true positives, false positives, true negatives, and false negatives. 

o Compute Accuracy. 

- Step 6: Calculate the reputation of agent HubSpot Sales again. Let this value be Ai. 

This value is calculated using the formula: 

𝐴1 = 𝐴0 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦1 ∗ 𝑇𝑃1/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴2 = 𝐴1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦2 ∗ (𝑇𝑃2 − 𝑇𝑃1)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴3 = 𝐴2 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦3 ∗ (𝑇𝑃3 − 𝑇𝑃2)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴4 = 𝐴3 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦4 ∗ (𝑇𝑃4 − 𝑇𝑃3)/𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠 ∗ 100 

𝐴𝑖 = 𝐴𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 
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where A1: reputation of agent HubSpot Sales after 10 days, 

A2: reputation of agent HubSpot Sales after 20 days, 

A3: reputation of agent HubSpot Sales after 30 days, 

A4: reputation of agent HubSpot Sales after 40 days. 

- Step 7: The admin agent will also calculate the reputation value of agent HubSpot 

Sales again. Let this value be B1.  

𝐵1 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑑𝑀𝑜𝑢𝑡ℎ𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 8: Compute the degree of correlation between Ai and B1. Let this value be CAi. 

𝐶𝐴𝑖 = |(𝐴𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 9: Apply the BRS algorithm to identify the bad mouthing values. 

- Step 10: Calculate the reputation of agent HubSpot Sales again. Let this value be Di. 

The value is calculated using the formula: 

𝐷𝑖 = 𝐷𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 11: The admin agent will also calculate the reputation value of agent HubSpot 

Sales again. Let this value be B2. 

𝐵2 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑑𝑀𝑜𝑢𝑡ℎ𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 12: Compute the degree of correlation between Di and B2. Let this value be CDi. 

𝐶𝐷𝑖 = |(𝐷𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 13: Apply the TRAVOS algorithm to identify the bad mouthing values. 

- Step 14: Calculate the reputation of agent HubSpot Sales again. Let this value be Ei. 

𝐸𝑖 = 𝐸𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 15: The admin agent will also calculate the reputation value of agent HubSpot 

Sales again. Let this value be B3. 

𝐵3 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑑𝑀𝑜𝑢𝑡ℎ𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 
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- Step 16: Compute the degree of correlation between A3 and B3. Let this value be 

CEi. 

𝐶𝐸𝑖 = |(𝐸𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 17: Apply the iCLUB algorithm to identify the bad mouthing values. 

- Step 18: Calculate the reputation of agent HubSpot Sales again. Let this value be Fi. 

𝐹𝑖 = 𝐹𝑖−1 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 ∗
𝑇𝑃𝑖 − 𝑇𝑃𝑖−1

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 19: The admin agent will also calculate the reputation value of agent HubSpot 

Sales again. Let this value be B4. 

𝐵4 = 𝐴0 +
𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑎𝑑𝑀𝑜𝑢𝑡ℎ𝑖𝑛𝑔𝑅𝑒𝑣𝑖𝑒𝑤𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑅𝑒𝑣𝑖𝑒𝑤𝑠
∗ 100 

- Step 20: Compute the degree of correlation between A3 and B3. Let this value be 

CFi. 

𝐶𝐹𝑖 = |(𝐹𝑖 − 𝐵1)|, 𝑖 =  1,4̅̅ ̅̅  

- Step 21: Compare CBi, CDi, CEi and CFi. 

 

Figure 35: Correlation between actual reputation and admin reputation (10% bad mouthing) 
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Figure 36: Correlation between actual reputation and admin reputation (20% bad mouthing) 

 

 

Figure 37: Correlation between actual reputation and admin reputation (50% bad mouthing) 
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Figure 38: Correlation between actual reputation and admin reputation (80% bad mouthing) 

 

Figure 39: Correlation between actual reputation and admin reputation of agent Box with 

different percentage of bad mouthing 
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The correlation between the reputation of admin and the actual reputation of our method is 

always the lowest when the percentage of bad mouthing reviews is 10%, 20%, 50% or even 

80%. This means that our method can work best in detecting bad mouthing. 

9.3.3. Solution implementation for the algorithm to identify spammer groups 

In this section, we perform two experiments in order to compare our two proposed methods. 

In the first experiment, we prove that the method which uses fuzzy K-means clustering can 

find more than one group to which a single spam review belongs while the method which 

uses K-means clustering can find only one group to which a single spam review belongs. In 

the second experiment, we calculate the number of groups that each method can detect and 

then we use a paired t-test algorithm to check which method is better. 

Experiment 1: Check the number of spammer groups that the two proposed methods can 

detect 

The following case study uses a test dataset to evaluate whether our algorithm is able to 

identify spammer groups. Figure 40 shows a sample from the test set, which includes the 

reviewer, service, rating and content. We used the network method to calculate a suspicion 

score for all the reviewers and display them in an ascending order in the third column in 

Figure 41, hence the first row shows the most suspicious reviewer. To assess these rankings, 

we ran both the K-means clustering algorithm and the fuzzy K-means clustering algorithm 

on this dataset. Figure 41 illustrates that the K-means clustering method only finds one cluster 

for each reviewer, while the fuzzy K-means clustering method found more than one for some 

reviewers. For example, John R belongs to cluster 3 when using K-means clustering but 

belongs to both clusters 1 and 2 when using fuzzy K-means clustering. Figure 42 shows the 

two different clusters to which John R belongs using the fuzzy K-means clustering method. 
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Figure 40: Test dataset 
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Figure 41: Clusters of reviewers 

 

Figure 42: Clusters using fuzzy K-means clustering 
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Experiment 2: Comparison of the two proposed methods using a paired t-test 

In this validation, we use t-test to compare our two proposed methods 

A paired t-test is used to compare two population means when there are two samples in 

which observations in one sample can be paired with observations in the other sample. 

Examples of where this might occur are: 

- Before-and-after observations on the same subjects (e.g. students’ diagnostic test 

results before and after a particular module or course). 

- A comparison of two different methods of measurement or two different 

treatments where the measurements/treatments are applied to the same subjects 

(e.g. blood pressure measurements using a stethoscope and a dynamap). 

Procedure for carrying out a paired t-test: 

Suppose we run the K-means approach and the fuzzy approach to detect spammer groups 

in 30 days, 45 days and 60 days. Then, we calculate how many groups that these 

algorithms detect in these different periods of time to determine whether the fuzzy 

approach leads to improvements in detecting spammer groups. We can use the results 

from the number of spammer groups detected to draw conclusions about the impact of 

the fuzzy approach in general. 

Let x be the number of spammer groups detected by the K-means approach and y is the 

number of spammer groups detected by the fuzzy approach. The procedure to test if the 

fuzzy approach outperforms the K-means approach is as follows: 

- Step 1: Calculate the difference (𝑑𝑖 = 𝑦𝑖 − 𝑥𝑖) between the two observations on 

each pair, making sure to distinguish between positive and negative differences.  

- Step 2: Calculate the mean difference, 𝑑̅.  

- Step 3: Calculate the standard deviation of the differences, 𝑠𝑑, and use this to 

calculate the standard error of the mean difference, 𝑆𝐸(𝑑̅) =
𝑠𝑑

√𝑛
. 

- Calculate the t-statistic, which is given by 𝑇 =
𝑑̅

𝑆𝐸(𝑑)
. Under the null hypothesis, 

this statistic follows a t-distribution with n − 1 degrees of freedom.  

- Use tables of the t-distribution to compare the value for T to the 𝑡𝑛−1 distribution. 

This will give the p-value for the paired t-test. 
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We run our two algorithm to identify spammer groups in 30 days, 45 days and 60 days 

respectively and the results are shown in Table 4 and Table 5. 

 30 days 45 days 60 days 

Number of groups 1005 1154 1208 

Number of reviews 3164 3446 3603 

Table 4: Number of groups and number of reviewers detected using the K-means 

approach 

Fuzzy K-means clustering 

 30 days 45 days 60 days 

Number of groups 1147 1257 1296 

Number of 

reviewers 

3367 3685 3798 

Table 5: Number of groups and number of reviewers detected using the fuzzy approach 

The number of spammer groups detected using the K-means approach and the fuzzy 

approach is shown in Table 6. 

 K-means Fuzzy K-means Difference 

30 days 1005 1147 142 

45 days 1154 1257 103 

60 days 1208 1296 88 

Table 6: Number of spammer groups detected using the K-means approach and the 

fuzzy approach 

Calculating the mean and standard deviation of the differences gives: 𝑑̅ = 111 and 𝑠𝑑 =

27.87472. Therefore, 𝑆𝐸(𝑑̅) =
𝑠𝑑

√𝑛
=

27.87472

√3
= 16.09348 

So, we have: 
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𝑇 =
𝑑̅

𝑆𝐸(𝑑)
= 6.897204 on 2df 

This gives p = 0.01. Therefore, there is strong evidence that, on average, the fuzzy 

approach leads to improvements compared to the K-means approach. 

 

9.4. Conclusion 

In this chapter, we introduce the solution implementation for three of the four methods 

to identify ballot stuffing, bad mouthing and spammer groups.  

In the implementation of the methods to identify ballot stuffing, we compare our method 

with three existing methods, BRS, TRAVOS and iCLUB using three metrics, accuracy, 

precision and recall. In the experiment to compare the overall performance, we 

conducted an experiment on a dataset which includes 15,000 reviews, in which the 

percentage of ballot stuffing reviews is 10%, 20%, 50% and 80%, respectively. The 

results show that when the percentage of ballot stuffing is 10%, 20% and 80%, the 

accuracy of our method is the highest while the accuracy of BRS is the lowest. If the 

percentage of ballot stuffing reviews is 50%, the accuracy of BRS and iCLUB is slightly 

higher than TRAVOS. In this case, the accuracy of our method is still the highest 

compared to the other three methods. When there are 12000 ballot stuffing reviews, the 

accuracy of our method is significantly higher than BRS.  

We also measure the precision and recall of BRS, TRAVOS, iCLUB and our method 

when the percentage of ballot stuffing is 10%, 20%, 50% and 80% of the total number 

of reviews. Our method has the highest precision and highest recall compared to the 

others when the percentage of ballot stuffing is 10%, 20% or 50% which means that our 

method is very good in most cases, however it is very picky because it does not think 

many reviews are ballot stuffing, but despite this, it still identifies most of the ballot 

stuffing reviews which are actually ballot stuffing. When the percentage of ballot 

stuffing reviews is 80%, the precision of BRS and iCLUB is higher but the recall of BRS 

and iCLUB is lower than our method. This means that BRS and iCLUB can detect more 

ballot stuffing that is actually ballot stuffing and more “not ballot stuffing” that is 

actually not ballot stuffing. In all cases, BRS has the lowest precision and our method 

has the highest precision. When 20% and 50% of the reviews are ballot stuffing, the 

precision of TRAVOS and iCLUB is only slightly different. When 80% of the reviews 



130 

 
 

are ballot stuffing, our method has the highest precision, TRAVOS has the second, 

iCLUB’s precision is third and BRS’s precision is the lowest. The recall of our method 

is the highest in most cases, except when 80% of the reviews are ballot stuffing. When 

10% or 80% of the reviews are ballot stuffing, the recall of BRS is the lowest while the 

recall of TRAVOS is the lowest when 20% or 50% of the reviews are ballot stuffing. 

However, our method is still the most accurate compared to BRS, TRAVOS and iCLUB 

in all situations.  

Moreover, we also use two metrics, FPR and FNR, to check the majority capability of 

our method and the three existing methods. The results show that when the majority of 

the reviews are incorrect, the FPR of BRS and iCLUB increase and approach 1 while the 

FNR of BRS and iCLUB decrease and approach 0. This means if the majority of the 

reviews are ballot stuffing, BRS and iCLUB tend to identify every review as ballot 

stuffing. As the FPR of BRS is closer to 1 and the FNR of BRS is closer to 0 than the 

three other methods, we can conclude that BRS is most affected when the majority of 

the reviews are ballot stuffing. TRAVOS and our method is not affected much when 

more than half of the reviews are ballot stuffing. TRAVOS is a slightly less affected by 

the majority capability than our method. However, our method is still the best in all cases 

when considering accuracy. 

Furthermore, the burstiness capability of our method and the three previous methods are 

also reviewed in this validation. Based on the results of our experiment, there is a slight 

increase when the percentage of ballot stuffing is 10% in the first 10 days, 20% in the 

next 10 days and 50% in the next 10 days. However, there is a dramatic change when 

the percentage of ballot stuffing is 80% in the last 10 days. This means that BRS is 

strongly affected by the burstiness capability. The correlation between the reputation of 

admin and the actual reputation of our method is always the lowest when the percentage 

of ballot stuffing reviews is 10%, 20%, 50% or even 80%. This means that our method 

is the best at detecting ballot stuffing. 

In the implementation of the methods to identify bad mouthing, we compare our method 

with three existing methods, BRS, TRAVOS and iCLUB using three metrics, accuracy, 

precision and recall. In the experiment to compare the overall performance, we 

conducted an experiment on a dataset which includes 15,000 reviews, in which the 

percentage of bad mouthing reviews is 10%, 20%, 50% and 80%, respectively. The 

results show that the accuracy of our method is better than BRS, TRAVOS and iCLUB 
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when being tested with different percentages of incorrect reviews. We also measured the 

precision and recall of BRS, TRAVOS, iCLUB and our method when the percentage of 

bad mouthing is 10%, 20%, 50% and 80% of the total number of reviews. The results 

show that our method has the highest precision and highest recall compared to the others 

in two cases when the percentage of bad mouthing reviews is 10% and 20% which means 

that our method is very good, however it is very picky because it does not think many 

reviews are bad mouthing, but despite this, it still identifies most of the bad mouthing 

reviews which are actually bad mouthing. When the percentage of bad mouthing reviews 

is 50%, the precision and recall of our method is higher than BRS and iCLUB. However, 

when compared to TRAVOS, the precision of our method is higher than TRAVOS but 

the recall of our method is lower than TRAVOS. This means that when comparing 

between our method and TRAVOS, our method does not identify as many bad mouthing 

as TRAVOS does. All the images it identifies as bad mouthing are actually bad 

mouthing. However, it also misses a lot of actual bad mouthing reviews. When the 

percentage of bad mouthing reviews is 80%, the precision of BRS and iCLUB is lower 

but the recall is higher than our method. This means that our method identifies many 

reviews as bad mouthing. However, it also identifies that a lot of bad mouthing reviews 

are actually bad mouthing. So, from our set of images we have many images classified 

as bad mouthing, many of these actually being bad mouthing but many of them were not 

bad mouthing. However, our method is still the most accurate compared to BRS, 

TRAVOS and iCLUB in all situations. 

Moreover, we also used two metrics, FPR and FNR, to check the majority capability of 

our method and the three existing methods. The results show that FPR of BRS and 

iCLUB increase and approach 1 while the FNR of BRS and iCLUB decrease and 

approach 0, especially when the majority of the reviews are incorrect. This means if the 

majority of the reviews are bad mouthing, BRS and iCLUB tend to identify every review 

as bad mouthing. As the FPR of BRS is closer to 1 and the FNR of BRS is closer to 0 

than the three other methods, we can conclude that BRS is most affected when the 

majority of the reviews are bad mouthing. TRAVOS is slightly less affected by the 

majority capability than our method. However, our method is still the best in all cases 

when considering accuracy. 

Furthermore, the burstiness capability of our method and the three other methods is also 

reviewed in this validation. In this experiment, there are 2,000 reviews, 5,000 reviews, 
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10,000 reviews and 15,000 reviews with the percentage of bad mouthing reviews are 

10%, 20%, 50% and 80%, respectively, bursting in the period of 60 days (for example, 

in the first period of 10 days, there are 2000 reviews with 10% bad mouthing reviews, 

in the next period of 20 days, there are 3,000 more reviews with 20% bad mouthing 

reviews, in the next period of 20 days, there are 5,000 more reviews with 50% bad 

mouthing reviews, in the next period of 10 days, there are 5,000 more reviews with 80% 

bad mouthing reviews). As shown in the results, there is a slight increase when the 

percentage of bad mouthing is 10% in the first 10 days, 20% in the next 10 days and 

50% in the next 10 days. However, there is a dramatic change when the percentage of 

bad mouthing is 80% in the last 10 days. This means that BRS is strongly affected by 

the burstiness capability. The correlation between the reputation of admin and the actual 

reputation of our method is always the lowest when the percentage of bad mouthing 

reviews is 10%, 20%, 50% or even 80%. This means that our method is the best at 

detecting bad mouthing. 

In the implementation of the methods to identify spammer groups, we compare our two 

proposed methods with each other by conducting two experiments. The first experiment 

proves that the K-means approach is able to find one and only one group to which a 

single spam review belongs while the fuzzy approach is able to find more than one group 

to which a single spam review belongs. The second experiment uses a paired t-test 

algorithm to compare our two proposed methods to determine which one is better. Based 

on the result, the fuzzy approach leads to an improvement compared to the K-means 

approach in the identification of spammer groups. 

Due to the time restriction of this thesis, the implementation of the method to identify 

cliques has not been proposed. This will be carried out in future research. 

 

9.5. References 

[1] Whitby, A., Jøsang, A. & Indulska, J., 2004, ‘Filtering out unfair ratings in 

Bayesian reputation systems’, In Proc. 7th Int. Workshop on Trust in Agent 

Societies, vol. 6, pp. 106-17. 

[2] David, J. & Goadrich, M. 2006, The relationship between precision-recall 

and ROC curves, Technical report, viewed 20 October 2018, 

http://research.cs.wisc.edu/techreports/2006/TR1551.pdf. 

http://research.cs.wisc.edu/techreports/2006/TR1551.pdf


133 

 
 

 

  



134 

 
 

CHAPTER 10:  

RECAPITULATION AND FUTURE WORK 

10.1. Introduction 

An increasing number of companies are looking for ways to reduce their information 

technology development costs. In order to select a cloud provider, companies will check 

the cloud reviews of previous customers. Therefore, the cloud reviews that are published 

on the providers’ websites and third-party websites will affect the decision of future 

customers. For these reasons, it is critical that incorrect reviews on cloud reputation 

systems are identified. As is evident from the state-of-the-art described in Chapter 2, 

researchers have proposed several methods to identify incorrect reviews. However, there 

are several shortcomings to these methods to identify the four types of incorrect reviews 

which are discussed in this thesis. 

To propose a solution to identify the four types of incorrect reviews on cloud reputation 

systems, this thesis identified five research directions and addressed them. 

In the next section, we discuss the problems related to identifying the incorrect reviews 

on cloud reputation systems that were addressed in this thesis. In Section 10.3, we detail 

the five contributions of this thesis to the existing literature. Section 10.4 concludes the 

thesis and sets the stage for future work. 

 

10.2. Problems addressed in this thesis 

This thesis focuses on methodologies to identify four types of incorrect reviews, ballot 

stuffing, bad mouthing, spammer groups and cliques. Of the four types, ballot stuffing 

and bad mouthing are the two most commonly used types of incorrect reviews which has 

attracted a large amount of research focus. Although there are many studies on detecting 

ballot stuffing and bad mouthing, there are still several drawbacks in the methodologies 

to identify ballot stuffing and bad mouthing, these being:  (1) there is no holistic research 

that identifies all four types of incorrect reviews in cloud reputation systems, (2) most of 

the existing research to identify ballot stuffing or bad mouthing is not capable of solving 

the problem of advisors providing thousands of ratings within a short period of time, (3) 

most of the existing research to identify ballot stuffing or bad mouthing is not effective 

when more than half of the reviews are ballot stuffing or bad mouthing, (4) most of the 
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existing research to identify ballot stuffing or bad mouthing does not consider the 

relationship between review, reviewer and product, (5) most of the methods to identify 

spammer groups find all the groups first and then check which groups are spammer 

groups later which can be more time consuming to find all the groups for a large number 

of reviews, (6) none of the existing studies examine cloud reputation systems. 

 

10.3. Contribution of this thesis to the existing literature 

10.3.1. Contribution 1 – Holistic research that identify all four types of incorrect 

reviews 

Even though there is a large volume of research on developing intelligent methods to 

identify spam in reviews, there is no holistic research that identifies all four types of 

incorrect reviews in cloud reputation systems. This thesis is the first to identify all four 

types of incorrect reviews in cloud reputation systems, these being ballot stuffing, bad 

mouthing, spammer groups and cliques. 

In order to identify ballot stuffing, the suspicion scores of three types of nodes in a review 

graph, reviewers, reviews and products are calculated and then naïve Bayes is used to 

conclude if a review is ballot stuffing or not. 

In order to identify bad mouthing, the same method to that utilised to identify ballot 

stuffing is used, however, instead of calculating suspicion scores based on high-rating 

reviews, we use low-rating reviews. 

After identifying all the ballot stuffing and bad mouthing reviews, all the groups to which 

these reviews belong are detected using K-means or fuzzy K-means clustering. By using 

this approach, we identify the spammer groups. 

In order to identify cliques, we use a graph-based method. This method also makes use 

of the ballot stuffing detected previously. 

10.3.2. Contribution 2 – Intelligent method to identify ballot stuffing 

This thesis proposes an intelligent method to identify ballot stuffing in cloud reputation 

systems. In order to identify ballot stuffing, a networked-based method is used. This 

method makes use of a review graph that comprises three types of nodes, reviewers, 

reviews, and products. There are four steps in the process to identify ballot stuffing 
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reviews. In the first three steps, the suspicion scores of reviewers, reviews and products 

are calculated, respectively. In the last step, naïve Bayes is used to find all the ballot 

stuffing reviews. 

10.3.3. Contribution 3 – Intelligent method to identify bad mouthing 

This thesis proposes an intelligent method to identify bad mouthing in cloud reputation 

systems. In order to identify bad mouthing, a networked-based method is used. This 

method makes use of a review graph that comprises three types of nodes, reviewers, 

reviews, and products. There are four steps in the process to identify bad mouthing 

reviews. In the first three steps, the suspicion scores of reviewers, reviews and products 

are calculated, respectively. In the last step, naïve Bayes is employed to find all the bad 

mouthing reviews. This method is similar to the method to identify ballot stuffing 

discussed in section 10.3.2, however, instead of using high-rating reviews to calculate the 

suspicion scores, low-rating reviews are used. 

10.3.4. Contribution 4 – Intelligent methods to identify spammer groups 

This thesis proposes two intelligent methods to identify spammer groups in cloud 

reputation systems. There are two stages in the process of identifying spammer groups. 

In the first stage, ballot stuffing and bad mouthing reviews are identified using a 

network-based method. This stage comprises four steps that are discussed in section 

10.3.2 and section 10.3.3. In the second stage, the groups of ballot stuffing/bad mouthing 

reviews identified in the first stage are identified using two different types of approaches. 

The first approach to find all the groups to which the identified ballot stuffing/bad 

mouthing reviews belong is to use K-means clustering. The second approach to find all 

the groups to which the identified ballot stuffing/bad mouthing belong is to use fuzzy K-

means clustering. 

10.3.5. Contribution 5 – Intelligent method to identify cliques 

To the best of the researcher’s knowledge, this research is the first to define cliques in 

the area of cloud reviews and is the first to propose an intelligent method to identify 

cliques in cloud-based reputation systems. In order to identify cliques, we use a graph-

based method which comprises nine steps. In the first step, we find all the ballot stuffing 

reviews using the method discussed in section 10.3.2, then we calculate the total number 

of stars of all the reviews. In the second step, the shortest path distance between two 

nodes and the influence of each node are calculated using the Dijkstra algorithm and 
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Epanechnikov kernel, respectively. In the third step, the influence region and direct 

region for each node are defined. In the fourth step, the density of each node is calculated 

which demonstrates the total number of reviews that providers received from others and 

how highly that provider is rated. In the fifth step, all the core nodes from the node list 

are identified and selected. In the sixth step, the list of core nodes is clustered into 

separate subsets based on the direct region of each node. In the next step, all cliques 

which are strong core clusters are identified. We also identify all the semi-strong core 

clusters which might easily become cliques in step 8. In the last step, we update the 

providers’ reputation based on all the strong core clusters (cliques) and semi-strong core 

clusters identified previously. Reputation is one of the most important criteria in 

searching service providers, which means that the providers with a higher reputation 

have a higher priority in the search result list. 

 

10.4. Conclusion and future work 

In conclusion, this thesis defines four types of incorrect reviews, ballot stuffing, bad 

mouthing, spammer groups and cliques and proposes intelligent methods to detect these 

four types of incorrect reviews. In the validation part for the intelligent methods to 

identify ballot stuffing and bad mouthing, we compare our method with other proposed 

methods in identifying ballot stuffing and bad mouthing using metrics such as accuracy, 

precision and recall. In the validation part for intelligent methods to identify spammer 

groups, we compare our two proposed methods to identify spammer groups using the 

paired t-test. We also prove that our second method using fuzzy K-means clustering is 

able to find more groups for each one single incorrect review than the first method which 

uses K-means clustering. In all the validation sections, we use the dataset which was 

crawled from the website www.getapp.com. 

Although we have undertaken a lot of research on the topic of this study, there is still 

plenty of scope for future work. Therefore, we intend to continue working on this topic, 

primarily along, but not limited to, the following lines: 

(1) Validation of our methods to identify spammer groups compared with other 

methods: Due to the restriction of time to undertake this thesis, we did not validate 

our methods to identify spammer groups by comparing them with other existing 

methods, nor did we check the time to run each method. Therefore, in future work, 

http://www.getapp.com/
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we will conduct experiments to compare our methods to identify spammer groups 

with other existing algorithms. The time to run each method to identify spammer 

groups will also be measured in future work. Moreover, as discussed in Section 

4.5, there are many other existing methods to find all the groups to which a ballot 

stuffing or a bad mouthing review belongs, such as Pearson correlation coefficient 

and Spearman correlation coefficient. We can apply these methods in order to 

identify spammer groups. Then, we can compare these methods with the methods 

proposed in this thesis to determine which is the best. We can also compare the 

running time between all the methods. 

(2) Validation of the method to identify cliques in cloud reputation systems: Due to 

the restriction of time to undertake this thesis, we did not validate the intelligent 

method to identify cliques. Therefore, in future work, we will present a way to 

validate the intelligent method to detect cliques in cloud reputation systems. In 

theory, although our algorithm seems to be an appropriate solution, we are still not 

sure if it will work properly in a real dataset. Therefore, in future research, an 

application will be developed to apply this algorithm to a real dataset to determine 

if it is an efficient solution in this case. 

(3) As we have only validated our method using a dataset collected from one website 

only, there is a need to apply our algorithms to different datasets on different types 

of reviews such as travel reviews, restaurant reviews, cloud reviews and compare 

our algorithms with other existing algorithms in different datasets. A stress test is 

also needed to check the performance of the algorithms. 

(4) To find a cloud provider that best meets their requirements, a customer has to 

check many different websites.  This can be very time consuming for customers. 

Therefore, our aim in the future is to find more types of incorrect reviews and find 

the best methods to identify them so that we can create a one-stop shop for cloud 

providers using the best methods available. We might also personalize the needs 

of each customer and help them choose the most appropriate cloud provider based 

on their needs. 
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