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Abstract-This paper demonstrates the application of a novel multi-agent modelling 

approach to support supply network configuration (SNC) decisions towards addressing several 

challenges reported in the literature. These challenges include: enhancing supply network 

(SN)-level performance in alignment with the goals of individual SN entities; addressing the 

issue of limited information sharing between SN entities; and sustaining competitiveness of 

SNs in dynamic business environments. To this end, a multi-stage, multi-echelon SN consisting 

of geographically dispersed SN entities catering to distinct product-market profiles was 

modelled. In modelling the SNC decision problem, two types of agents, each having distinct 

attributes and functions, were used. The modelling approach incorporated a reverse-auctioning 

process to simulate the behaviour of SN entities with differing individual goals collectively 

contributing to enhance SN-level performance, by means of setting reserve values generated 

through the application of a genetic algorithm. A set of Pareto-optimal SNCs catering to distinct 

product-market profiles was generated using Non-dominated Sorting Genetic Algorithm II. 

Further evaluation of these SNCs against additional criteria, using a rule-based approach, 

allowed the selection of the most appropriate SNC to meet a broader set of conditions. The 

model was tested using a refrigerator SN case study drawn from the literature. The results 

reveal that a number of SNC decisions can be supported by the proposed model, in particular, 

identifying and evaluating robust SNs to suit varied product-market profiles, enhancing SC 

capabilities to withstand disruptions and developing contingencies to recover from disruptions.  
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Managerial relevance: Compared to the existing SNC decision support tools, the proposed 

modelling approach addresses three key challenges faced by decision makers. First, it ensures 

optimal SN-level performance when individual SN entities still aiming to satisfy their local 

goals such as organisation-specific competitive priorities. Second, it facilitates SNC decision-

making leading to optimal SN-level performance with minimal information sharing among SN 

entities, which reflects the real-world situation of organisations’ reluctance to disclose 

commercially sensitive information. Third, the model can be useful in facilitating SNC 

decisions to sustain competitiveness of SNs in a dynamic business environment, which is 

characterised by changing consumer requirements, disruptions and other forms of uncertainty. 

Overall, the proposed multi-agent optimisation model can be used to enhance SNC decisions 

by any SN entity, as well as other parties such as supply chain analysts or consultants. 

1 INTRODUCTION  

Facilitated by ongoing advances in technology and information systems, as well as the 

pursuit of broad-based initiatives such as Industry 4.0, production networks are becoming more 

distributed and globally dispersed [1-2]. Additionally, shifting product-market profiles and 

evolving competitive dynamics demand ongoing adjustments to supply chain (SC) structures 

[3]. The combined effects of these developments mean that appropriately responding to both 

unforeseen and anticipated disruptions is critical to maintaining fast, efficient and responsive 

SCs. The capacity for timely responding to these disruptions can be built through measures 

aimed at improving SC resilience and robustness as part of design considerations or operational 

control. Our review of the literature on SC disruptions indicates that, compared to the work 

undertaken in the area of unforeseen disruptions, efforts directed towards the development of 

comprehensive responses to anticipated disruptions are sparse.    
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Therefore, in this study, we propose a multi-agent optimization approach to support supply 

network configuration (SNC) decisions involving varied product-market profiles. In so doing, 

we illustrate how such an approach could contribute to model the individual behaviour of 

supply network (SN) entities, as well as the impact of their decisions on the overall SN-level 

performance. The paper is organized as follows. Following this brief introduction, we present 

a summary review of the extant literature on the SNC problem, while also focusing on measures 

aimed at addressing SC disruptions. Next, the conceptual framework that guided the 

development of the proposed approach to solving the SNC problem is presented. This is 

followed by a detailed account of the proposed multi-agent optimization model (MAOM), 

including the way it is used in solving the SNC problem. We then test the proposed MAOM 

using a case study of a refrigerator production network drawn from the literature. 

2 LITERATURE REVIEW 

SC disruptions reported in the literature include unforeseen incidents such as transportation 

mishaps, natural calamities, and intentional attacks [4], as well as anticipated circumstances 

such as facility breakdowns, failures of the supplier base, offensive actions of competitors and 

major shifts in demand [5-6]. Some authors have classified such events in terms of endogenous 

disruptions and exogenous disruptions [7]. Irrespective of the way they are classified, all 

disruptions are known to induce significant risks in terms of their impact on SC functioning or 

performance. Mitigating the impact of such risks involves improving SC robustness and 

resilience through building capacity to: withstand disruptions, including any structural 

adjustments required; respond quickly to disruptions; and recover effectively from any 

disruptive incidents [8-9]. Specific measures of risk mitigation that have been proposed in the 

literature include: strategies such as holding buffer stocks, maintaining back-up capacity, 

multiple-sourcing and adaptive ordering [4-5]; structural adjustments in SNs [3]; and dynamic 

integration of logistics capabilities [10]. For instance, Hasani and Khosrojerdi [11] proposed 
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six measures covering both operational strategies and structural adjustments to deal with SC 

disruptions and uncertainty, namely, facility dispersion, facility reinforcement, use of sub-

assemblies, multiple sourcing, keeping inventory and considering primary and alternative bills 

of material (BOM). Overall, the literature cited above highlights the existence of an array of 

measures that could potentially be used to mitigate the risks associated with SC disruptions, 

through building SC robustness and resilience. Furthermore, it is advocated that such capacity 

must be built through SNC decisions leading to targeted proactive and reactive actions. 

In general, the term SC refers to the sequential arrangement of organizational entities 

involved in acquiring raw materials, transforming them into components and assemblies, and 

then distributing the final product to end-users. However, given that an organizational entity 

can be part of more than one SC, a more realistic alternative would be to consider the notion 

of SN. With the notion of SN comes the existence of multiple SCs that are capable of catering 

to a given product-market profile. This then introduces the possibility of differentiating such 

SCs based on their performance in terms of speed, efficiency and responsiveness. The common 

industry practice may be to use the same set of SN entities catering to a given product-market 

profile for a prolonged period, considering such factors as the benefits of maintaining long-

term relationships, contractual arrangements and ease of coordination and communication [12]. 

On the one hand, adhering to the same SC for too long can lead to the loss of competitiveness 

at the SC level, because developments such as the emergence of high-performing SC entities, 

the adoption of new technology and the introduction of new and better substitute products can 

significantly alter the overall competitiveness of alternative SCs [13]. On the other hand, 

shifting product-market profiles means a SC that has been configured to serve a given product-

market profile at a particular point in time could become less competitive if it is no longer 

aligned with the current product-market profile [14-15]. Therefore, SNC decisions can play a 
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critical role in sustaining the overall SC performance under evolving conditions associated with 

globally dispersed SNs, as well as in the face of disruptions [13, 16].  

SNCs are alternative arrangements of organizational entities, processes and resources 

where, as a whole, they can be differentiated based on key performance metrics such as cost, 

lead-time and fill rate [17-18]. Previous studies have addressed SN design issues related to the 

decisions involving facility location, supplier selection and the optimal number of facilities 

required, often assuming static conditions [19-20]. However, more recent literature has 

contributed to accounting for disruptions and uncertainties in the design stage of SNs by 

introducing stochastic programming to the modelling environment [21]. Recent reviews of 

SNC literature [22-23] reveal that the spatial (e.g. geographical dispersion) and temporal (e.g. 

disruptions, market dynamics) aspects of SNs are particularly under-researched. For example, 

even though the product-market profile is an important factor to consider in SNC decisions, 

changes in product-market profile over time have not been adequately addressed in the 

literature. Similarly, although a particular market segment could be represented using multiple 

attributes such as demand, lead-time and willing-to-pay price, the treatment of product-market 

profile in most existing SN literature only accounts for the attribute of demand [3].  

Consistent with the approaches used in related areas such as SN design and logistics network 

planning [24], optimization techniques have played a major role in SNC research. In most 

cases, SNC problems are treated as combinatorial optimization type aimed at finding optimal 

SNC(s) based on the desired performance attributes of SN entities. As such, researchers have 

often used meta-heuristics for solving SNC problems. Among these approaches, Genetic 

Algorithm [e.g.18], Ant Colony Optimization [e.g. 25] and Bee Algorithm [e.g. 26] are the 

most widely used [16]. The Ant Colony Optimization and Bee Algorithm-based studies have 

accounted for multiple objectives such as lead-time and cost. Multi-agent systems (MAS) have 

been proposed in the literature to deal with SNC problems requiring particular attention to 
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coordination issues. These studies have used techniques such as argumentation-based 

negotiation [27], contract net protocol (CNP) with negotiation [28] and case-based reasoning, 

along with CNP [29]. Opportunities for using Real Options (RO), along with Game-theoretic 

approaches to model SN entity behaviour have also been pointed out more recently [13].  

A number of studies [30-31] have addressed SNC decisions rather holistically in the context 

of multi-tiered SNs, but without considering the individual SN entity-level decisions. The 

majority of such studies [27-29; 32-33] have also been undertaken in the context of rather 

narrowly defined SNs with limited SC tiers (mostly upstream of the SC) and simple product 

structures. To model SNC problems in more realistic terms, integration of SN-entity (local) 

decision-making and SN-level (global) performance is required [34]. However, integration of 

these perspectives cannot be achieved by using either meta-heuristics, multi-agent systems or 

any other similar technique, alone, hence suggesting the need for a combined approach.   

Overall, the literature points to a number of limitations in the current approaches to 

modelling structural, spatial and temporal characteristics of SNs, which could be summarised 

as: models with limited number of tiers, SN entities and product flows, including lack of 

recognition of geographical dispersion; and not accounting for multiple and dynamic 

operational parameters such as cost and lead-time, as well as changing product-market profiles. 

This study endeavours to address these limitations by focusing on multi-echelon SNs consisting 

of geographically dispersed SN entities that independently make decisions in responding to 

varied product-market profiles. It is expected that modelling SN structures and SN-entity level 

decision-making more realistically will help observe and study the performance implications 

of various SNC decisions, at the SN-level, in a meaningful and holistic manner.  

3 Conceptual framework 

The overall aim of this study is to develop a modelling approach to support SNC decisions 

while accounting for varied product-market profiles under a given set of organizational and 
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environmental conditions. The overall conceptual framework used in the development of the 

proposed methodology is depicted in Figure 1, which consists of the three steps listed below. 

(i) Establish the product-market profiles representing different consumer regions;  

(ii) Generate alternative SNCs catering to specific product-market profiles; and 

(iii) Evaluate the SNCs generated in step (ii) against a set of metrics representing the 

chosen competitive priorities or performance criteria applicable to a given context.  

In relation to the above framework, the proposed modelling approach primarily concerns 

with the MAOM, which accounts for the aspects included in the shaded box in Figure 1. 

However, to help illustrate the application of the MAOM, the remaining aspects of the 

framework are also briefly introduced in this section.  

3.1 ESTABLISING PRODUCT-MARKET PROFILES 

The product-market profile of a given consumer region l represents the estimated consumer 

requirements with respect to three key attributes, aggregate demand (𝑉𝑉𝑙𝑙), expected lead-time 

(𝐿𝐿𝐿𝐿𝑙𝑙) and willing-to-pay price (𝑃𝑃𝑙𝑙). The common practice is to derive the values of such 

attributes using demographic and historical data. Given that such historical data is not readily 

available to be used in this study, we use a set of alternative methods, as briefly outlined below. 

The base parameters used to determine the values of the three attributes referred to above 

are per-capita income [35], price level index (i.e. the ratio of purchasing power parity to market 

exchange rate) [36], energy consumption [37] and population density [38]. Analytical 
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Figure 1: Conceptual framework guiding the proposed methodological approach 
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Hierarchy Process (AHP), a widely used multi-criteria problem solving technique, is used to 

estimate 𝑉𝑉𝑙𝑙, using all four base parameters. A more detailed account of the approach followed 

in determining the values of 𝑉𝑉𝑙𝑙 is provided in Appendix I. The use of AHP for estimating 𝑉𝑉𝑙𝑙 

allows accounting for multiple dimensions that characterise a given consumer region, as well 

as the key differences between consumer regions, to arrive at a more robust estimate of the 

aggregate demand, compared to assuming that the demand is proportional to the population 

density of the target consumer region alone. Attribute 𝑃𝑃𝑙𝑙  for the target consumer region is taken 

as proportionate to the price level index of that region. Attribute 𝐿𝐿𝐿𝐿𝑙𝑙 is estimated based on per-

capita income, assuming that populations with high income (i.e. affluent consumers) expect a 

shorter delivery lead-time; higher the income, shorter the expected lead-time. 

3.2  GENERATION OF ALTERNAITVE OPTIMAL SNCS 

SNs consist of a number of autonomous or semi-autonomous business organizations (i.e. 

SN entities) with distinct characteristics such as capabilities, resources and processes, which 

function based on a set of competitive priorities. Typically, these SN entities independently 

make decisions while interacting with other SN entities and take necessary actions (e.g. 

adopting new technologies, expanding the capacity of facilities and updating business models) 

to cope with the challenges such as market forces or competitor manoeuvres [39]. Such distinct 

and dynamic behaviour of individual SN entities can create complex aggregate behaviour at 

the SN level. It is the cumulative effect of these collective decisions and actions that manifests 

in the form of SNs that are competing against each other in terms of satisfying a given product-

market profile.  As such, to arrive at an optimal solution for a given SNC problem, both the 

SN-entity (local) decision-making and SN-level (global) performance need to be aligned. The 

challenging nature of such problems (e.g. distributed decision-making in a global context) 

demands solution approaches that extend beyond the realm of mathematical programming [40].  
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Therefore, this study proposes a multi-agent modelling approach consisting of reverse-

auctioning and evolutionary algorithms with the aim of determining the optimal SNCs catering 

to a specific product-market profile, while accounting for the diverse goals and autonomous 

decision-making behaviour of individual SN entities of a given SN. The reverse-auctioning 

process serves two purposes in relation to identifying a set of SN entities: one is to determine 

reserved values for each node in the bidding process with the aim of optimizing SN-level 

performance; and the other is to ensure that a competitive bidding process takes place.  

3.3 SCENARIO-BASED EVALUATION OF SNCS 

Pertaining dynamics (e.g. uncertainties in operational parameters, disruptions and structural 

changes of SN) and inter-dependencies between various SN entities make SN design decisions 

such as supplier selection, facility location and order allocation particularly challenging. 

Among the mix of modelling methods and solution methodologies proposed in the literature 

(e.g. stochastic modelling, simulation and game theory), evaluating “what-if” situations 

supported by scenario-based approaches are considered to be appropriate for solving SNC 

problems under dynamic conditions [22]. The proposed approach first determines alternative 

optimal SNCs considering a selected set of SN-level performance metrics for a given product-

market profile and these optimal SNCs are then evaluated against additional criteria (e.g. 

supply reliability, supplier compatibility and sustainability). We consider efficiency and speed 

as two key SN-level performance metrics against which the alternative optimal SNCs are 

evaluated initially. These SNCs may then be subject to further evaluation based on other criteria 

such as technology integration, energy consumption or carbon footprint, as needed.  

4 PROPOSED MULTI-AGENT MODELLING APPROACH 

Two major views on ‘what an agent is’ can be gleaned from the extant literature: one 

focusing on the attributes and behaviours of agents and the other focusing on their applications; 
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i.e. how agents are used in solving problems within a particular domain [41-43]. Based on our 

review of the definitions currently available in the literature, we consider agents to be entities 

representing human representatives or tasks (mutually exclusive) with certain inherent 

characteristics, which are typically executed using software applications. The literature has 

reported successful implementations of multi-agent modelling approaches for a variety of 

applications in different disciplines [40,44]. Such applications are identified in the literature as 

modular, decentralized, changeable, ill-structured and complex [45]. The salient features of the 

modelling approaches used in these applications can be differentiated in terms of the agent 

environment, agent attributes, agent characteristics and agent architecture. We follow a similar 

approach in developing the proposed MAOM, as further elaborated below.  

4.1 AGENT ENVIRONMENT  

Agent environment is defined in the literature as the modelling context that falls outside the 

control of agents [46-47]. In relation to the SNC problem, we consider individual SN entities 

as agents and the SN environment as the agent environment. The SN environment can be 

explained in terms of structural and spatial characteristics. The structural dimension of the 

environment reflects the composition of the SN, which includes: the number of tiers in the SN; 

the number of SN entities in different tiers and their relationships; and multiple product 

platforms and product variants involved [48]. The spatial dimension of the environment 

represents the geographical dispersion of SN entities for a given SN. These aspects are reflected 

in the way SN entities are arranged into a typical SN illustrated in Figure 2.  

The typical SN considered in this study has I number of stages (S) where S = (S1… Si… SI) 

and Si is the ith stage of the SN, covering the entire value-adding chain. As such, a given stage 

Si could be responsible for: either supplying raw materials; producing parts, components or 

sub-assemblies; assembling final products; or delivering finished goods through various 

intermediate points to the final consumer. There can be multiple nodes at any given stage (for 
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example, multiple types of components or raw materials sourced at the initial stage). We 

assume that there are J nodes, in total, in the SN. Therefore, jth node at the ith stage of the SN 

can be represented by 𝐍𝐍𝑖𝑖𝑖𝑖. Furthermore, at a given node 𝐍𝐍𝑖𝑖𝑖𝑖, there can be several competing 

SN entities (i.e. entity options), represented by 𝑹𝑹𝑖𝑖𝑖𝑖𝑖𝑖 (where 𝑘𝑘 𝜖𝜖 (1,2,3 … 𝑝𝑝𝑖𝑖)), which perform  

the same function (e.g. supplying a particular type of component or the same raw material). 

Here, 𝑝𝑝𝑖𝑖 is the maximum number of entity options available at the jth node. 

These entity options are capable of performing the required value-adding functions at the 

respective node. Depending on factors such as the location of facilities, the capacity of plants 

and the processes or technologies utilized, these entity options can compete with each other on 

the basis of cost, lead-time and quality etc. For example, a local entity option may be able to 
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supply a component at a higher price with a shorter lead-time, whereas an overseas supplier 

may be able to supply it at a much lower price but with a considerably longer lead-time. 

Additionally, consumers are located in different geographical regions and we assume that there 

are L number of consumer regions, for the problem considered in this study.  

4.2 AGENT CHARACTERISTICS AND ARCHITECTURE 

In line with the way agents are defined, a range of agent characteristics are presented in the 

literature. In this study, we adopted the suite of characteristics proposed by Wooldridge and 

Jennings [49] and interpret each of them here with respect to the SN context introduced above.  

• Autonomous: SN entities make their own decisions considering their competitive 

priorities, organisational strategies and available resources.  

• Adaptive: SN entities change their behaviour/decisions in light of external factors such 

as business trends, regulatory frameworks and economic conditions. 

• Reactive: SN entities timely respond to the external influences such as plant 

breakdowns, loss of suppliers and transport delays with appropriate actions.  

• Pro-active: SN entities review their operations from time to time and implement new 

initiatives (e.g. capacity additions) to cope up with future changes.  

• Social: SN entities interact with each other for fulfilling customer requirements, for 

example, in relation to placing orders for raw materials and parts. 

Agent architecture is another important aspect of the modelling approaches used, which 

reflects how an agent is constructed thus giving rise to certain properties, as well as behavioural 

or functional attributes [50-51]. Maes [51] proposed a succinct definition of agent architecture, 

a collection of modules with a mechanism to interact with each other to perform a particular 

function, which we chose to adopt. In this study, agents consist of multiple modules such as 

decisions-making module (DM), learning module (LM) and communication module (CM). 



13 
 

4.3 AGENT TYPES AND BEHAVIOUR  

In the literature, agent classifications are proposed based on the role of the agent within the 

system concerned [52]. In this study, we introduced two types of agents namely, physical and 

auxiliary. We consider SN entities (e.g. suppliers, manufactures) performing typical SN 

operations as physical agents and those who support SNC decision-making as auxiliary agents.   

4.3.1 PHYSICAL AGENTS  

In relation to the SNC problem studied, we introduce a set of three physical agents, namely, 

supplier agent (SA), manufacturer agent (MA) and distributor agent (DA) to represent 

suppliers, manufacturers and distributors of the SN respectively. These physical agents may be 

located in different geographical regions, and they are identified with an index indicating their 

stage (i), node (j) and entity option (k) within the SN concerned respectively. The primary 

function of these agents is to perform the core value-adding operations in catering to a given 

product-market profile. As such, SAs are arranged into a number of tiers according to the BOM 

of the product involved. For example, if there are multiple tiers in the supply stage; the first-

tier suppliers supply sub-assemblies; the second-tier suppliers supply the required parts and/or 

components; and the third-tier suppliers supply raw materials. Similarly, MAs assemble final 

products and DAs are responsible for storing, sorting and dispatching finished products to 

relevant consumer regions. These physical agents have distinct capacity levels (ACijk) 

applicable to their value-adding operations (e.g. processing, assembly, storage and handling) 

depending on the SN node they belong to. Additionally, certain physical agents periodically 

increase their capacity by an increment expressed as a percentage of the current capacity, 

through purchase of new machineries, adopting new technology and expanding facilities etc. 

Given such capacity levels, each agent will then have a distinct unit operations cost (PCijk) and 

unit operations time (PTijk) related to processing, assembly, storage and handling.  
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In addition to performing core value-adding functions, these physical agents take part in the 

reverse-auctioning process to explore business opportunities.  The functionality of physical 

agents in the context of reverse-auctioning is executed with the help of the three modules DM, 

LM and CM, as shown in Figure 3. 

 Physical agents bid in terms of unit price (BPijk) and unit time (BTijk) corresponding to a 

given product-market profile, upon receiving an invitation to submit bids. When bidding, 

physical agents consider the state of their available capacity and past bidding outcomes. The 

overall bidding process, which may involve a pre-determined number of iterations, as 

illustrated in Figure 4, is modelled in the form of sequential decision-making following the 

Markov Decision Process (MDP), where Reinforcement Learning (RL)-based techniques are 

used to solve the MDP in relation to handling different bidding outcomes [53-54]. 

Upon receiving an invitation to bid, the DM of physical agents first chooses to follow either 

an exploration or an exploitation strategy, depending on whether the invitation is for a new 

product-market profile or not (i.e. whether they have bid in the past). In both cases, the physical 

agent generates a bid (i.e. the values of BPijk and BTijk) for the first round of bidding, 

considering the desired profit margin, cost, time and the current capacity status. The current 

capacity status m is determined situationally following a rule-based reasoning approach using 

Eqns. (1) and (2), supported by the Q-table shown in Table 1.  

AACijk = (1+ 𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖1 - 𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖2  )×ACijk   (1) 
RCij = δij × Vl (2) 

(Routing msgs)

(Rule-based approach)
DM

CMI/P
 connected agent(s)

O/P 
connected agent(s)

(Q-learning)
LM

 
Figure 3: The architecture of physical agents 
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Equation (1) refers to the available annual capacity AACijk which is the difference between 

planned annual capacity (where, 𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖1  is the size of capacity addition, expressed as a percentage 

of the current annual capacity) and utilised capacity expressed as a percentage (𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖2 ) of current 

annual capacity. Equation (2) refers to the RCij, which is the number of units required from 

node j (i.e. δij), according to the BOM and demand (𝑉𝑉𝑙𝑙), as per the product-market profile. Once 

the relevant capacity status m is determined, the corresponding profit range n is read from the 

Q-table leading to the preferred action 𝐴𝐴𝑛𝑛𝑡𝑡 , depending on the iteration t of the auctioning 

process, at which the bid is considered and the experience of the agent reflected in the Q-value. 

Initially, at iteration 1, action 𝐴𝐴𝑛𝑛𝑡𝑡  is taken following either the exploration or exploitation 

strategy, as per the conditions shown Eqn. (3).  

Exploration strategy is appropriate in the case of a new product-market profile due to the 

absence of prior bidding outcomes, in situations such as the introduction of a new product, a 

new physical agent joining the SN or an existing physical agent bidding for the first time. 

  

𝐴𝐴𝑛𝑛𝑡𝑡 = �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
(𝐴𝐴1→𝑛𝑛𝑡𝑡 ),

max(𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡 ) ,
   if exploration
   if exploitation 

(3) 

 

 

Table 1: Illustration of the Q-table* 

                                                       Action/Profit range(n) 
Capacity Status (m) 

Low 
(5-10%) 

Medium 
(10-15%) 

High 
(15-20%) 

Under-utilized  
AACijk ≥ 0.5 × NCijk   

AACijk  ≥  RCij Q11 (5%) Q12 (10%) Q13 (15%) 

AACijk <  RCij                                                                    Q21 (6%) Q22 (11%) Q23 (16%) 

Utilized 
(0.25 × NCijk)  ≤  AACijk < (0.5 × NCijk) 

AACijk  ≥  RCij Q31 (7%) Q32 (12%) Q33 (17%) 

AACijk <  RCij                                                                    Q41 (8%) Q42 (13%) Q43 (18%) 

Fully-utilized  
AACijk < (0.25 × NCijk) 

AACijk  ≥  RCij Q51 (9%) Q52 (14%) Q53 (19%) 

AACijk <  RCij                                                                    Q61 (10%) Q62 (15%) Q63 (20%) 
 

*each cell contains a Q-value (Qmn) corresponding to capacity status m and profit range n. 
Percentage values in each cell are read as profit margins (Pmn) for capacity state m and action/profit 
range n. NCijk represents planned annual capacity 
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Exploitation strategy is employed to make use of the physical agent’s experience acquired 

through participation in past auctions or the earlier iterations of the current reverse-auction 

process. Under exploitation strategy, once action 𝐴𝐴𝑛𝑛𝑡𝑡  is selected, BPijk and BTijk are calculated 

as per Eqns. (4) and (5). BPijk is calculated taking PCijk and relevant Pmn with respect to the 

capacity status (m) and profit range (n). BTijk is calculated considering PTijk and a coeficient 

(βm). The coefficient βm is introduced to account for the variation in production time with 

respect to capacity status. To illustrate this variation, βm values representing 6 states reflecting 

the three utilization levels shown in Table 1 are used; i.e. βm;m=1→6 = {1, 1.15, 1.3, 1.45, 

1.6,1.75}.  
BPijk = PCijk (1+Pmn) (4) 

 BTijk = βm × PTijk  

 

(5) 
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Figure 4: Steps involved in the decision-making process (bidding process) of physical agents
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Once the bids generated as above are presented to the corresponding SN entity selection 

agent (SES) for considearion, iteration 1 of the bidding process is complete. Upon evaluation 

of all bids received in iteration 1, the SES informs respective physical agents as to whether 

they are invited to bid in the next iteration of the auctioning process. Shortlisting of bids to 

proceed to the next iteration is made based on the comparison of bids received against the 

reserved values of price (𝑅𝑅𝑃𝑃𝑖𝑖𝑖𝑖) and time (𝑅𝑅𝐿𝐿𝑖𝑖𝑖𝑖) in the concluded iteration. Subsequent iterations 

of the bidding process may follow multiple paths as illustrated in Figure 4, depending on the 

outcomes of the previous iteration, as elaborated below.  

At the start of each subsequent iteration, the physical agents update their Q-table based on 

the outcome in the previous iteration, as outlined below. Depending on whether or not the bid 

was shortlisted to proceed to the next iteration, the relevant Q-value, 𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡 , (i.e. corresponding 

to relevant state m and action n in iteration t) of the Q-table is updated with a positive or 

negative reward as per Eqns. (6) and (7). 

Here, µ1 is the percentage contribution of the overall profit corresponding to the previous 

action, γ is the discount factor, which is applied to future rewards (represented as max (𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡+1) 

for iteration t+1), where, µ2 is the percentage contribution of the overall loss (𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖1 ≥ 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖2 ). 

The physical agents then read the updated Q-table to see if there is a lower profit range 

available than that was used to bid in iteration t-1 (i.e. n > 1 in iteration t-1). If a lower profit 

range in iteration t-1 can be found, then an exploration-based conditional bidding strategy is 

followed. Under this strategy, the physical agent randomly select an action, 𝐴𝐴𝑛𝑛𝑡𝑡 , based on profit 

range (𝐴𝐴𝑛𝑛𝑡𝑡−1), which is less than that used in the previous iteration, as per Eqn. (8) and bidding 

values are again calculated according to Eqns. (4) and (5). 

𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡 = 𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡−1 + 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖1  (δij × Vl × Pmn) + γ × max (𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡+1) (6) 

𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡 = 𝑄𝑄𝑚𝑚𝑛𝑛𝑡𝑡−1 - 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖2  (δij × Vl × Pmn) (7) 
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In case that a lower profit range cannot be found, the physical agent considers whether the 

bid in the previous iteration was shortlisted or not. If the bid was shortlisted, then the repetitive 

bidding strategy is followed. Under this strategy, the physical agent presents the same values 

used in the previous iteration of auctioning in response to the current invitation, i.e.: 

𝐴𝐴𝑛𝑛𝑡𝑡 = 𝐴𝐴𝑛𝑛𝑡𝑡−1  ∀ t >1         (9) 

Otherwise, the agent decides to stop further bidding for the given product-market profile, 

which brings the reverse-auctioning process to its conclusion. 

4.3.2 AUXILIARY AGENTS 

We introduce a set of six auxiliary agents, namely SES, order processing agent (OP), 

auctioning agent (AU), optimization agent (OPT), transportation agent (TA) and evaluation 

agent (EA). The role of auxiliary agents is to support SNC decisions in relation to the 

generation, optimization and evaluation of alternative SNCs for different product-market 

profiles. The way in which each of these agents functions is further elaborated below.  

The OP processes product-market profile information to determine the number of units 

required at each supply node (i.e. RCij) taking into account both 𝑉𝑉𝑙𝑙 and δ𝑖𝑖𝑖𝑖  as per Eqn. 2. For 

iteration 1, the AU generates 𝑅𝑅𝑃𝑃𝑖𝑖𝑖𝑖 and 𝑅𝑅𝐿𝐿𝑖𝑖𝑖𝑖 for relevant SN nodes corresponding to a given 

product-market profile using the Genetic Algorithm (GA). The initial population for the GA is 

a set of 𝑅𝑅𝑃𝑃𝑖𝑖𝑖𝑖 and  𝑅𝑅𝐿𝐿𝑖𝑖𝑖𝑖 values derived for each node as per Eqns. (10) and (11). 

The two reserved values are randomly selected from those falling within the specified upper 

and lower threshold values. The upper threshold of 𝑅𝑅𝑃𝑃𝑖𝑖𝑖𝑖 is calculated taking Pl for each product 

from the corresponding consumer demand region and 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖  for each node. The lower threshold 

value is 85% of the upper threshold value. Similarly, 𝑅𝑅𝐿𝐿𝑖𝑖𝑖𝑖 is also a random value within the 

𝐴𝐴𝑛𝑛𝑡𝑡  = random (𝐴𝐴)    | A =(𝐴𝐴1𝑡𝑡−1, …𝐴𝐴𝑛𝑛−1𝑡𝑡−1 )       ∀ t >1     (8) 
  

RPij ~ rnd [PPij. Pl  , 0.85. PPij. Pl] (10) 
RTij ~ rnd [PPTij. LTl. f / Vl   , 0.85. PPTij. LTl .f /Vl] (11) 
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upper and lower threshold values, which are calculated based on the overall lead-time (𝐿𝐿𝐿𝐿𝑙𝑙) as 

per the given product-market profile and the percentage time (PPTij) allocated for each node. 

Here, 𝑓𝑓 is the dispatching frequency. The initial population for the GA is then subjected to the 

genetic operators, mutation and crossover, until the termination criteria are met.  

Once the AU has generated a set of reserved prices and times representing each node to be 

used in the initial reverse-auctioning round, it starts the reverse-auctioning process by calling 

invitations. The invitations are sent to the physical agents through SESs. Reserved values for 

subsequent iterations are determined by lowering the initial set of reserved values by a certain 

percentage, and the reverse-auctioning continues until the termination criteria are met (i.e. on 

completion of a pre-defined number of iterations or when there are no more agents to bid). 

The SES corresponding to each physical agent shortlists physical agents (i.e. Rijks) by 

comparing reserved values with the bids presented by physical agents in each iteration, as per 

Eqns. (12) and (13). Here, zijk is a decision variable which has value 1 when the physical agent 

Rijk is shortlisted to fulfil a given product-market profile; otherwise it is 0.  

At the end of the reverse-auctioning process, the OPT receives the final list of Rijks 

representing shortlisted bids from the SES. Given this list of Rijks, the cost (TCijk→i’j’k’) and time 

 (TTijk→i’j’k’) representing the transportation function is obtained from the TA.   

The TA generates transportation costs and times corresponding to a given product-market 

profile, which are calculated as per Eqns. (14) and (15) for a given SNC on the request of the 

OPT. Transportation cost is proportionate to the distance between Rijks. The distance between 

two selected physical agents (Rijk and Ri’j’k’) at two consecutive stages i and i'(=i+1) is indicated 

by Dijk→i’j’k’ and unit distance transportation cost is taken as ∝2  and speed is taken as Vs. Here, 

xijk→i’j’k’ is the decision variable which has value 1 when Rijk in stage i and Ri’j’k’ in stage i' are 

BPijk.zijk  ≤   𝑅𝑅Pij (12) 
BTijk.zijk  ≤   𝑅𝑅𝐿𝐿ij (13) 
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selected to fulfil a given order; otherwise it is 0. A database is maintained by the TA, including 

a distance matrix, 𝛼𝛼2 and Vs. 

The OPT then generates alternative optimal SNCs considering total SN costs (TSNC) and 

the overall lead-time (LT) satisfying the product-market profile of a given region.  

The TSNC is the sum of the costs of individual operations (e.g. processing, assembly, 

storage and handling) at each Rijk and transportation costs between relevant SN stages.  The 

overall LT of the SN is the sum of the: operations time of the selected Rijk in the final operational 

node (j); transportation time between SN stages (i.e. i and i’); and the maximum delivery LT 

time of all connected nodes from the previous stage i’’ (= i -1). Eqns. (16) and (17) represent 

the objectives of the OPT, which are to minimize TSNC and LT. The OPT achieves the above 

SNC objectives subject to the constraint expressed in Eqn. (18), which represents the selection 

of only one physical agent at each node to generate the SNC satisfying a  given product-market 

  TCijk→i’j’k’ =  x ijk→i’j’k’. Dijk→i’j’k’. 𝛼𝛼2. f (14) 

 
TTijk→i’j’k’ = (Dijk→i’j’k’ . x ijk→i’j’k’)/ Vs (15) 

Minimize TSNC  

= � � � 𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖.
𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖∈ 𝑁𝑁𝑖𝑖𝑖𝑖𝑁𝑁𝑖𝑖𝑖𝑖∈𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖∈𝑆𝑆

𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖. 𝛿𝛿𝑖𝑖𝑖𝑖 .𝑉𝑉𝑙𝑙 +  

� � � � 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖→𝑖𝑖′𝑖𝑖′𝑖𝑖′
𝑅𝑅𝑖𝑖′𝑖𝑖′𝑖𝑖′∈𝑁𝑁𝑖𝑖′𝑖𝑖′𝑁𝑁𝑖𝑖′𝑖𝑖′∈𝑆𝑆𝑖𝑖′𝑁𝑁𝑖𝑖𝑖𝑖∈𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖,𝑖𝑖′∈𝑆𝑆

.𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖→𝑖𝑖′𝑖𝑖′𝑖𝑖′ .∝2 .𝑓𝑓 

(16) 

Minimize LT 

 

 

 

= � 𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖
𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖∈ 𝑁𝑁𝑖𝑖𝑖𝑖

𝐵𝐵𝐿𝐿𝑖𝑖𝑖𝑖𝑖𝑖. 𝛿𝛿𝑖𝑖𝑖𝑖 .𝑉𝑉𝑙𝑙 𝑓𝑓⁄        +  � 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖→𝑖𝑖′𝑖𝑖′𝑖𝑖′ .
𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖∈ 𝑁𝑁𝑖𝑖𝑖𝑖 

𝑅𝑅𝑖𝑖′𝑖𝑖′𝑖𝑖′∈ 𝑁𝑁𝑖𝑖′𝑖𝑖′ 

𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖→𝑖𝑖′𝑖𝑖′𝑖𝑖′/𝑉𝑉𝑠𝑠  

+ max
𝑁𝑁𝑖𝑖′′𝑖𝑖′′∈𝑆𝑆𝑖𝑖′′

𝐿𝐿𝐿𝐿𝑖𝑖′′ 

(17) 

Subject to:  

    � 𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖∈𝐾𝐾𝑖𝑖

 = 1 (18) 
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profile. Here, yijk is a decision variable which has value 1 when the Rijk is selected to fulfil a 

given product-market profile; otherwise it is 0.   

In generating optimal alternative SNCs, NSGA-II starts with the initial population (i.e. 

parents), which is the set of SNCs having one entity option from each node, and follows the 

process outlined in Figure 5. The both objectives (TSNC and LT) are calculated to rank the 

population using the Pareto-fast non-dominated (PF-ND) sorting algorithm. Standard genetic 

operators (i.e. selection, crossover and mutation) are applied with a pre-determined criterion 

for ceasing the process of iterations. Elitism is achieved by combining the chosen attributes of 

parents and children, and are ranked with the use of PF-ND sorting. The next generation is 

selected from the highest-ranking population, which is then sent to the following generation. 

This process continues until the ceasing criterion is met. Finally, the solutions in the Pareto 

front are taken as the optimal alternative SNCs for a given product-market profile.  

The EA evaluates the alternative Pareto-optimal SNCs generated as above, based on 

additional criteria, and selects the most appropriate SNC to suit the given product-market 

profile considering other relevant conditions. After a particular SNC is selected, all physical 

Evaluate fitness functions

Rank the population based on PF-ND

Generate children population (Selection, 
Crossover, Mutation)

Evaluate fitness functions 

Combine parent and children population

Rank the total population based on PF-ND

Generate the non-dominated solutions along 
the pareto front

Add solution to the next generation of 
population

Stopping criteria met?

Yes

No

Initial population

Return Pareto-optimal solutions

 
Figure 5: Conceptual flowchart of NSGA-II 
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agents are informed through relevant SESs to update their occupied production capacities (as 

in Eqn. 19), as well as the Q-table, using Eqn. 20, where 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖3 >  𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖1 >  𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖2 .    

4.4 AGENT INTERACTIONS  

In the proposed multi-agent approach, agent interactions occur following CNP, which is a 

protocol widely applied in the context of distributed systems. Figure 6 shows the overall 

communication mechanism used in the MAOM, and Figure 7 shows agent connectivity. Figure 

8 shows how information passes through relevant agents when performing the reverse-

auctioning process. Interactions are executed by the communication modules of each agent. 

Recognition: According to CNP, first, the necessity for breaking and sharing the main task into 

sub-tasks is recognised. In this study, catering to product-market profiles is the main task 

received by the OPT, which is then decomposed and allocated, via auxiliary agents, among the 

relevant supply nodes, based on the BOM.  

Reverse-auctioning and bidding: Reverse-auctioning and bidding occur between the AU and 

physical agents through SESs. First, based on the BOM, the OP sends information regarding 

the supply nodes participating in the bidding process to the AU to generate a set of 𝑅𝑅Pijs and 

𝑅𝑅Tijs for each SN node. As the reverse-auctioning begins, the SES sends invitations to relevant 

physical agents inviting bids for a given product-market profile. Upon receiving invitations, 

each physical agent follows its own strategies and procedures in preparing bids. These bids are 

then communicated to the SES to be compared against reserved values. This reverse-auctioning 

process continues through a series of bidding rounds (iterations) until the termination criteria 

are met. Finally, shortlisted bids are sent to the OPT so as to generate Pareto-optimal SNCs. 

Awarding: The OPT uses NSGA-II to find the Pareto-optimal SNCs considering the multiple 

bids received at each node.  These SNCs are then sent to the EA, who determines the most  

 λ𝑖𝑖𝑖𝑖𝑖𝑖
2  =   λ𝑖𝑖𝑖𝑖𝑖𝑖

2  + RCij / (1+ λ𝑖𝑖𝑖𝑖𝑖𝑖
1  ) ACijk (19) 

𝑄𝑄𝑚𝑚𝑛𝑛 = 𝑄𝑄𝑚𝑚𝑛𝑛 + 𝜇𝜇𝑖𝑖𝑖𝑖𝑖𝑖3 (δij ×Vl × Pmn) (20) 
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suitable SNC considering other possible criteria such as carbon emission and the compatibility 

between SN entities. 

Once the desired SNC is determined, the outcome is passed to relevant physical agents so 

as to update their occupied production capacities and the Q-table.   

5 CASE STUDY ANALYSIS 

In this study, we adapted the dataset of a refrigerator production network, which was initially 

used by [55], and later modified by [56-57] by including additional parameters associated with 

the logistics networks to optimize lifecycle costs. To help demonstrate the efficacy of the 

proposed model, several new parameters are also added, considering the specific SNC problem 

considered in this paper. Further details about these parameters are presented below.   

There are five stages in the refrigerator SN; two supply stages (i.e. raw material and 

components), the final assembly stage and a distribution stage before finished products 

reaching the end-users via respective consumer regions (virtual retail outlets). There are 25 

different components manufactured using four different types of raw material, namely, Iron, 

Plastic, Aluminium and Copper. Based on the type of raw material used and the nature of the 

manufacturing process involved, we categorize 25 components into five groups, aimed at 

reducing the complexity of the SN. The final assembled products are sent to distribution centres 

through which retailers at each consumer region receive goods. Accordingly, there are multiple 

nodes (i.e. Nij) in each stage, with multiple entity options (i.e. Rijk) capable of performing the 

required value-adding functions at each node. The connectivity between nodes is shown in 

Figure 9. We consider seven consumer regions (l = 1 – 7) in Europe with distinct product-

market profiles attributed by Vl, LTl and Pl, which are derived using the four base parameters 

introduced in Section 3.1. Constructed variations in the attributes of the product-market profile 

as represented by their mean and standard deviation are given in Table 2.  

The behaviour of selected agents in making SNC decisions are illustrated in figures 10-12. 
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Figure 10 presents the optimal reserved values generated by the AU for the product-market 

profiles (using mean values only with no variation) of consumer regions 1 and 3. Figure 11 

shows the bidding decisions of the physical agent with ID 146 for three different product-
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Figure 9: Illustration of the connectivity between nodes of the refrigerator production network 

 

 
Table 2: Product-market profile of each consumer region 

l 
Vl (units) 

(mean,std) 
LTl (days) 
(mean,std) 

Pl (dollars)  
(mean,std) 

1 (15000,2500) (80,10) (1200,75) 

2 (30000,4000) (150,15) (1300,45) 

3 (35000,2000) (160,10) (1200,50) 

4 (12000,1000) (70,12) (1200,40) 

5 (19000,500) (100,5) (1200,55) 

6 (57000,3000) (250,20) (1300,35) 

7 (30000,1000) (150,15) (1300,30) 
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market profiles and respective consumer regions. In this case, the physical agent (ID 146) offers 

bids by lowering the unit bidding prices for regions 1 and 3, and the agent bid only once for 

region 7. Figure 12 shows the optimal SNCs generated by the OPT catering to the product-

market profiles (using mean and standard deviation) of regions 1 and 3. Through these results, 

we demonstrated the autonomous behaviour of agents in the context of the proposed SNC 

 
Region 1 

 
Region 3 

Figure 12: Illustration of the Pareto-optimal solutions generated by the OPT (for  consumer regions 1, 3) 
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Figure 11: Illustration of the unit-bidding price of Agent ID 146 (for consumer regions 1, 3, 7) 
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Figure 10: Illustration of the iterative reserved prices generated by the AU (for consumer region 1and 3) 
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problem, demonstrating their role and contribution to solving it. 

We then conducted two experiments. In experiment 1, we considered a static product-market 

profile by employing only the mean value for each attribute of the respective product-market 

profile. In experiment 2, varied product-market profiles were used to create two scenarios with 

variations set using mean and standard deviation for all consumer regions. The proposed 

MAOM was tested to minimize both TSNC and LT.  

The results obtained in experiment 1 are presented in Table 3, which includes TSNC and 

LT ranges of the Pareto-optimal SNCs for each product-market profile. Potential gains 

(percentages) in both TSNC and LT are also calculated by comparing the average values of 

TSNC and LT ranges against corresponding product-market profile attributes (Pl and LTl). The 

results from  experiment 1 can help decision-makers to identify suitable SNCs in the presence 

of static product-market profiles. An appropriate SNC can then be selected from this set of 

Pareto-optimal SNCs considering any additional SN evaluation criteria, as desired.  

Table 4 shows the results of experiment 2 with corresponding savings for all product-market 

profiles considered. The results shown in Table 3 indicate that the SN is capable of catering to 

product-market profiles (with mean values) of all 7 regions. However, the results in Table 4 

indicate that certain product-market profiles cannot be fully catered to by the SNCs generated. 

For example, the lead-time of the product-market profile of consumer region 7 is infeasible.  

Table 3: Solutions for static product-market profiles (Experiment 1) 

Experiment 1 setting SNC solutions % Saving 

l 
Product-market profile 

(Vl, LTl, Pl) 
TSNC range LT range Cost Time 

1 (15000,80,1200) [866, 877] [61,63] 27 22 

2 (30000,150,1300) [874,903] [110,115] 32 25 

3 (35000,160,1200) [874,907] [128,141] 26 16 

4 (12000,70,1200) [878,900] [45,52] 26 31 

5 (19000,100,1200) [886,910] [73,78] 25 24 

6 (57000,250,1300) [883,911] [207,233] 31 12 

7 (30000,130,1300) [886,915] [111,124] 31 22 
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The results obtained in this analysis can be used to find a strategically robust SNC, which 

can withstand the effects of volatile markets that are characterized by varied Vl, LTl and Pl 

values or when faced with the disruptions discussed earlier. The proposed approach allows for 

the amendment of criteria used in evaluating SNCs to reflect changing strategic priorities, the 

adjustment of product-market profile attributes to reflect organisational and/or environmental 

conditions or undertake the reverse-auctioning process under re-negotiated terms of supply, in 

cases where the existing supply base is found to be unable to meet the expected criteria. 

6  CONCLUSION 

In this study, we demonstrated the application of a novel multi-agent modelling approach to 

support SNC decisions, addressing three key challenges reported in the literature. The first and 

most significant challenge is enhancing SN-level performance in a distributed decision-making 

environment, where individual SN entities aiming to satisfy their local goals (i.e. competitive 

Table 4: Solutions for dynamic product-market profiles (Experiment 2) 

Experiment 2 setting SNC solutions % Saving 

 
l 
 

Product-market profile 
(Vl, LTl, Pl) 

TSNC range LT range Cost Time 

1 
(16000,85,1295) [867, 877] [60,63] 33 27 

(14500,83,1230) [863, 877] [61,62] 30 26 

2 
(32000,160,1342) [875, 910] [109,114] 33 30 

(26600,147,1350) [877, 900] [110,113] 34 24 

3 
(34200,165,1250) [873, 905] [128,142] 29 18 

(36600,153,1300) [874, 910] [129,141] 31 12 

4 
(12300,65,1210) [877, 903] [45,52] 25 25 

(12700,72,1170) [878, 903] [45,53] 24 32 

5 
(18700,103,1220) [884, 910] [73,78] 26 27 

(19100,110,1310) [886, 909] [74,78] 31 31 

6 
(58200,243,1330) [885,913] [208,234] 32 9 

(54100,255,1370) [880,912] [205,234] 34 14 

7 
(31500,120,1280) [887,914] [111,125] 29 -2 

(30100,115,1200) [888,915] [114,124] 25 -3 

 
 



30 
 

priorities). The second challenge is achieving the above goals with minimal information 

sharing between SN entities, which reflects the real-world situation of organisations’ reluctance 

to disclose commercially sensitive information. The third challenge is sustaining competitive 

SNs in a dynamic business environment, which is characterised by shifting consumer 

requirements, disruptions and other forms of uncertainty.   

To this end, we modelled a multi-stage, multi-echelon SN consisting of a geographically 

dispersed set of SN entities catering to distinct product-market profiles. In modelling this SNC 

decision problem, we used two types of agents, physical and auxiliary, with each type having 

distinct characteristics and architectures, as well as playing specific roles in relation to making 

SNC decisions. The proposed MAOM incorporated a reverse-auctioning process to simulate 

the competing nature of SN entities with respect to achieving individual organisational-level 

goals but collectively contributing to enhancing SN-level performance, by means of setting 

reserve values generated through the application of GA. Then, with respect to generating 

Pareto-optimal SNCs capable of catering to distinct product-market profiles, we employed 

NSGA-II. Further evaluation of these SNCs against additional criteria using a rule-based 

approach allowed the selection of the most appropriate SNC to meet a broader set of conditions.         

We tested the model on a refrigerator SN case study drawn from the literature to demonstrate 

its efficacy. Experimental results revealed that a number of strategic decisions can be supported 

by the proposed model, in particular, identifying and evaluating robust SNs to suit varied 

product-market profiles. Additionally, in identifying and evaluating these SNCs, we only used 

product-market profile data and SN entity-level bidding prices and and times, meaning the 

model can be run with minimal input data. We further contend that dealing with SNC decisions 

in the manner outlined in this paper can enhance SN capabilities in terms of their capacity to 

withstand anticipated disruptions, as well as developing contingencies in the case of having to 

recover from disruptions. Further opportunities exist for extending and expanding this research 
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to investigate the merits or otherwise of alternative modelling approaches and algorithms such 

as ROs/Game Theory [e.g. 13], Dynamic Metaheuristics [e.g. 58] and improved Bayesian 

frameworks [e.g. 59-60] against those used in the proposed model. These alternative 

approaches and algorithms, which have already been tested in other related areas under 

comparable conditions could be used to mimic the competition and/or cooperation between SN 

entities, with the possibility for handling more complex SNs at different levels of abstraction.  

In terms of the contribution of our work to knowledge, we claim that there is a distinct 

advantage in applying this type of decision support tools in relation to enhancing SNC decision-

making. Compared to the existing decision support tools, the proposed approach effectively 

addresses the three key challenges referred to earlier, which we believe is a significant 

contribution to practice. Potentially, this model can be used to enhance SNC decisions by any 

SN entity, as well as other parties such as SC analysts or consultants. In terms of contribution 

to theory, the use of this model will certainly help better understand SN dynamics at a 

fundamental level and evaluate alternative scenarios for understanding the sensitivity of model 

outcomes to certain parameters that represent the features of real-world SNs. Given the 

limitations of the scope, including space, of this paper, we plan to report the results of our 

broader study, which includes sensitivity analysis, as well as further testing of our model with 

larger data sets, on more complex SNs and in other contexts, through future publications.  

APPENDIX I - Application of AHP to Calculate Aggregate Demand (𝑉𝑉𝑙𝑙)  

The 5-step AHP process followed to estimate 𝑉𝑉𝑙𝑙 is outlined below. 

Step 1- Identify the goal, criteria and alternatives: The goal of using AHP is to estimate the 

demand for each consumer region in the refrigerator SN. The four criteria (Ci) used are per 

capita income, energy consumption, price level index and population density. The alternatives 

(Aj) considered are seven consumer regions in Europe namely, Zaragoza, Milan, Munich, 

Hannover, Nuremberg, Paris, and Prague. 
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Step 2 - Collect data to rate criteria and alternatives: The criteria identified in this study requires 

rating based on subjective opinion which needs to be converted into numerical values. The 

scale commonly used as proposed by Saaty is: 1-3-5-7-9 which stand for equally importance, 

mildly stronger, stronger, much stronger, and extremely stronger. With respect to consumer 

regions, ratings were derived using statistical data. Then the pairwise comparison matrix is 

constructed for both criteria and alternatives to indicate how much one criterion is important 

compared to another.  

Step 3 - Calculate the weight of each criterion (wi) and the weight of consumer regions with 

respect to each criterion (wij): Both wi and wij are calculated by using the normalized Eigen 

vector of the pairwise comparison matrix constructed for criteria and alternatives. The elements 

in the normalized Eigen vector are relevant weights of each criteria. Similarly, the ratio-scale 

weight between the pair of alternatives for each criterion is calculated using statistical data. For 

the given criterion i, compare j number of alternatives and construct the square matrix and then 

find the normalized Eigen vector. The elements in the normalized Eigen vector are the relevant 

weights (i.e. wij) of each alternative.  

Step 5 - Calculate the additive weight for each consumer region with respect to all criteria: The 

derived weights (wij) of each consumer region for a given criteria is multiplied by the weight 

of the respective criteria wi and aggregate it to obtain the additive weight (Wj). The additive 

weight of the alternative j is Wj = w1jw1 + w2jw2 + … + wmjwm  

The calculated Wj for each consumer region is used in estimating the annual aggregate demand 

of the respective consumer region. 
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