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Semi-Persistent Resource Allocation Based on
Traffic Prediction for Vehicular Communications

Ping Chu, J. Andrew Zhang, Xiaoxiang Wang, Gengfa Fang, Dongyu Wang

Abstract—In cellular vehicular communications, high density
and mobility of vehicles require frequent resource allocation,
which can cause network congestion and large signalling and
processing delay. To overcome this problem, we propose a novel
semi-persistent resource allocation scheme based on a two-tier
heterogeneous network architecture. The architecture includes
a central macro base station (MBS) and multiple roadside
units (RSU). In the proposed semi-persistent scheme, the MBS
pre-allocates persistent resource to RSUs based on predicted
traffic, and then allocates dynamic resource upon real-time
requests from RSUs while vehicles simultaneously communicate
using the pre-allocated resource. A simple Space-Time k-Nearest
Neighbour (ST-kNN) method is developed for short-term traffic
prediction, and a geometric water-filling algorithm is developed
for minimizing the relative latency. Simulation results validate
the effectiveness of the proposed semi-persistent scheme in
comparison with two benchmark schemes.

Index Terms—Vehicular communications, resource allocation,
Short-term vehicular traffic prediction, water-filling algorithm

I. INTRODUCTION

Vehicular communication network is an enabling technol-
ogy for realizing intelligent, faster, safer transportation [1],
[2]. It is characterized by a dynamic environment and high
mobility. Cellular networks are capable of providing wide cov-
erage and flexible centralized control for network resources,
which is critical for achieving reliable V2X communication
for fast-moving vehicles. The 3rd Generation Partnership
Project (3GPP) group has defined cellular-based vehicle-to-
everything (V2X) communications which include vehicle-to-
vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-
to-pedestrian (V2P) communications [3]. In general, V2X
communications support both safety and non-safety services.
Targeting at decreasing traffic accidents, safety services have
a more stringent requirement on delay and reliability. System
latency includes both signal transmission time and the delay
caused by associated signalling process, e.g., resource request
and allocation.

Resource management in cellular vehicular networks is an
important and challenging problem. In [4]–[6], theoretical
analysis on resource management for vehicular device-to-
device (V-D2D) communications underlying cellular networks
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is provided. In [7], a joint power control and mode selection
scheme is proposed for the same networks, where V-D2D
users are allowed to reuse the cellular uplink resources.
However, these resource management schemes have the fol-
lowing limitations: (1) They rarely take the signalling latency
into consideration when conducting the latency analysis; (2)
frequent and numerous resource allocation requests due to high
mobility can become heavy load for a central base station
and cause signalling congestion and large latency. Such heavy
and congested network load can significantly counteract the
benefits of ultra latency optimization in the 5G standard and
jeopardize the effectiveness of safety applications.

Heterogeneous vehicular network is efficient for offload-
ing centralized traffic, improving the sum-rate capacity and
supporting low-latency communications [8]–[12]. A heteroge-
neous vehicular network is typically a two-tier network with
a central MBS and multiple distributed RSUs. In [8], [9],
network performance is characterized, with particular concern
on frequent handoff between RSUs. In [10], an analytical
model based on clustering is proposed to characterize the
network performance. In [11], [12], cognitive radio is proposed
for sharing spectrum between macrocell and RSUs. These
studies demonstrate the feasibility and great potentials of
heterogeneous vehicular networks.

In this paper, based on the two-tier heterogeneous vehicular
network, we propose a semi-persistent resource allocation
scheme. This scheme aims to address the two aforementioned
limitations in resource management, and can significantly
reduce signalling latency while optimizing resource allocation.
In the proposed scheme, the MBS provides centralized control
over resource allocation for RSUs and each RSU provides di-
rect short-range communication as well as resource allocation
to vehicles within its coverage. The traffic of vehicles is regular
and predictable, so is their resource requirement for commu-
nications. This scheme first pre-allocates persistent resource
to each RSU based on predicted traffic, and then provides
additional real-time dynamic resource allocation to RSUs with
insufficiently allocated resource during pre-allocation. With
pre-allocated resource, each RSU can directly provide initial
resource allocation to vehicles when receiving their requests,
without having to wait for the resource being assigned by the
MBS. This can significantly reduce the signalling latency and
mitigate congestion. By combining pre-allocation and real-
time dynamic allocation, the proposed scheme is expected to
achieve an excellent balance between spectrum efficiency and
latency.

Performance of the proposed scheme is closely related to
the accuracy of predicted traffic, the ratio between allocated



2

persistent and dynamic resources, and the actual resource
optimization algorithm. In this paper, we consider a segment-
based road model, where a road is divided into multiple
segments and the resource request and allocation are per-
segment based. We first develop a cost function for the overall
latency, including both communication and signalling latency,
subject to the bandwidth constraints. We then develop a k-
nearest neighbour (kNN) algorithm for predicting the vehicle
traffic and then the resource requirement, by assuming a linear
relationship between them. Based on the predicted value, we
then propose an improved water-filling algorithm to generate
near-optimal solution to the constrained delay minimization
problem. The main contributions of this paper are summarized
as follows:
• System framework: We propose a semi-persistent resource

allocation strategy, on top of the two-tier heterogeneous
architecture, for vehicular communications. It can effi-
ciently solve the potential network congestion problem,
and significantly reduce the signalling delay.

• Traffic Prediction Algorithm: We propose a low-
complexity kNN algorithm with a weighted prediction
function based on latest and historical data sets in both
windowed space and time domains. The algorithm does
not make any assumption on the statistical distribution
of the data. It is shown to achieve excellent prediction
performance when tested with real traffic data.

• Semi-persistent resource allocation scheme: We introduce
a cost function for minimizing the relative latency, and
then propose an optimization scheme for persistent and
dynamic resource allocations using a geometric water-
filling algorithm with individual upper bound constraints.

Extensive simulation results using practically measured traffic
data demonstrate the superiority of our proposed scheme
in latency reduction. Compared to benchmark schemes, our
scheme is shown to achieve latency reduction up to 11.6%.

The rest of this paper is organized as follows. Section
II formulates the research problem and introduces the semi-
persistent resource allocation scheme. Section III presents the
short-term vehicular traffic prediction algorithm using the win-
dowed kNN method. Section IV presents the improved water-
filling optimization method for resource allocation. Simulation
results are provided in Section V and Section VI concludes the
paper.

II. PROBLEM FORMULATION FOR SEMI-PERSISTENT
RESOURCE ALLOCATION

In this section, we present the system model, propose the
semi-persistent resource allocation scheme, and then formulate
the cost function of delay that will be optimized later.

A. System Model

We consider an urban free-way fully covered by the LTE
cellular network, as shown in Fig. 1, where a straight road
with two lanes is exemplified. We assume that the road is
equipped with RSUs, spaced at distances based on individual
coverage. We divide the road of interest into N segments,
where each RSU supports the communication of vehicles in

Time-frequency resource

MBS

RSU

...

Fig. 1. RSU-cellular architecture and the segmented road model.

each segment. Road segmentation enables efficient spectral
resource allocation and management, and offers potentials
for low-latency communications. Denote the segment set as
N = {1, 2, ..., N}. Given two-way traffic, the density of
vehicles in different segments can be different, and can also
be correlated over space and time.

For vehicular communications, we consider a two-tier
heterogeneous network, where a MBS provides centralized
control on network resource for RSUs, and each RSU is
directly responsible for providing access to vehicles in the
V2I communication mode, and conducting local resource
allocation for direct V2V communications within its segment.
Since the communications between vehicles are mainly limited
to be within a segment, they are directly managed by the
corresponding RSU. When resource allocation is needed, each
RSU collects requests from vehicles and lodges a request to
the MBS. Once the resource is allocated, the RSU will then
confirm with the vehicles.

The required network resource for communications is as-
sumed to be linearly proportional to the vehicle traffic within
the segment. We represent the requested resource as band-
width, but it can be easily extended to general time-frequency
resource blocks. Hence for each segment, the required band-
width is linearly proportional to the vehicle traffic with a scalar
ε.

We do not consider frequency reuse here and the frequency
channels being allocated across segments are different. For
frequency reuse, in the considered road model we may divide
the roads into blocks, each block containing a sequence of
continuous segments. The same set of frequencies can then
be allocated in an increasing order to the segments in each
block, so that segments in different blocks using the same
frequencies are sufficiently spaced with negligible interference.
Our proposed scheme can then be applied to each block
straightforwardly.

B. Semi-persistent Resource Allocation

In a conventional persistent resource allocation scheme,
the MBS only allocates frequency resources to RSUs in
advance based on traffic prediction. On the opposite, in a
dynamic scheme, the MBS only allocates resources to RSUs
upon their real-time requests, without doing pre-allocation.
These two allocation schemes have respective advantages and



3

disadvantages. For persistent allocation, its performance large-
ly depends on the accuracy of predicted resource demands.
Although it avoids the real-time signalling loading and delay,
inaccurate and insufficient prediction and resource allocation
can lead to low spectrum efficiency and even longer delay. For
dynamic allocation, each request and confirmation for resource
allocation incurs delay, and it could also be impractical due to
the instantaneous very-high loading resulted from fast-varying
traffic flow.

Our semi-persistent scheme combines persistent and dynam-
ic resource allocation, which can achieve an excellent balance
between reducing the delay and improving the bandwidth
efficiency. In the proposed semi-persistent scheme, the total
available resource is divided into persistent and dynamic
resource pools. Using predicted mean traffic and then the mean
bandwidth needs, the MBS pre-allocates some resource to each
RSU in a segment from the persistent pool in advance, as
will be detailed in Section III. In real-time, the MBS then
further allocates resources to the segments that only need
additional resources upon requests from the dynamic resource
pool, as will be investigated in Section IV. Our scheme can be
applied to either vehicle density based prediction by assuming
a linear relationship between the bandwidth requirement and
the number of vehicles in one segment, or the prediction for
communication bandwidth/capacity directly.

Assume that we are at time tTs where t is an integer and
Ts is the observation interval, and we are now processing the
resource allocation problem for the next time period from tTs
to (t + 1)Ts. For simplicity, we use t to represent either the
time tTs or the period from (t − 1)Ts to tTs hereafter. We
define some symbols and rules as follows:

• The total available bandwidth, total allocated persistent
bandwidth and total remained dynamic bandwidth are
denoted as B, BP , and BD respectively. We have
BD +BP ≤ B, as there could be unallocated bandwidth
due to constraints applied in our optimization problem.
The current time is t;

• The persistent bandwidth allocated to the n-th segment
for (t + 1) is Bpn(t + 1), n ∈ N . Therefore BP =∑N
n=1B

p
n(t+ 1).

• The dynamic bandwidth allocated to each segment for
(t + 1) is Bdn(t + 1), where

∑N
n=1B

d
n(t + 1) ≤ BD.

In addition, the actual bandwidth requirement at t+ 1 is
denoted as Breq

n (t + 1), n ∈ N and Bdn(t + 1) needs to
satisfy Bdn(t+ 1) ≤ Breq

n (t+ 1)−Bpn(t+ 1).
• The total allocated bandwidth Bn(t + 1) to the n-th

segment at t + 1 is then given by Bn(t + 1) = Bpn(t +
1) +Bdn(t+ 1).

• When Bpn(t+1) < Breq
n (t+1), the n-th RSU will request

dynamic resources from the MBS. Let the signalling and
processing delay for the dynamic resource request and
allocation be ts. In this paper, we assume that ts is a
constant for all segments.

• The ground-truth delay τ exp
n (t + 1) denotes the “true”

delay if the requested bandwidth Breq
n (t + 1) is fully

allocated.

Referring to Fig. 2, the system operation and the actual

t
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Fig. 2. Illustration of latency for each timeslot in the n-th segment for the
period (t, t+1)Ts. Each period contains tens to hundreds of such timeslots.

latency in the proposed scheme are described as follows.
We divide the communication process within each segment
into two stages. In the first stage, a RSU schedules vehicle
communications using the pre-allocated persistent bandwidth,
meanwhile it will start new resource request with the MBS
upon receiving the actual bandwidth requests from vehicles.
After communication for a period ts that corresponds to the
signalling and processing delay for the new bandwidth request,
the RSU receives updated bandwidth allocation and the second
stage starts. The RSU now schedules the communication
with the combined persistent and dynamic bandwidth. If no
dynamic bandwidth is allocated, the segment continues using
only the persistent bandwidth. We ignore the signalling delay
within a segment during this process because it has little
impact on our proposed scheme. Note that the prediction and
persistent bandwidth allocation is assumed to be done in a
relatively long interval of tens to hundreds of timeslots, while
dynamic allocation is done within each timeslot, with a period
of typically 100 ms. For vehicle density based prediction,
the interval can be tens of seconds as the density will not
change significantly during a short period; and for network-
bandwidth-demand based prediction, it can be smaller.

C. Formulation of the Cost Function

We now formulate an average relative latency as the cost
function for our optimization problem. We aim to minimize
the average relative latency by optimizing the allocation of
persistent and dynamic bandwidth.

Based on Shannons capacity formula, the data rate is
linearly proportional to the bandwidth. Here, we approximate
the data rate as the product of the bandwidth and a segment-
dependent constant cn accounting for possibly different signal-
to-noise ratios in different segments. Let the total number of
bits to be transmitted be Sn(t + 1) in time t + 1 and in the
n-th segment. Then the bits being transmitted during the first
stage will be cnBpn(t + 1)ts and the transmission latency in
the second stage will be

τan(t+ 1) =
Sn(t+ 1)− cnBpn(t+ 1)ts

cn(Bpn(t+ 1) +Bdn(t+ 1))
. (1)

The total latency is then given by

τn(t+ 1) = τan(t+ 1) + ts. (2)
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Therefore, the ground-truth expected latency that corre-
sponds to the actually required bandwidth is

τ exp
n (t+ 1) =

Sn(t+ 1)

cnB
req
n (t+ 1)

. (3)

Note that τ exp
n (t + 1) is typically specified in a standard, for

example, τ exp
n (t+ 1) = 100 ms according to 3GPP TR36.885.

If the allocated persistent bandwidth exceeds the actually
required bandwidth in one segment, i.e., Bpn(t+1) ≥ Breq

n (t+
1), the RSU does not need to request more bandwidth from
MBS. Hence, we let U and V denote the index sets of the RSUs
that do not and do request dynamic bandwidth, respectively.
The size of the sets are U and V . We can then define the
averaged total relative latency T (t+ 1) as

T (t+ 1) =
1

N

N∑
n=1

τn(t+ 1)

τ exp
n (t+ 1)

=
1

N

{∑
u∈U

Breq
u (t+ 1)

min
{
Bpu(t+ 1), Breq

u (t+ 1)
}+

∑
v∈V

[
Breq
v (t+ 1)−Bpv(t+ 1)tsv
Bpv(t+ 1) +Bdv(t+ 1)

+ tsv

]}

=
1

N

{
U +

∑
v∈V

[
Breq
v (t+ 1)−Bpv(t+ 1)tsv
Bpv(t+ 1) +Bdv(t+ 1)

+ tsv

]}
, (4)

where N = U + V and tsv = ts/τ exp
v (t + 1) is the relative

signalling latency. Note that both U and V depend on the
allocated persistent resource.

Our objective is to determine optimal allocations for per-
sistent and dynamic resources so that T (t+ 1) is minimized.
The optimization problem is formulated as

min
{Bd

v(t+1)}V
v=1

T (t+ 1) (5a)

subject to 0 <

V∑
v=1

Bdv(t+ 1) ≤ BD; (5b)

0 ≤ Bdv(t+ 1) ≤ Bduv (t+ 1), ∀v; (5c)

where

Bduv (t+ 1) = Breq
v (t+ 1)−Bpv(t+ 1) (6)

is the upper bound of Bdv(t + 1). Equation (5b) represents
a general constraint on the total available bandwidth for
dynamic allocation. The constraint in (5c) ensures that no more
bandwidth than the actually needed will be allocated to one
RSU. It guarantees the fairness during resource allocation and
enables the overall optimality attained.

III. VEHICULAR TRAFFIC PREDICTION BASED ON KNN

Accurate short-term traffic prediction is important for effi-
cient resource management. Existing techniques can be clas-
sified into two main classes: parametric model-based and
non-parametric based predictions [13]. The former adopts ex-
plicit mathematical models such as auto-regressive-integrated-
moving-average (ARIMA) and its variants [14], [15]. The
latter does not assume a model, and it predicts the traffic using

Historic 
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Real-time 
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Neighbour 
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method

Nearest 
neighbour 

sets

Prediction 
algorithm

Prediction 
results

Fig. 3. Processing flow of the ST-kNN algorithm.

machine learning techniques such as artificial neural networks
(ANN) [16] and kNN [17]–[19]. In this paper, we choose kNN
for traffic prediction for its simplicity and efficiency in solving
non-linear problems which typically exist in traffic prediction
[20]. Its efficiency can be seen from our simulation results
using practically measured traffic data as will be presented in
Section V. It is noted that although our prediction scheme is
presented by referring to the vehicular traffic prediction, it can
be readily extended to direct network traffic prediction.

In this paper, we focus on short time traffic prediction
(30 seconds) using a space-time kNN (ST-kNN) algorith-
m. Previous works on the kNN method mainly focused on
the whole road, which did not consider the difference and
correlation between different parts on the road. In order to
apply it into our problem where the traffic for each segment
needs to be predicted, we introduce a space-time windowing
method to exploit the data correlation, which can achieve
better prediction performance. Our proposed kNN method
predicts the future traffic using a weighted prediction function
based on latest and historical data sets in both windowed space
and time domains.

Fig. 3 depicts the processing flow of the proposed kNN
method. The search procedure finds the nearest neighbours of
each segment in the time and spatial domains from historical
observations that are most similar to the current conditions.
The nearest neighbors are then used as the input to a linear
function to generate the prediction. The main process of
our improved ST-kNN algorithm is summarized below and
described in detail next.

1) Define an appropriate state space;
2) Decide the window size;
3) Define a distance metric to determine nearness of his-

torical data to the current conditions; and
4) Select a prediction method given a collection of nearest

neighbours.

A. State Space

State vector is a standard for comparing the current data and
the historical database. It can have a significant impact on the
prediction accuracy. Here the state vector contains the traffic
values measured over a continuous period (t, t− 1, ..., t− q),
where q needs to be selected carefully to avoid resulting in ex-
cessive similar values when comparing the current observation
data and the historical database. We will show the impact of
the value q on system performance in Section V. For Segment
n(n ∈ N ), the current traffic state vector is given by

vn(t) = [Vn(t), Vn(t− 1), Vn(t− 2), ..., Vn(t− q)] (7)

where Vn(t) is the traffic value at time t.
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The state vector vn(t) is then compared with neighbouring
blocks in both space and time domains from the historical
database. Selection of these blocks will be discussed in next
subsection.

B. Choice of the Window Size ν

Considering one traffic direction on the road, the traffic flow
in different segments can be highly correlated over both the
spatial and temporal domains. Fig. 4. illustrates the correlation
of the traffic volume between different segments. The same
color stands for the mostly correlated traffic, e.g., V3(t) in
Segment 3 at time t is strongly correlated with V1(t − 2),
V2(t− 1), V4(t+ 1), and V5(t+ 2).

In this paper, the window size is selected according to
the correlation between different segments dependent on the
movement speed of vehicles. The vehicle speeds could vary
significantly between different time period of a day such as
peak and off-peak time. The time periods can be classified
according to the variation of the speed or the average speed
using e.g., an unsupervised classification algorithm [21]. In
this paper, we use the average speed υ.

For predicting the traffic in Segment n, we apply windowing
across segments of distance L = υTp in the spatial domain
and over a period of Tp in the time domain, where Tp is the
prediction interval. During this period, vehicles at Segment
m, the furthest to Segment n, will travel to Segment n. In
other words, the current traffic flow rate at time t in Segment
n is strongly correlated with those up to Segment m at time
t − Tp. The actual number of blocks will be the quantized
values for L and Tp with respect to the length of segments
and Ts, respectively. Let νnm be the relative index of samples
and 0 < νnm ≤ dTp/Tse where dTp/Tse denotes the least
integer larger than Tp/Ts. Note that the selected state vector
in the neighbouring blocks can be represented as

vm(t+ νnm) = [Vm(t+ νnm), Vm(t+ νnm − 1), . . . ,

Vm(t+ νnm − q)] , when m > n,

vm(t− νnm) = [Vm(t− νnm), Vm(t− νnm − 1), . . . ,

Vm(t− νnm − q)] , when m < n.
(8)

When m = n, then νnm = 0. Here, the window size ν based
on speed and distance is only suitable for one-way road.

C. Distance Metric of Traffic Data

Learning a good distance metric in feature space is crucial in
real-world application [22]. Here we use Euclidean distance,
a common distance metric between real-time and historical
traffic data used in kNN prediction [17], [23]. It is given by

li =

∑q
iq=1

√
(Vn(t− iq)− Vm(t± νnm − iq))2

q
, (9)

where Vn(t− iq) is the traffic flow of segment n at the time
(t−iq) and Vm(t± νnm − iq) is the traffic volume of segment
m which is strongly correlated with Vn(t− iq) in the historical
database, li represents the Euclidean distance of the two traffic
state vectors.

Segment
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...
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...
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Fig. 4. Illustration of traffic correlation and the windowing concept.

D. Prediction Function

Based on the Euclidean distance values computed for the
blocks in the windowed spatial and temporal domains, k
nearest neighbours with the least distance values are found
from the historical database. We then use a weighted linear
function [24] [page 2-3] to predict the traffic. The predicted
traffic flow Vn(t+ 1) in segment n at time (t+ 1) is given by

Vn(t+ 1) =

k∑
i=1

aiVm(i, t± νnm + 1), (10)

where the weight ai is defined as

ai =
l−1
i∑k
i=1 l

−1
i

. (11)

Assuming a linear relationship between the vehicular and
network traffic, the predicted bandwidth for time t+ 1 can be
obtained as b̂pn(t + 1) = εVn(t+ 1), n ∈ N , where ε is the
mapping coefficient.

E. Application of a Scaling Coefficient

Instead of directly using the predicted value to allocate the
bandwidth to segments, we apply a scaling factor θ to it and
the pre-allocated persistent bandwidth for the n-th segment is
given by

Bpn(t+ 1) = θb̂pn(t+ 1), (12)

with

0 < θ ≤ B∑N
n=1 b̂

p
n(t+ 1)

. (13)

There are two reasons that we introduce θ here. Firstly, the
total available bandwidth could be smaller than the sum of
the predicted bandwidth for all segments, and hence we need
to do a scaling. Secondly, even when the total bandwidth is
sufficient, allocating less resource than the predicted value may
achieve overall better performance given the fluctuation of the
instantaneous traffic. We will investigate and propose a rule-
of-thumb for selecting the values of θ for a given ratio between
the total available bandwidth and the statistical mean of the
required bandwidth in Section V.
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Fig. 5. Illustration of the BC-WFA water-filling for dynamic resource
allocation.

IV. MINIMIZATION OF AVERAGE RELATIVE LATENCY

Assume that the total available bandwidth B is known. After
allocating the persistent bandwidth using (12), we now get the
remaining bandwidth BD(t+ 1) as

BD(t+ 1) = B − θ
N∑
n=1

b̂pn(t+ 1), (14)

which is available for dynamic allocation based on the actual
requests Breq

n (t+ 1) from RSUs.
Our goal is now to find the optimal dynamic allocation

Bdn(t+ 1) for (5), with a given θ. Note that strictly speaking,
an optimal solution will require optimization for both θ and
Bdn(t+ 1). Since there exists no closed-form statistical distri-
bution for the required bandwidth, it is hardly possible to find
a closed-form expression for the optimal θ. Therefore, we only
test a series of values for θ in the simulation in Section V, and
disclose the optimal range of θ based on practically measured
channels. Note that in the case of Bpn(t + 1) ≥ Breq

n (t + 1)
when the allocated persistent bandwidth is sufficient, a RSU
will not request for dynamic bandwidth.

For the optimization problem in (5), we can separate-
ly consider two situations. In the first situation, BD ≥∑V
v=1B

du
v (t+ 1), which means there is sufficient bandwidth

that can satisfy every RSU’s request. In this case, the MBS can
just allocate the bandwidth to each RSU as being requested. In
the second situation, BD <

∑V
v=1B

du
v (t+ 1), which implies

that
∑V
v=1B

d
v(t + 1) = BD and not all requests can be

satisfied. An optimization algorithm is needed for allocating
the dynamic bandwidth in this situation.

It is easy to verify that T (t+1) in (5) is a convex function of
Bdv(t+1). Hence the optimization problem meets the Karush-
Kuhn-Tucker (KKT) conditions and can be generally solved by
convex optimization algorithms such as linear programming.
To provide a closed-form solution and shed more insights on
the design, we propose a bandwidth-constrained water-filling
algorithm (BC-WFA) next.

Under the conditions of BD <
∑V
v=1B

du
v (t + 1), and∑V

v=1B
d
v(t + 1) = BD, the BC-WFA algorithm optimizes

the dynamic bandwidth allocation, in order to minimize the
relative latency in (5). The algorithm is developed based on
the geometric water-filling method in [25]. The detailed steps
are presented in Algorithm 1, with the concept illustrated in
Fig. 5, where the dashed line denotes the water level.

Algorithm 1 BC-WFA Algorithm.

Input: vector {pv}, {wv},
{
Bduv

}
for v = 1, 2, ..., V , the set

E = {1, 2, ..., V }, and BD.
Output:

{
Bdv
}

1: while E 6= ∅ do
2: Use (18)-(20) to compute

{
Bdv
}

.
3: Λ ←

{
v | Bdv > Bduv , v ∈ E

}
.

4: if Λ 6= ∅ then
5: if v ∈ Λ then
6: Bdv = Bduv .
7: end if
8: E ← E\Λ, BD = BD −

∑
v∈ΛB

du
v .

9: else
10: Output

{
Bdv
}

as v ∈ E.
11: end if
12: end while

Firstly, let {Bpv(t+ 1)}Vv=1 be a sorted sequence, which
is positive and monotonically increasing. Let pv denote the
“step depth” of the vth stair and wv represents the weighted
coefficient as shown in Fig. 5(a). They are given by

wv =
√
Breq
v (t+ 1)−Bpv(t+ 1)tsv, for v = 1, 2, ..., V.

(15)

pv =
Bpv(t+ 1)

wv
, for v = 1, 2, ..., V. (16)

Let BD2 (k) represent the water volume (dynamic band-
width) above the kth step, as shown in the shadowed area
in Fig. 5(a). It is given by

BD2 (k) =

[
BD −

k−1∑
v=1

(pk − pv)wv

]+

, for k = 1, ...., V

(17)
where (x)+ = max {0, x}.

According to the GWF algorithm without the individual
upper bond constraint (5c) in [25], the explicit solution to (5)
is given by Bdv =

[
Bdk∗

wk∗
+ (pk∗ − pv)

]
wv, 1 ≤ v ≤ k∗,

Bdv = 0, k∗ < v ≤ V,
(18)

where

k∗ = max
{
k | BD2 (k) > 0, 1 ≤ k ≤ V

}
. (19)

Here k∗ can be treated as the highest step under water. The
allocated dynamic bandwidth for this step is

Bdk∗ =
wk∗∑k∗

v=1 wv
BD2 (k∗), (20)

which is illustrated by the shadowed area in Fig. 5(b).
In Algorithm 1, the constraints (5c) are checked in Steps

4-7. Allocations do not satisfy the constraints are set as
the individual upper bound and then removed in Step 8.
The process repeats until all allocations are completed with
constraints satisfied.
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V. SIMULATION RESULTS

In this section, we present simulation results for the pro-
posed BC-WFA semi-persistent resource allocation scheme.
As mentioned before, we would like to use real data for the
simulation. Since the network model for vehicular communi-
cations is not available yet, we base our simulation on real
vehicle traffic, and assume a linear mapping with ε = 1
between the network traffic (required bandwidth) and the
vehicle traffic. Actually, we can see that ε does not have
a direct impact on the objective function in (4) only if the
linear mapping holds. In the case when this relationship does
not hold, for example, when there are a burst of bandwidth
requests, the proposed semi-persistent scheme can still cope
with this via dynamically allocating bandwidth in real time
using the proposed water-filling algorithm. This is because the
vehicular traffic prediction is only used for allocating persis-
tent bandwidth. However, the burst will translate into increased
variance and the overall performance may be degraded.

We use the vehicular traffic dataset collected from a sec-
tion of Interstate 80 (I-80) freeway located in Emeryville,
California [26]. The dataset includes both traffic density and
average vehicle speed. The study area was approximately 500
meters (1,640 feet) in length and consisted of six freeway
lanes, including a high-occupancy vehicle (HOV) lane. The
section includes six traffic stations and the time interval of the
collected data is 30s within 10 days. Traffic flow data from
the first nine days is selected as the historic database and data
collected from the last day is used as the test data. Assuming
that RSUs co-locate with these traffic stations. The road is
accordingly divided into six segments numbered as 1 to 6. We
consider a one-way traffic with direction from Segment 1 to 6.
With such data, we are capable of doing prediction every 30s.
As discussed before, there is no particular requirement on the
interval of prediction, and hence the interval here is indicative
only.

Our simulation is based on a setup where the 30s in-
terval is divided into many timeslots (200 in this paper).
During the interval, the required bandwidth in each time-
slot in each segment could be varying and is assumed to
follow a Gaussian distribution. Let the measured real free-
way traffic over the 30s interval in [26] be the average of
this distribution, denoted as B

req
n (t + 1) for the time interval

[tTs, (t + 1)Ts], with Ts = 30s. The actual bandwidth re-
quirement is then assumed to follow the Gaussian distribution
with mean B

req
n (t + 1) and variance 0.2B

req
n (t + 1), i.e.,

f(Breq
n (t + 1)) → N

(
B

req
n (t+ 1), 0.2B

req
n (t+ 1)

)
. Based

on the predicted average traffic, persistent bandwidth will be
requested and pre-allocated; the actually required bandwidth
in each timeslot is then generated following the Gaussian
distribution, and dynamic bandwidth is then allocated if re-
quested. Note that our scheme does not exploit and hence
does not rely on the actual traffic models. But its performance
may be affected by the models indirectly. For example, a
distribution with larger variance can lead to lower efficiency
of the proposed scheme.

150 200 250 300 350 400 450 500

Traffic Volume

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
D

F

Peak time
Off-peak time

Fig. 6. The traffic volume during off-peak and peak time period, respectively.

TABLE I
OBTAINED BEST VALUES FOR PARAMETERS k AND q.

Segment n 1 2 3 4 5 6
k 15 15 18 15 15 15

q 5 5 4 5 5 5

A. Prediction Performance

In order to evaluate the performance of the proposed pre-
diction algorithm, we define and use Mean Absolute Percent
Error (MAPE) [27] as a performance metric

MAPE =
1

n

n∑
j=1

|
V pj − V rj
V rj

|, (21)

where V pj is the predicted traffic flow and V rj is the real traffic
flow. n is the number of predictions. Larger MAPE means
worse prediction performance.

We first look for the best parameter values for the ST-kNN
algorithm. To determine a proper window size νnm which is
related to the moving speed, we adopt an ISODATA algorithm
and classify a day into off-peak and peak time periods based
on vehicle moving speed [21]. Fig. 6 shows the cumulative
distribution function (CDF) of the average traffic for peak and
off-peak periods using the real traffic data. The window size
νnm can then be calculated for different time periods, and may
vary across segments. Using segment 5 as an example at peak
time (6:30-10 am), we get ν56 = 1, ν54 = 1, ν53 = 2, ν52 =
3, ν51 = 4, based on the average speed and distance between
segments [26].

We then determine the values for k and p. Fig. 7 shows
the MAPE value of the prediction for Segment 5 using ST-
kNN with different k and q values. When k = 15 and q = 5,
the algorithm is found to achieve the best accuracy, with the
averaged MAPE of 0.098 for the whole day. The best values
for parameters k and q for all segments are shown in Table I.
In practical implementation, a trial-and-update process can be
applied regularly to decide their best values for the next time
period. Since the characteristics of the traffic flow in a certain
area vary slowly, such updates can be done slowly and at a
low computational cost due to the simplicity of the ST-kNN
algorithm.

The predicted traffic flow, as well as the actual data, are
shown in Fig. 8(a). For comparison, we also presented the



8

3 6 9 12 15 18

k

0.075

0.08

0.085

0.09

0.095

0.1

0.105

M
A
P
E

q=2 q=3 q=4 q=5 q=6

Fig. 7. Prediction results with different k and q values in Segment 5.
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Fig. 8. Predicted and real traffic flow in a day in Segment 5 using (a) ST-
kNN and (b) LMMSE algorithm. Time interval between the plotted samples
is 5 minutes. The average MAPE values for ST-kNN and LMMSE are 0.098
and 0.1063, respectively.

prediction results in Fig. 8(b) for the least minimum mean
square error (LMMSE) algorithm, which is widely used for
channel and traffic prediction [28], [29]. The size of the adopt-
ed prediction correlation matrix in LMMSE is 10 × 10, and
its complexity is much higher than the proposed ST-kNN due
to the matrix inversion operation. For LMMSE, the averaged
MAPE is 0.1063, comparable to that of the ST-kNN algorithm.
The accuracy of LMMSE predictor can be improved with
increasing the size of the prediction correlation matrix, at a
higher complexity. The figure shows that LMMSE also intends
to smooth the output of prediction, and hence is not as accurate
as ST-kNN for predicting small-scale fluctuations.

B. Latency and Bandwidth Efficiency

Based on requirements specified by 3GPP TR 36.885 [3],
we adopt τ exp

n (t+1) = 100 ms and the signalling delay ts is set
to vary from 5ms to 25ms. Note that different latency values
can be set for different segments in our scheme, for example,
more stringent latency values such as τ exp

n (t+1) = 20 ms can
be used in certain safety critical cases like truck platooning.
The relative latency T (t+1) is obtained for each timeslot and
is then averaged over all timeslots.

For comparison, we use the following two benchmark
schemes. One is the conventional purely dynamic allocation

scheme (DS) where water-filling algorithm is used to allocate
the total available bandwidth to each RSU in real time, with the
goal of minimizing average relative latency. This corresponds
to the case of θ = 0 in the proposed semi-persistent scheme
(SPS) and we can denote the delay as T (t+ 1)|θ=0,n∈N . The
other one is a purely persistent scheme (PS) where the total
bandwidth is all allocated to RSUs based on predicted traffic
without the following dynamic allocation. The optimal relative
latency for the persistent scheme is given by

T (t+ 1) =
1

N

N∑
n=1

Breq
n (t+ 1)

min
{
θmaxb̂

p
n(t+ 1), Breq

n (t+ 1)
} , (22)

where θmax =
B∑N

n=1 b̂
p
n(t+ 1)

.

The total bandwidth B may also be optimized, which is
beyond the scope of this paper. Here, we simply set it as
a scaled value of the statistical mean of the total requested
bandwidth, i.e., B = aEt(

∑
nB

req
n (t)), where a is the scalar

close to 1, and Et(·) denotes the averaging operation over time.
We will study its impact on the performance of the proposed
scheme and on the coefficient θ shortly.

We also define another performance metric, the bandwidth
efficiency as

ρ =

∑N
n=1 min

{
Bpn(t+ 1) +Bdn(t+ 1), Breq

n (t+ 1)
}

B
,

(23)
which characterizes the efficiency of bandwidth usage.

We first study whether there is an optimal θ that minimizes
the overall latency for the proposed scheme. Figs. 9 and 10
present the average relative latency and bandwidth efficiency
for the proposed SPS and DS, respectively, with a = 0.9 and
ts = 15ms. Note that the curves for DS are level straight line
as the scheme is unrelated to θ. For PS, the value of θmax is
fixed in each segment. Hence we directly provide the averaged
values across segments, which are 1.1650 and 1.1404 for the
relative latency and 85.45% and 87.91% for the bandwidth
efficiency, for off-peak and peak time respectively. We can see
that the proposed SPS provides the lowest latency in the three
schemes for most of the θ values (θ > 0.7). Its bandwidth
efficiency is always better than PS, and is close to DS when
θ < 0.9 and then the gap increases after that. The increased
gap is due to the fact that in the proposed scheme, the allocated
persistent bandwidth grows with θ increasing, which causes
Bpn(t + 1) > Breq

n (t + 1) for some segments. We can also
observe that the latency curves for the proposed scheme are
somewhat convex, with optimal values of θ in the range of
approximately [1.04, 1.1] and [0.98, 1.2], respectively.

In Fig. 11, we further show the bar-plot for the optimal
values of θ for different values of B through varying the scalar
a. It is clear that the ranges of optimal θ increase consistently
with a increasing.

In Fig. 12, we demonstrate how the average relative delay
varies with the total bandwidth. For the proposed semi-
persistent scheme, we present the results for the cases where
both the optimal θ and θ = a are used. The proposed SPS
achieves consistently lower latency than the two benchmark
schemes. With a = 1, the achieved average latency is only
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Fig. 9. Average relative latency versus θ for DS and SPS during off-peak and
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Signalling latency is ts = 15ms and a = 0.9.
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Fig. 10. Bandwidth efficiency versus θ for DS and SPS during off-peak
and peak time. The averaged bandwidth efficiencies for PS are 85.45% and
87.91%, respectively.

5% more than the expected one. The latency gaps between the
two values of θ are also small, which indicates that θ = a can
be simply used as a rule-of-thumb for the proposed scheme.

Finally, we evaluate how the latency varies with the relative
signalling delay tsn for the three schemes. The simulation
results are presented in Fig. 13, where the optimal value of θ
is used in the SPS. As expected, the relative latency increases
linearly with tsn for the DS and it remains as a constant for the
PS. Across the simulated range of tsn, the proposed SPS grows
slowly with tsn increasing, and always achieves the lowest
latency. The bandwidth efficiency is unrelated to the signalling
delay and therefore is not presented.

VI. CONCLUSIONS

We proposed a novel semi-persistent resource allocation
scheme on top of a two-tier heterogeneous network for
vehicular communications. The scheme can improve band-
width efficiency, avoid network congestion, and reduce the
processing latency significantly. We proposed a simple and
effective ST-kNN method for predicting the short-term traffic
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Fig. 11. Optimal θ values for different total bandwidth B =
aEt(

∑
nB

req
n (t)) for SPS.

flow by considering the correlation window in both time and
spatial domains according to the vehicle moving speed. Based
on the total available bandwidth and the predicted resource
needs mapped from the predicted vehicle traffic, an improved
water-filling algorithm is proposed to optimally allocate the
resource to each RSU. By combining pre-allocation of per-
sistent resource and dynamic resource allocation in real time,
significant delay linked to resource allocation can be reduced,
with negligible degradation on spectrum efficiency. Supported
by simulation results with real traffic data, the proposed
semi-persistent scheme over the RSU-cellular architecture is
effective and promising for vehicular communications.

Note that although our scheme was presented by referring
to a free-way road model, with some minor adaptation it can
also be applied to more complex environment such as dense
urban area with crossroads. One major adaptation would be
setting up the window size ν in the ST-kNN algorithm with a
reasonable value but not directly through the average vehicular
speed. With rigorous network traffic models, it is also possible
to derive the optimal value of θ analytically to replace the
current rule-of-thumb.
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