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Urban Air Pollution Estimation Using Unscented

Kalman Filtered Inverse Modeling With Scaled

Monitoring Data

Abstract

The increasing rate of urbanization requires effective and reliable techniques
for air quality monitoring and control. For this, The Air Pollution Model
and Chemical Transport Model (TAPM-CTM) has been developed and used
in Australia with emissions inventory data, synoptic data and terrain data
used as its input parameters. Since large uncertainties exist in the emissions
inventory (EI), further refinements and improvements are required for accu-
rate air quality prediction. This study evaluates the performance of urban
air quality forecasting, using TAPM-CTM, and improves accuracy of air pol-
lution estimation by using a two-stage optimization technique to upgrade EI
with validation from monitoring data. The first stage is based on statistical
analysis for EI correction and the second stage is based on the unscented
Kalman filter (UKF) to take into account the spatio-temporal distributions
of air pollutant levels utilizing a Matérn covariance function. The predicted
nitrogen monoxide (NO) and nitrogen dioxide (NO2) concentrations with a
priori emissions are first compared with observations at monitoring stations
in the New South Wales (NSW). Ozone (O3) is also considered since at the
ground level it represents a major air pollutant affecting human health and
the environment. In the second stage, with the improved EI, TAPM-CTM
model errors are reduced further by using the UKF to calibrate EI. Results
obtained show effectiveness of the proposed technique, which is promising for
air quality inverse modeling, an important aspect of air pollution control in
smart cities to achieve environmental sustainability.

Keywords: Urban air quality, Unscented Kalman Filter, TAPM-CTM,
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1. Introduction

The idea of Smart Cities (SCs) has emerged as a new trend for urban-
ization. In the context of environmental sustainability, one of the require-
ments for SCs is to monitor air quality, particularly in a metropolis. Air
pollution sources located in modern cities include industrial enterprises, mu-5

nicipal services, motor transport, biogenic and geogenic emissions and many
others, which cause adverse effects on the quality of the atmospheric en-
vironment and health of municipal residents. In many countries, the city
authorities have taken steps to achieve better air quality by monitoring
and using air quality simulation software to predict air quality under dif-10

ferent scenarios. Air quality modeling is mainly based on the forward theory,
whereby its gas concentration prediction is obtained from some physical or
mathematical model using a given set of model parameters (and perhaps
some other appropriate information, such as geometry, shape, size, contrast
etc.). In [18], a forward model was used to simulate transport air pollu-15

tants and their dispersion in different seasons in the coastal metropolitan
city of Chennai, for assessment of ground level NOX concentrations. Air
pollutant levels were estimated and predicted using the forward approach
for Qatar and nine major European cities respectively by Shaban et al.
[19] and Nanaki et al.[20]. Table 1 summarizes some relevant studies on20

air quality research, the methods used and forecasting models, published
in the past decade. Of interest are such pollutants as ozone (O3), carbon
monoxide (CO), carbon dioxide (CO2), nitrogen monoxide (NO), nitrogen
dioxide (NO2), benzene (C6H6), particulate matter (PM10 and PM2.5), sulfur
dioxide (SO2), ammonia (NH3) and formaldehyde (HCHO). Other physical25

parameters of concern are noise level, temperature, relative humidity (RH)
and planetary boundary-layer (PBL). In terms of methodology, techniques
used include Neural Networks (NNs), fuzzy logic, Variational Mode Decom-
position (VMD), Sample Entropy (SE), Long Short-Term Memory (LSTM)
neural network, Least Squares Support Vector Machine (LSSVM), Morgan-30

Mercer-Flodin (MMF), source-Receptor matrix (SRM), Ensemble Kalman
Filter (EnKF), Genetic Algorithm (GA), Extended Fractional Kalman Fil-
ter (EFKF), Normalized Mean Bias (NMB), and Raman returns. The corre-
sponding models of interest have been SCanning Imaging Absorption spec-
troMeter for Atmospheric CHartographY (SCIAMACHY), Lagrangian Par-35

ticle Dispersion Model (LPDM), Nested Air Quality Prediction Modeling
System (NAQPMS), Community Multiscale Air Quality (CMAQ), Weather
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Table 1: Summary of studies on forecasting air pollutants and air quality
indexes using different models.

Pollutants/ Methodology Models used/ Authors

Parameters Instruments used

O3 NN SCIMACHY Sellitto et al. [1]

O3 NN Satellite UV measurements Xu et al. [2]

Noise level, CO, NO2, Fuzzy Monitoring station data Silva & Mendes [3]

O3, C6H6 and PM10

HCHO, PM10, CO2, Fuzzy Sensor data Yuan et al. [4]

CO, Temperature and RH

PM2.5, SO2, NO2 and CO NN Monitoring station data Liu et al. [5]

PM2.5, PM10, CO, O3, VMD, SE and Monitoring station data Wu & Lin [6]

SO2 and NO2 LSTM NN

PM2.5 LSSVM Monitoring station data Sun & Sun [7]

PM10 MMF Monitoring station data Ortolani & Vitale [8]

PM2.5 SRM LPDM Yu et al. [9]

CO EnKF NAQPMS Tang et al. [10]

PBL height Back-trajectory CMAQ and WRF Banks &

analysis Baldasano [11]

PM10 and SO2 GA CMAQ Li et al. [12]

NO, NO2 and O3 EFKF TAPM-CTM Metia et al. [13]

NO2 UKF OMI and TAPM-CTM Metia et al. [14]

NH3 and PM2.5 Bulk emissions CMAQ Hsu et al. [15]

into daily

NH3 and PM2.5 NMB CMAQ and CIMS Bray et al. [16]

PM2.5 Raman returns CMAQ and AOD Vladutescu et al. [17]

Research and Forecasting (WRF)and The Air Pollution Model with Chemi-
cal Transport Model (TAPM-CTM), and the corresponding instruments are
satellite ultra violet (UV) measurements, monitoring station data, sensor40

data, Ozone Monitoring Instrument (OMI), Chemical Ionization Mass Spec-
trometry (CIMS), and Aerosol Optical Depth (AOD). Despite numerous
methods have been proposed for air quality monitoring in cities, prediction
of air pollutants profiles often depends on the location of the monitoring sta-
tions. Also, due to large uncertainties involved, improving performance of45

the air pollution estimation remains a difficult problem. In this work, a new
method will be developed for achieving higher estimation accuracy for urban
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air pollution via optimization of a scaling factor and enhanced calibration
with Matérn covariance-based unscented Kalman filtering.

In the present study, a two-stage optimization approach is proposed and50

implemented on emissions inventory (EI) for TAPM-CTM. Statistical anal-
ysis is used to improve EI, via a scaling factor for local suburbs with real
data settings, and then a UKF based Matérn covariance function is used to
smooth inventory data to ameliorate prediction accuracy. Finally, NO and
NO2 concentrations are simulated using TAPM-CTM with the recalibrated55

EI, and modeling results are then compared with monitoring station data.
This paper is organized as follows. After the introduction, Section 2

describes the modeling and estimation system framework. Section 3 presents
the algorithm description. Results are presented in Section 4. Finally, a
conclusion is drawn in Section 5.60

2. System description

Emissions inventory plays an important role in air quality modeling. Fig-
ure 1 shows TAPM-CTM for air quality prediction, using synoptic, terrain
and emissions data as the input.

2.1. Monitoring station data and TAPM-CTM65

To provide the Australian state of New South Wales with up-to-date
information about air quality, monitoring stations have been set up in Syd-
ney and several regional areas. These stations monitor particulate matters
(PM10, PM2.5), sulfur dioxide (SO2), carbon monoxide (CO), ozone (O3), ni-
trogen dioxide (NO2) and visibility. Meteorological parameters such as wind70

speed and direction, air temperature and humidity are also recorded. Data
are obtained from the Office of Environment and Heritage (OEH) for this
study. The modeling system consists of a TAPM prognostic meteorological
model and a chemical transport model (CTM) which the Commonwealth Sci-
entific and Industrial Research Organisation (CSIRO) originally developed75

for use with the Australian Air Quality Forecasting System.

2.2. Emissions inventory

The air emissions inventory is a detailed listing of pollutants discharged
into the atmosphere by each source type during a given time period and
at a specific location. These data are stored in a database maintained by80
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OEH. The inventory includes emissions from biogenic (i.e. natural and liv-
ing), geogenic (i.e. natural non-living) and anthropogenic (i.e. human-made)
sources. The Emissions Data Management System (EDMS) v2.0 has a num-
ber of features, including emissions charting according to a local government
area (LGA) and emissions forecasting up to 2036 with air pollutant emissions85

given in gm/m2/sec and spatial resolution of 1km by 1km.

2.3. Terrain and synoptic data

Terrain data are as input to TAPM-CTM based on the vertical and hor-
izontal dimensions of land surface. Over a large area, terrain conditions can
affect surface water flow and distribution, hence weather and climate pat-90

terns. The Bureau of Meteorology (BOM) is an Executive Agency of the
Australian Government, responsible for providing weather services to Aus-
tralia and surrounding areas. BOM has provided meteorological data to
many organisations including OEH. As such, information of temperature,
specific humidity, wind directions and wind speeds are made available as95

input to TAPM-CTM and other forecasting models.

2.4. Statistical inventory

Emissions inventory, initial conditions, lateral boundary conditions and
meteorological fields are known as subject to large uncertainties in atmo-
spheric CTMs [21]. The primary source of model errors in air quality forecasts100

is due to uncertainties in ad hoc inventory [22]. In [23], statistical modeling
was used for EI while in [24], different methodologies were adopted, consid-
ering Gaussian distributions in statistical modeling. In this paper, errors
between the model output and observations are also assumed to follow a
Gaussian distribution in nature.105

2.5. Inventory improvement with UKF

The UKF has an advantage over the EKF, since it does not use lin-
earization for the prediction of state and error covariances [25, 26]. This
facilitates more accurate computation of Kalman gain and error covariance
matrices, which can ultimately lead to an enhanced estimation of random110

process signals. Since large uncertainties exist in EI, further improvements
and refinements are required. This is the main reason the UKF is used to
calibrate EI in this study.
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Figure 1: Flowchart of optimizing emissions inventory with inverse modeling.

3. Algorithm description

The observation vector comprises pollutant concentrations collected at
the surface monitoring stations over the region of interest (here, the state of
New South Wales). The relationship between observation vector y with noise
and the state vector x can be described as follows under a forward model

y = H(x, b) + ε, (1)
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Figure 2: Locations of monitoring stations across the NSW.

where b is the model parameter vector, ε is the noise vector, and H stands115

for the forward model. The entries of the state vector x are the pollutant
concentrations obtained at different grid levels across NSW, while vector b
includes parameters describing terrain and synoptic data. To solve (eqn. 1)
a two-stage inverse modeling framework is proposed as shown in Figure 1.
Herein, Stage 1 is based on statistical analysis and Stage 2 is based on Matérn120

functioned based Unscented Kalman filtering of emissions inventory data.

3.1. Stage 1

A mean error is evaluated for each coordinate output air quality variable
of the map as follows,

µerrori,j =

∑n
1

(
Si,j − S

′
i,j

)
n

, (2)
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where Si,j stands for monitoring station data at (i, j) coordinate, S
′
i,j stands

for forward model output from TAPM-CTM, n is the number of samples,
and µerrori,j is calculated using (eqn. 2). The standard deviation is evaluated
as

σerrori,j =

√∑n
1

(
Si,j − S

′
i,j − µerrori,j

)2
n− 1

. (3)

According to Poor & Verdu [27] and Bich [28], the estimated error following
a Gaussian distribution, can be generated from σerrori,j and µerrori,j as

f(Xi,j|µerrori,j , (σerrori,j )2) =
1√

2π(σerrori,j )2
e
−

(Xi,j−µ
error
i,j )

2(σerror
i,j

)2 . (4)

The updated EI is then given by

xupdatei,j = xi,j ± (γ ×Xi,j), (5)

where “+” is for under estimation and “-” for over estimation, respectively.
In this equation, xi,j is the original emissions data at (i, j) coordinate, Xi,j

is the error, xupdatei,j is the update the same coordinate, and γ represents the
scaling factor. This factor depends spatially on pollutant variables and is a
function of emissions data. The model data S

′
i,j is generated from TAPM-

CTM with xi,j as EI input. The mean square error (MSE) can be calculated

using xupdatei,j at (i, j) coordinate as,

MSE =
1

n

n∑
1

[
Si,j − (γ × S ′i,j

)
]2. (6)

The database EDMS v2.0 is mainly used to export emissions data to the air
quality modeling software. Since, EDMS v2.0 normally generates separate
data, based on the type of emissions rather than the total summation of the125

grid data, it is not straight forward to use this system for air quality model-
ing. The scaling remains therefore a tedious process. For example, NOX is
generated due to biogenic, geogenic and anthropogenic emissions, in which
biogenic and geogenic emissions contribute 3.1% while anthropogenic emis-
sions contributes 96.9%. In terms of emissions type area sources contribute130

61.9% of NOX emissions, 1.2% is from point sources, while motor vehicles
are responsible for the rest 36.9% of NOX emissions contribution [29].
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Figure 3: MSE versus γ at Earlwood monitoring station (a) NO, and (b) NO2.

The scaling process is optimized by using (eqn. 6), where factor γ is varied
in the interval −1.0 ≤ γ ≤ 1.0 to minimize the mean square error (MSE). The
scaling factor varies according to the location of air quality data collection for135

which Figure 2 shows coordinates of NSW monitoring stations. For example,
the optimal value of γ at Earlwood monitoring station is found at 0.1329
and 0.1833 respectively for NO and NO2, obtained by minimization of MSE
(eqn. 6), as shown in Figure 3. Similarly, for other monitoring stations, the
scaling factors are calculated from minimization of MSE (eqn. 6). The scaling140

factor at locations in between monitoring stations is averaged accordingly.
These scaling factors are used in (eqn. 5) to update emissions inventory. The
updated EI is defined as xupdatei,j . These data are further improved in the next
stage.

3.2. Stage 2145

The UKF is used to calibrate xupdatei,j for further improvements and refine-
ments. In [13, 30], Gaussian process models adopted in the state space can be
solved by the classical Kalman filtering theory where the link between state-
space model and Matérn covariance function is analytically obtained. Here,
Matérn function based UKF is used to refine EI. As such, the covariance is
of a function family [31].

υ(Si,j, Sk,l) =
σ2
ν

2φ−1Γ(φ)
(λdij,kl)Kφ(λdij,kl), λ > 0, φ ≥ 0, (7)

where dij,kl is the distance between sites Si,j and Sk,l, Kφ(·) is the modified
Bessel function of order φ, Γ(φ) is a Gamma function, and σ2

ν is the variance.
The corresponding 3rd order system for air pollutant dynamics is described
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Table 2: Summary statistics of predicted using different emissions in-
ventory

Station Pollutant Original Emissions Inventory Statistical Emissions Inventory UKF Emissions Inventory

MSE R2 p-value MSE R2 p-value MSE R2 p-value

Earlwood

NO 3.6016 0.5366 4.97×10−2 1.4895 0.7159 4.09×10−2 0.3724 0.8488 2.05×10−2

NO2 5.8868 0.5191 1.14×10−3 0.8626 0.7735 1.13×10−5 0.2013 0.8601 1.91×10−6

O3 4.0274 0.5860 4.98×10−2 2.1453 0.7583 1.43×10−5 0.5245 0.8165 5.89×10−6

Lindfield

NO 4.4517 0.5678 9.84×10−3 1.1296 0.7704 6.21×10−4 0.2824 0.8364 1.88×10−4

NO2 6.5598 0.5219 5.50×10−6 0.3426 0.7199 3.82×10−8 0.0818 0.8657 1.48×10−9

O3 4.5094 0.5161 6.69×10−1 2.2201 0.7561 1.61×10−1 0.5550 0.8531 7.25×10−2

Richmond

NO 2.9669 0.6331 1.21×10−6 0.0378 0.7855 3.44×10−7 0.0094 0.8633 1.97×10−7

NO2 5.7423 0.5343 5.75×10−20 0.3309 0.7338 2.19×10−21 0.0766 0.8324 1.17×10−23

O3 7.6874 0.5592 4.42×10−8 3.8256 0.7173 1.75×10−8 0.9471 0.8123 7.00×10−9

in [13]

dx(t)

dt
=

 0 1 0
0 0 1
−λ3 −3λ2 −3λ

x(t) +

0
0
1

 q(t)
y(t) =

[
1 0 0

]
x(t) + r(t),

(8)

where x(t) is the state vector, q(t) is the white noise of the process, λ is a
coefficient depending on the correlation length and smoothness of the process,
y(t) is the model output, and r(t) the measurement noise, respectively for n
data points.

Unlike the EKF which uses the first-order approximation of the nonlinear150

system, the UKF represents a derivative-free alternative with lesser compu-
tational complexity [32]. An unscented transform (UT) is implemented to
estimate power plant pollutant emissions [14]. Here, the UKF is represented
by the following equations:

xk = fk(xk−1, uk−1) + qk−1

yk = hk(xk, uk) + rk,
(9)

where xk ∈ Rn is the state, yk ∈ Rm is the measurement, uk ∈ Rv is the input,155

qk−1 ∈ Rn is the Gaussian process noise qk−1 ∼ N (0, Qk−1), rk ∈ Rm is the
Gaussian measurement noise rk ∼ N (0, Rk), andQk−1 andRk are covariances
correspondingly. The design procedure of a generic UKF is summarized in
Appendix.
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Figure 4: NO concentration (pphm) distribution on January 8, 2008 at 7 A.M.,
(a) based on monitoring station data, and (b) based on original inventory.

4. Results and discussion160

This section compares the station data with TAPM-CTM prediction data
using original EI, statistical calibrated EI and UKF calibrated EI. Figures 4a
and 4b show spatial distribution of nitrogen monoxide with monitoring data
and original inventory, respectively. Local monitoring stations at Earlwood,
Lindfield and Richmond are considered as experimental sites for this study.165

The choice of these suburbs reflected the variation in emission level, mainly
due to the density of motor vehicle in a big city like Sydney. In terms of
temporal distribution, there are diurnal variations in nitrogen oxides and
ozone concentrations. In general, the O3 concentration slowly increases after
sunrise, reaching its maximum during midday, and then slowly decreases170

until the next morning. The diurnal cycles of NO and NO2 are shaped like
double waves with the morning peak being higher in magnitude than the
evening one. Therefore, 7A.M. and 1 P.M. were considered for spatial plots
of nitrogen oxides and ozone, respectively shown in Figure 5 and Figure 6, for
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Figure 5: Pollutant concentration (pphm) difference between original inventory
and monitoring station data on January 8, 2008 at 7 A.M., (a) NO, and (b) NO2.

the difference between original inventory and data collected at a monitoring175

station.

4.1. Comparison between monitoring station data and original emissions in-
ventory

The performance of original EI is evaluated by comparing it with station
data. Table 2 shows the comparison in terms of mean square error (MSE),180

coefficient of determination (R2) and probability value (p-value). The MSE
and p-value for NO are 13.6016 and 0.0497 respectively. They imply that
there are significant differences between station data and TAPM-CTM out-
put with original EI. To illustrate these differences are shown in Figure 5a
and Figure 5b, respectively for NO and NO2. These discrepancies are due185

to the overestimation of EI and the sparsity of monitoring stations over the
region of interest. Indeed, there are only 33 monitoring stations active to
monitor air quality across NSW mainly located in the city basin, the state
has a 210 km × 270 km grid in EI. As such, 99.94% of its data are estimated
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Figure 6: O3 concentration (pphm) difference between original inventory and mon-
itoring station data on January 8, 2008 at 1 P.M.

using Kriging interpolation, from the data collected at monitoring stations.190

Similarly, Figure 6 shows the difference between TAPM-CTM based on orig-
inal EI and monitoring station data of O3. Diurnal variations of NO, NO2

and O3 concentration are shown in Figure 7, indicating clearly the large dis-
crepancy of the original inventory with the station data. These mismatches
between original inventory and monitoring station data, apparently higher195

in municipal areas of the Sydney basin require a suitable method to improve
accuracy of air pollution estimation [33]. The overestimation problem is due
to activity data and emission factors. Emissions inventory includes emissions
from biogenic (i.e. natural) and anthropogenic (i.e. human) derived sources.
Biogenic sources cover bushfires, trees and windborne dust. Anthropogenic200

sources include all emissions activities by human such as quarries, service sta-
tions, house painting, mowing, heating, mining, oil refineries, power stations,
steelworks, aircraft, railways, and other transport means. Activity data have
been obtained from industry groups, government departments and other ser-
vice providers. Uncertainties from these sources together explain why large205

discrepancies exist between original inventory and monitoring station data.
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(a) (b)

(c)

Figure 7: Pollutant concentration (pphm) level at Earlwood station from 4th-10th

January, 2008, (a) NO, (b) NO2, and (c) O3.

4.2. Comparison between station data and statistical emissions inventory

Table 2 shows also detailed statistical analysis of station data, at Stage
1 in the flowchart of Figure1 with TAPM-CTM output based on statisti-
cal EI. At this stage, the value of MSE and p-value for NO are respectively210

1.4895 and 0.0409, which still show differences between station data and
TAPM-CTM output using statistical EI. Indeed, Figure 8a shows the nitro-
gen monoxide spatial distribution using TAPM-CTM based on statistical EI,
while it differences between TAPM-CTM based on statistical EI and station
data are plotted in Figure 8b. Similarly, the differences between TAPM-CTM215

based on statistical EI and station data are plotted in Figure 9a and Fig-
ure 9b for NO2 and O3 respectively. To show diurnal variations, Figures 10a,
10b and 10c depict respectively the NO, NO2 and O3 profiles as extracted
originally from TAPM-CTM model, statistical EI, and the measurements at
Earlwood station. These figures show that TAPM-CTM prediction output220

based on statistical EI is closer to monitoring data as compared to original
inventory but still has some mismatch, especially for nitrogen dioxide and
ozone.
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Figure 8: NO concentration (pphm) distribution on January 8, 2008 at 7 A.M.,
(a) based on statistical inventory, and (b) difference between statistical inventory
and monitoring station data.

4.3. Comparison between station data and UKF emissions inventory

Values of determination of coefficient are given in Table 2, where R2 for225

TAPM-CTM based on UKF EI is shown higher compared to statistical EI
and original EI, which clearly demonstrate the advantage of our proposed ap-
proach to urban air pollution estimation. Using TAPM-CTM output based
on UKF EI, Figure 11a shows the distribution of NO and its difference be-
tween TAPM-CTM output based on UKF EI and station data in Figure 11b.230

Similarly, Figures 12a and 12b show difference between TAPM-CTM output
based on UKF EI and station data for NO2 and O3, respectively. As can
be seen, TAPM-CTM output based on UKF EI has significantly improved
the inverse modeling for urban air pollution as compared to monitoring sta-
tion. Diurnally, Figures 13a, 13c and 13c show variations respectively of235

NO, NO2 and O3 as extracted from TAPM-CTM model with UKF EI, and
the measured emissions profiles at Earlwood station. They indicate that
TAPM-CTM prediction output based on UKF EI are quite coincident with
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Figure 9: Pollutant concentration (pphm) difference between statistical inventory
and monitoring station data on January 8, 2008, (a) NO2 at 7 A.M., and (b) O3

at 1 P.M.

monitoring data. Indeed, UKF EI in Stage 2 with Matérn function-based
covariance and the selection of suitable scaling factor γ in Stage 1 for a low-240

est value of MSE, have resulted in a significant reduction of the difference
between estimation and measurements. Notably, this is also reliant on the
station location. Similarly to Figure 3, optimal values for the scaling factor
were found respectively as 0.1261 for NO and 0.1972 for NO2 at Lindfield,
and as 0.1401 for NO and 0.1841 for NO2 at Richmond. The results obtained245

have confirmed the merit of our method in terms of accuracy improvement of
TAPM-CTM prediction output towards achieving sustainability for Sydney
city.

4.4. Urban air quality monitoring and city sustainability

The fast growth of medium sized and mega cities as well as population250

increase have severely contributed to air pollution. In addition to problems
associated with environmental changes, the rapid urbanization and economic
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(a) (b)

(c)

Figure 10: Pollutant concentration (pphm) level at Earlwood station from 4th-10th

January, 2008, (a) NO, (b) NO2, and (c) O3.

development needs have imposed significant challenges and threats to human
health and the sustainability of society. Mainly, suburban sprawl has caused
loss of green open spaces, together with tremendous increase in vehicles num-255

ber and energy consumption. As a result, the compressed city concept has
been put forward as a form of sustainable urban development. Air pollu-
tion remains one of the critical environmental problems of close relevance to
urban developments in all continents. Accurate air quality monitoring and
precise modeling are two essential factors for city sustainability. Emissions260

inventory data administered by city authorities are essential for predicting
air quality and hence, need to be accurate for all areas in a city. To this
end, a two-stage inverse modeling framework for EI improvement has been
proposed and implemented in this paper to remove uncertainties in EI with
valid demonstration of air pollutant estimation in the Sydney basin. Indeed,265

the average value of R2 between prediction and monitoring data for various
pollutants using original EI is 0.5527. After implementing the proposed two-
stage EI enhancement, the average coefficient of determination R2 becomes
0.8432. The proposed technique can therefore be considered as promising for
air pollution estimation in sustainable cities.270
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Figure 11: NO concentration (pphm) distribution on January 8, 2008 at 7 A.M.,
(a) based on UKF inventory, and (b) difference between UKF inventory and mon-
itoring station data.

5. Conclusion

In this paper, we have presented a two-stage optimization approach to
achieve emissions inventory improvement using statistical analysis and UKF
emissions inventory. In the first stage, we have assumed the errors between
air quality model output with original EI and monitoring station data is275

as Gaussian distributions. Emissions inventory is updated by using statisti-
cal analysis. In the second stage further refinements and improvements are
achieved by using the UKF with Matérn function-based covariance taking
into account the correlation length and smoothness of the spaciotemporal
profiles of air pollutants. In the sequence, three runs are needed for optimiz-280

ing EI. The first run is required to compare station data with TAPM-CTM
output based on original EI. Another run is for comparing station data with
TAPM-CTM output based on statistical EI. The final run is performed to
further reduce the difference between station data and TAPM-CTM output
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Figure 12: Pollutant concentration (pphm) difference between UKF inventory and
monitoring station data on January 8, 2008, (a) NO2 at 7 A.M., and (b) O3 at 1
P.M.

based on UKF EI. Results obtained demonstrate that the proposed method285

has significantly improved the air quality prediction performance in suburbs
of Sydney. The proposed technique can therefore be promising for inverse
modeling of air pollution, which remains an important issue for air pollu-
tion control in sustainable cities. While being able to enhance the predic-
tion performance, the proposed two-stage inverse modeling framework is still290

somewhat sensitive to the inputs from the air pollution and and chemical
transport models used. This should be considered to further improve the es-
timation results. Future work will be conducted to address the effect of other
inputs of TAPM-CTM, such as initial conditions, meteorological parameters
and boundary conditions, where great uncertainties may exist.295

Appendix

The generic UKF is summarized as follows:
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(a) (b)

(c)

Figure 13: Pollutant concentration (pphm) level at Earlwood station from 4th-10th

January, 2008, (a) NO, (b) NO2, and (c) O3.

Step 1: Initialize filtering value

x̂0 = E[x0]

P0 = E[(x0 − x̂0)(x0 − x̂0)T ],
(10)

where x0, x̂0 and P0 represent the initial state vectors, predicted values
and covariance, respectively.300

Step 2: Calculate the Sigma points

xk−1 =
[
x̂k−1 x̂k−1 ± (

√
(N + λ)pk−1)i

]
w

(c)
0 =

λ

(N + λ)
w

(m)
0 =

λ

(N + λ)
+ (1− α2 + β)

w
(m)
i = w

(c)
i =

λ

2(N + λ)
, i = 1, 2, . . . , 2N

λ = α2(N + v)−N

(11)

where w
(m)
i and w

(c)
i represent the weights of predicted mean and co-

variance, respectively; λ is a scaling parameter and v is a secondary
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scaling parameter which is usually set to 0; the distribution of the sam-305

ple points is represented by α and the approximate prior distribution
of x is represented by β.

Step 3: Predict the system state matrix, the covariance matrix and the
observation matrix310

xi,k|k−1 = xi,k−1

x̂k|k−1 =
2N∑
i=1

w
(m)
i xi,k|k−1

P̂k|k−1 =
2N∑
i=1

w
(c)
i gi,k|k−1g

T
i,k|k−1 +Qk−1

yi,k|k−1 = hk(xi,k|k−1, x(k))

ŷk|k−1 =
2N∑
i=1

w
(m)
i yi,k|k−1,

(12)

where gi,k|k−1 = xi,k|k−1 − x̂k|k−1.

Step 4: Calculate the covariance matrix of the system

Px̂kŷk =
2N∑
i=1

w
(c)
i gi,k|k−1m

T
i,k|k−1

Pŷk =
2N∑
i=1

w
(c)
i mi,k|k−1m

T
i,k|k−1 +Rk,

(13)

where mi,k|k−1 = yi,k|k−1 − ŷk|k−1.
315

Step 5: Calculate the Kalman gain

K̄ = Px̂kŷkP
−1
ŷk
. (14)

Step 6: Update the system state matrix and covariance matrix

x̂k = x̂k|k−1 + K̄(yk − ŷk|k−1)
Pk = P̂k|k−1 − K̄PŷkK̄T .

(15)
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