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Abstract—Miniaturized electromagnetic sensors are increasingly introduced to navigate surgical instruments to anatomical targets during minimally invasive procedures such as endoscopic surgery. These sensors are usually attached at the distal tips of surgical instruments to track their three-dimensional motion represented by position and orientation in six degrees of freedom. Unfortunately, these sensors suffer from inaccurate measurements and jitter errors due to patient movement (e.g., respiratory motion) and magnetic field distortion. This paper proposes an evolutionary computing strategy to optimize the sensor measurements and improve the tracking accuracy of surgical navigation. We modified two evolutionary computation algorithms and proposed adaptive particle swarm optimization (APSO) and observation-boosted differential evolution (OBDE) to enhance the navigation accuracy. The experimental results demonstrate that our modified algorithms to evolutionarily optimize electromagnetic sensor measurements can critically reduce the tracking error from 4.8 mm to 2.9 mm. In particular, OBDE outperforms APSO for electromagnetic endoscopic navigation.

Index Terms—Electromagnetic sensor, surgical tracking and navigation, evolutionary computation, particle swarm optimization, differential evolution, image-guided intervention

I. INTRODUCTION

Electromagnetic (EM) tracking is widely used in simulation (e.g., military flight and gunnery simulation systems) and medical procedures [1], while it is a relatively new approach that locates disposables tools or sensors situated inside or outside the body in real time. The EM tracking system generally consists of several key components of an electronic unit, a magnetic field transmitter, and miniaturized EM sensors (Fig. 1). While the transmitter generates the optimal tracking volume to perceive 3-D position and orientation of EM sensors located inside the tracking volume, the electronic unit integrated with power supply from a personal computer tracks six degrees of freedom (6DoF) miniaturized EM sensors. Such an EM tracking system is particularly powerful for various surgical navigation applications, e.g., ultrasound image fusion, biopsy needle guidance, oncology, and neurosurgery. More interestingly, EM tracking techniques also have been increasingly utilized to track and localize surgical continuum robots and intravascular flexible instruments in minimally invasive surgery because of their superior attributes of miniature sensor sizes and freedom of line-of-sight constraints [2].

To develop EM-based surgical navigation for image-guided intervention, miniaturized EM sensors must be embedded into medical instruments such as flexible endoscopes (e.g., bronchoscope and colonoscope) that are integrated with video cameras. After calibrating the EM sensor and surgical instrument coordinate systems (i.e., determining the spatial transformation between the EM sensor and surgical instrument), surgeons can intuitively locate and navigate the surgical instrument inside the body. While the EM tracking system provides real-time 3-D position and orientation information in 6DoF for locating surgical instruments during surgery, EM sensor measurements are still problematic. There are two main reasons behind this: (1) location sensitivity and (2) stochastic jitter error. The former results from any patient movement (i.e., respiratory motion, tissue deformation, or coughing). Since EM sensor outputs measure 3-D motion with 6DoF position and orientation information in a fixed world coordinate system, they do not correspond exactly to the current position and direction of the surgical instrument. This leads to inaccurate EM sensor measurements. The jitter error results from the tracking volume or magnetic field distortion caused by ferrous metals or conductive materials within or close to the tracking volume. While most surgical instruments contain metal materials, patient tables or other materials below them can distort the tracking volume. In general, the distortion of the tracking volume unavoidably results in unstable or jitter measurements.

This work aims to apply and compare two commonly established evolutionary computation algorithms including particle swarm optimization (PSO) and differential evolution (DE) to tackle the limitations of the EM tracking system and optimize EM sensor measurements. Since the performance of PSO and DE depends critically on their operators and evolutionary factors, we propose adaptive particle swarm optimization (APSO) and observation-boosted differential evolution (OBDE). Two highlights of this work are clarified: (1) modification of the standard PSO and DE algorithms by introducing the current EM sensor observation and (2) comparison of the proposed APSO and OBDE applied to surgical navigation.

The rest of this paper is organized as follows. Section II briefly reviews current work related to EM tracking. Section III modifies two evolutionary algorithms of PSO and DE, fol-
EM tracking systems suffer from various limitations (discussed above) associated with their working principles. While these systems are prone to produce measurement errors due to magnetic field distortions, especially in a dynamic clinical environment, they also suffer from a limited workspace and provide non-uniform measurement accuracy throughout the tracking volume. The highest and uniform accuracy is typically generated around the center of the tracking volume [3].

To tackle the EM limitations, numerous approaches have been proposed and discussed in the literature. Keeping metals or conductive materials away from the tracking volume is a simple and easy way to minimize the magnetic field distortion. However, this is somewhat unrealistic in the operating room. Moreover, hybrid tracking that combines EM tracking and 2-D/3-D registration techniques provides a promising way to resolve the limitations. Mori et al. [4] used the EM tracking results to initialize the optimizer of image registration. Soper et al. [5] integrated Kalman filtering with image registration to improve the performance of EM tracking. Reichl et al. [6] discussed a new tracking paradigm in accordance with electromagnetic servoing. Luo et al. [7] proposed an animated particle filtering method to fuse EM sensor outputs and endoscopic video images. More recently, Sadjadi et al. [8] compensated the dynamic field distortion of EM tracking using a simultaneous calibration strategy. While Sorger et al. [9] employed EM tracking for endobronchial ultrasound, Hofstad et al. [10], [11] improved the registration between the EM system and preoperative images. As an alternative to electromagnetic tracking, Shen et al. [12], [13] used depth estimation and recognition techniques to navigate the endoscope, while video summarization and classification were introduced to locate the endoscope [14], [15]. Additionally, a tabletop field generator (Northern Digital Inc., Waterloo, Canada) has been developed to incorporate a thin barrier that can minimize any tracking distortions caused by conductive or ferromagnetic materials. More recently, numerous researchers focus on improving the accuracy of EM tracking. Song et al. [16] introduced a strategy of rotating uniaxial coil with sparse points and closed form analytic solution to improve magnetic tracking. Liu et al. [17] compensated the geomagnetic vector measurement error for the differential magnetic field method. While Su et al. [18] investigated the link between the tracking distance and accuracy, Dai et al. [19] proposed a simple and efficient electromagnetic tracking approach that uses uniaxial transmitting coil and triaxial magneto-resistive sensor. All these methods improved the performance of EM tracking for various applications.

Generally speaking, EM trackers are dynamic systems that commonly produce inaccurate, noisy, or stochastic measurements (or observations). In this respect, global and stochastic optimization methods are required to deal with these dynamic measurements. This work is to address these limitations of EM trackers using evolutionary optimization or computation.

As a family of artificial intelligence, evolutionary computation employs biological evolution (e.g., mutation and natural selection) to solve dynamic optimization problems [20]. Evolutionary optimization includes various implementation algorithms, particularly particle swarm optimization [21] and differential evolution [22]. These algorithms have a meta-heuristic or stochastic optimization property and are increasingly introduced to practical applications such as image segmentation and object recognitions [23]. We modify these algorithms and enhance their performance to improve the accuracy of EM sensor measurements.

III. Approaches: Evolutionary Optimization

This section describes adaptive particle swarm optimization (APSO) and observation-boosted differential evolution (OBDE) and their application to evolutionarily optimize EM sensor outputs for improving surgical navigation.

Without loss of generality, we introduce some symbols. Evolutionary computation algorithms usually generate a population $\mathcal{X}$ of potential or random solutions (or called individuals) $\mathcal{X} = \{x_{i,g} \in \mathbb{R}^D\}_{i=1,2,\ldots,N, g=1,2,\ldots,G}$, where $N$ is the population size, $G$ is the generation number, and $D$ is
A. Adaptive Particle Swarm Optimization

Compared to particle swarm optimization, adaptive particle swarm optimization introduces the current observation to precisely propagate individuals in the population, while the current observation is also used to calculate the fitness of the individual and adaptively determine evolutionary parameters at the current generation or iteration.

1) Individual Propagation: In particle swarm optimization, the \( i \)-th individual or vector \( \mathbf{x}_{i,g} \) at generation \( g-1 \) is propagated to new individual \( \mathbf{x}_{i,g} \) at generation \( g \) in accordance with the moving speed \( \mathbf{a}_{i,g} \) by [21]:

\[
\mathbf{x}_{i,g} = \mathbf{x}_{i,g-1} + \mathbf{a}_{i,g},
\]

\[
\mathbf{a}_{i,g} = \omega \mathbf{a}_{i,g-1} + \varphi_b + \varphi_c,
\]

where inertia weight \( \omega \) controls to preserve previous speed \( \mathbf{a}_{i,g-1} \), cognitive factor \( \mu_1 \) and \( \mu_2 \) are acceleration constants, \( \eta_1 \) and \( \eta_2 \) yield the uniform distribution with the interval \([0, 1]\), the local individual best \( \mathbf{b}_{i,g-1} \) is the best candidate solution obtained by the \( i \)-th individual so far, and the global best \( \mathbf{c}_{g-1} \) is the best candidate solution selected from population \( \mathbf{B}_{g-1} = \{ \mathbf{b}_{i,g-1} \}_{i=1}^{N} \) at generation \( g-1 \).

Inertia term \( \omega \mathbf{a}_{i,g-1} \) is used to keep the individual moving in the same direction it was originally heading. Cognitive factor \( \mu_1 \) and \( \mu_2 \) are acceleration constants, \( \eta_1 \) and \( \eta_2 \) yield the uniform distribution with the interval \([0, 1]\), the local individual best \( \mathbf{b}_{i,g-1} \) is the best candidate solution obtained by the \( i \)-th individual so far, and the global best \( \mathbf{c}_{g-1} \) is the best candidate solution selected from population \( \mathbf{B}_{g-1} = \{ \mathbf{b}_{i,g-1} \}_{i=1}^{N} \) at generation \( g-1 \).

2) Population Update: After propagating all the individuals at generation or iteration \( g \), the local individual best \( \mathbf{b}_{i,g} \) and the global general best \( \mathbf{c}_{g} \) are updated by

\[
\mathbf{b}_{i,g} = \left\{ \begin{array}{ll} \mathbf{x}_{i,g} & \text{if } f(\mathbf{x}_{i,g}) > f(\mathbf{b}_{i,g-1}) \\ \mathbf{b}_{i,g-1} & \text{otherwise} \end{array} \right.,
\]

\[
\mathbf{c}_{g} = \arg \max_{\mathbf{b}_{i,g} \in \mathbf{B}_{g}} f(\mathbf{b}_{i,g}).
\]

where function \( f(\cdot) \) is defined as the fitness of the individual to evaluate the performance of the new individual. Note that Eq. (4) compares the new individual \( \mathbf{x}_{i,g} \) at generation \( g \) to the previous local individual best \( \mathbf{b}_{i,g-1} \) because the individual propagation step does not guarantee that \( \mathbf{x}_{i,g} \) is better than its corresponding individual \( \mathbf{b}_{i,g-1} \). In this respect, the local individual best at generation \( g \) is selected between \( \mathbf{x}_{i,g} \) and \( \mathbf{b}_{i,g-1} \) on the basis of their fitness.

3) Adaptive Coefficients: The performance of particle swarm optimization depends critically on speed \( \mathbf{a}_{i,g-1} \), fitness \( f(\cdot) \) and user-provided coefficients \( \omega \), \( \mu_1 \) and \( \mu_2 \). The standard particle swarm optimization algorithm sets evolutionary parameters \( \omega \), \( \mu_1 \) and \( \mu_2 \) as pre-fixed constants. On the other hand, speed \( \mathbf{a}_{i,g-1} \), and fitness \( f(\cdot) \) are not associated with the current observation during optimization.

Our idea is to introduce the current observation to determine speed \( \mathbf{a}_{i,g-1} \), and fitness \( f(\cdot) \) and adaptively compute \( \omega \), \( \mu_1 \) and \( \mu_2 \). Suppose \( \mathbf{o}_k \) be the current observation of a dynamic system at time \( k \), these variables are adaptively computed:

\[
\mathbf{a}_{i,g-1} = \Gamma(\mathbf{o}_k, \mathbf{o}_{k-1}),
\]

\[
f(\mathbf{x}_{i,g}) = p(\mathbf{o}_k | \mathbf{x}_{i,g}),
\]

\[
\mu_1 = \frac{2p(\mathbf{o}_k | \mathbf{b}_{i,g-1})}{p(\mathbf{o}_k | \mathbf{b}_{i,g-1}) + p(\mathbf{o}_k | \mathbf{c}_g)},
\]

\[
\mu_2 = \frac{2p(\mathbf{o}_k | \mathbf{c}_g)}{p(\mathbf{o}_k | \mathbf{b}_{i,g-1}) + p(\mathbf{o}_k | \mathbf{c}_g)},
\]

where function \( \Gamma \) calculates the speed between \( \mathbf{o}_k \) and \( \mathbf{o}_{k-1} \) and fitness \( f(\cdot) \) is defined as observation probability \( p(\cdot) \) of each individual relative to current observation \( \mathbf{o}_k \). As a matter of fact, the cognitive coefficients are typically close to 2.0, which represents the step size that the individual takes toward the global best candidate solution the swarm has found up until that point [24]. Our adaptive computation follows this fact.

To adaptively determine \( \omega \), we define a spatial distribution factor \( \gamma_{g-1} \) at generation \( g-1 \) on the basis of average distance \( d_{i,g-1} \) from \( \mathbf{x}_{i,g-1} \) to all the other individuals:

\[
d_{i,g-1} = \frac{1}{N-1} \sum_{i=1}^{N} \| \mathbf{x}_{i,g-1} - \mathbf{x}_{j,g-1} \| ,
\]

where each individual \( \mathbf{x}_{i,g-1} \) contains its own 3-D position and movement orientation information in the search space.

Based on the maximal and minimal distances \( (d_{\text{max}}, d_{\text{min}}) \) from \( \{d_{i,g-1}\}_{i=1}^{N} \) and the average distance \( d_c \) between the global best \( \mathbf{c}_{g-1} \) and \( \{\mathbf{x}_{i,g-1}\}_{i=1}^{N} \), the spatial distribution factor \( \gamma_{g-1} \) is adaptively calculated at generation \( g-1 \) by

\[
\gamma_{g-1} = (d_c - d_{\text{min}})/(d_{\text{max}} - d_{\text{min}}), \quad \gamma_{g-1} \in [0, 1].
\]

Since coefficient \( \omega \) usually ranges in the interval \([0.4, 0.9]\) to weight the global and the local searching abilities [24], we use the distribution factor \( \gamma_{g-1} \) and fitness \( f(\mathbf{x}_{i,g-1}) \) to adaptively calculate the inertial weight \( \omega \) for controlling the speed \( \mathbf{a}_{i,g} \):

\[
\omega = \frac{2}{2 + 3 \exp(-1.28(p(\mathbf{o}_k | \mathbf{x}_{i,g-1}) + \gamma_{g-1}))},
\]

which shows a novel strategy to automatically control \( \omega \). Generally, the inertial weight \( \omega \) can either dampen the individual’s inertia or accelerate the individual in its original direction. While lower values of the inertial weight speed up the convergence of the swarm to optima, higher values of the inertial weight encourage exploration of the entire search space [24]. Eq. (12) is an adaptive method to estimate \( \omega \).
Eventually, the output of adaptive particle swarm optimization is the optimal solution $Q^k$ with respect to the maximal fitness at time $k$ after $G$ iterations:

$$Q^k = \arg \max_{c_g \in C_G} f(c_g),$$

(13)

where $C_G = \{c_g\}_{j=1}^G$ is a set of the global general best individuals obtained from each generation after updating.

**B. Observation-Boosted Differential Evolution**

Differential evolution seeks for the optimal solution by calculating the difference of solution vectors to create new candidates. It is a stochastic parallel search optimization algorithm that is easily implemented and reasonably robust. In differential evolution, three steps are implemented: (1) mutation, (2) crossover, and (3) selection. Our idea is still to integrate the current observation into these steps.

1) **Mutation**: The differential evolution performance depends heavily on the mutation operator. Such an operator determines the mutant vector $v_{i,g}$ for the individual or vector $x_{i,g}$ at generation $g$ by

$$v_{i,g} = x_{i,g} + m_i (c_g - x_{i,g}) + m_i (x_{r_1,g} - x_{r_2,g}),$$

(14)

where $m_i$ denotes the mutation factor, indexes $r_1$ and $r_2$ are mutually exclusive integers selected randomly from set \{1, ⋯, $i-1, i+1, ⋯, N$\}. The mutation operator generally results in good convergence performance since the global best individual $c_g$ is employed during optimization.

Unfortunately, the best individual $c_g$ possibly leads to the poor diversity of the population, which causes unstable or premature convergence. This also implies that the population is converged too early to be suboptimal. To resolve the premature convergence problem, we re-formulate this operator and adaptively calculate two mutant factors by the current observation $o_k$:

$$v_{i,g} = x_{i,g} + \alpha_i \Gamma(o_k|o_{k-1}) + m_i \hat{\pi}_{i,g} + \hat{\mu}_i \hat{\pi}_{i,g},$$

(15)

$$\hat{\mu}_i = \frac{2p(o_k|x_{i,g})}{p(o_k|x_{i,g}) + p(o_k|x_{i,g})},$$

(16)

$$\hat{\mu}_i = \frac{2p(o_k|x_{i,g})}{p(o_k|x_{i,g}) + p(o_k|x_{i,g})},$$

(17)

where the random number $\alpha_i$ controls to preserve the current observation and yields an uniform distribution $\alpha_i \in [0, 1]$.

2) **Crossover**: After the mutation step, a binomial crossover operation is to compute the trial vector $u_{i,g} = \{u_{i_1,g}, \cdots, u_{i_D,g}\}$ on the basis of the individual vector $x_{i,g} = \{x_{i_1,g}, \cdots, x_{i_D,g}\}$ and the mutation vector $v_{i,g} = \{v_{i_1,g}, \cdots, v_{i_D,g}\}$:

$$u_{i,j,g} = \begin{cases} v_{i,j,g} & \text{if } (\delta \leq C_r) \text{ or } (j = j_r), \\ x_{i,j,g} & \text{otherwise} \end{cases},$$

(18)

where the random number $\delta \in [0, 1]$, the integer $j_r$ is randomly selected from set \{1, 2, ⋯, $D$, \}, and the crossover rate $C_r$ is adaptively computed to check if $u_{i,j,g}$ is copied from $v_{i,j,g}$:

$$C_r = \frac{p(o_k|x_{i,g}) + p(o_k|x_{i,g})}{2},$$

(19)

which is important to control the crossover performance [25].

3) **Selection**: This step updates the population at generation $g+1$ from $\{x_{i,g}\}_{i=1}^N$ to $\{x_{i,g+1}\}_{i=1}^N$ using two vector sets of $\{x_{i,g}\}_{i=1}^N \cup \{u_{i,g}\}_{i=1}^N$ in accordance with their fitness values:

$$x_{i,g+1} = \begin{cases} u_{i,g} & \text{if } f(u_{i,g}) \geq f(x_{i,g}), \\ x_{i,g} & \text{otherwise} \end{cases}.$$  

(20)

Finally, after the $G$-th iteration or generation at time $k$, the output of the observation-boosted differential evolution approach to solve any dynamic optimization problems is the global best solution $Q^k$ determined by

$$Q^k = \arg \max_{x_{i,g} \in X_G} p(o_k|x_{i,G}),$$

(21)

where $X_G = \{x_{i,g}\}_{i=1}^N$ is a set of evolutionary individuals that are optimized at the final iteration or generation.

**IV. APPLICATION TO SURGICAL NAVIGATION**

This section formulates surgical navigation as the adaptive particle swarm optimization and observation-boosted differential evolution procedures. Surgical navigation refers to accurately track or navigate surgical instruments to target regions in the body during minimally invasive surgery. Endoscopic navigation procedures typically use various devices of an endoscope integrated with video cameras at its distal tip, an EM tracking system, and a computed tomography (CT) scanner. These devices provide endoscopic video sequences, EM sensor measurements, and CT images, respectively. Navigation paths consist of a large sequence of EM sensor measurements that contain a series of 3-D positions and orientations when surgeons move the surgical endoscope integrated with an EM sensor inside the body. In this respect, each EM sensor measurement corresponds or maps to the individual defined in the modified evolutionary optimization algorithms. Based on these
data, the question of surgical navigation is to continuously and precisely estimate the current endoscopic camera pose including position and orientation in the CT image space, i.e., to predict the transformation matrix from the endoscopic images in the navigation procedure. The current observation includes position and orientation in the CT image space, EM sensor measurement \( \hat{o}_1 \) at \( k = 1 \) and set \( \hat{o}_0 = 0 \); for \( k = 1 \) to \( K \) (Frame or measurement number) do

for \( g = 1 \) to \( G \) (Generation number) do

\( \mathcal{O} \) Update fitness by Eq. (25);

for \( i = 1 \) to \( N \) (Population number) do

\( \mathcal{O} \) Compute \( \hat{m}_i, \hat{n}_i, C_i \), and observation by Eqs. (16), (17), and (14);

\( \mathcal{O} \) New mutation to get \( v_{i,g}^k \) Eq. (15);

\( \mathcal{O} \) Crossover to get \( u_{i,g}^k \) Eq. (18);

\( \mathcal{O} \) Selection by Eqs. (20) and (25);

end

\( g = g + 1; \)

end

\( \mathcal{O} \) Obtain population \( \{x_{i,g}^k\}_{i=1}^N \);

\( \mathcal{O} \) Find current best estimate \((t_k^k, q_k^k)\) by Eq. (26);

\( k = k + 1; \)

end

Algorithm 2: OBDE for surgical navigation

**Input:** Video images, EM sensor outputs, CT images

**Output:** A series of endoscopic camera pose \((t_k^k, q_k^k)\)

1. Initialize \( \{x_{i,0}\}_{i=1}^N \) and \( c_0 \) on the basis of EM sensor measurement \( \hat{o}_1 \) at \( k = 1 \) and set \( \hat{o}_0 = 0 \);

for \( k = 1 \) to \( K \) (Frame or measurement number) do

for \( g = 1 \) to \( G \) (Generation number) do

\( \mathcal{O} \) Update fitness by Eq. (25);

for \( i = 1 \) to \( N \) (Population number) do

\( \mathcal{O} \) Compute \( \hat{m}_i, \hat{n}_i, C_i \), and observation by Eqs. (16), (17), and (14);

\( \mathcal{O} \) New mutation to get \( v_{i,g}^k \) Eq. (15);

\( \mathcal{O} \) Crossover to get \( u_{i,g}^k \) Eq. (18);

\( \mathcal{O} \) Selection by Eqs. (20) and (25);

end

\( g = g + 1; \)

end

\( \mathcal{O} \) Obtain population \( \{x_{i,g}^k\}_{i=1}^N \);

\( \mathcal{O} \) Find current best estimate \((t_k^k, q_k^k)\) by Eq. (26);

\( k = k + 1; \)

end

The fitness value \( f(\cdot) \) of each individual \( x_{i,g}^k \) is computed:

\[
f(x_{i,g}^k) = p(\hat{o}_k | x_{i,g}^k) = s(\hat{o}_k, I(x_{i,g}^k)),
\]

where the similarity \( s(\hat{o}_k, I(x_{i,g}^k)) \) between the video image \( \hat{o}_k \) and virtual rendering image \( I(x_{i,g}^k) \) is defined as [27]:

\[
s(\hat{o}_k, I(x_{i,g}^k)) = \frac{(\delta_k^x + C_1)(\delta_k^y + C_2)}{(\delta_k^x + \delta_k^y + C_1)(\delta_k^x + \delta_k^y + C_2)},
\]

V. EXPERIMENTAL SETTINGS

We built a rubber bronchial tree phantom model (Fig. 2(a)) to evaluate our proposed methods. In phantom experiments, we employed a 3-D Guidance medSAFE tracker (Ascension Technology Corporation, USA) as the electromagnetic tracking system at a frame rate of 30 Hz (Fig. 2(b)), which includes an EM sensor and a 9-coil flat type transmitter as a magnetic field generator. In addition, a flexible endoscope (BF-P260F, Olympus, Tokyo, Japan) was used to acquire endoscopic video images of size 362 × 370 pixels at a frame rate of 30 frames per second. The electromagnetic sensor was fixed at the distal tip of the flexible endoscope that was manipulated by the surgeon flying through the mouth or nose to the bronchial tree of the patient or the phantom. The electronic unit and magnetic field generator perceive and measure the position and orientation of the EM sensor to track real-time movement of the flexible endoscope. All the experiments were tested on a laptop installed with Windows 8.1 Professional 64-Bit System, 32.0-GB Memory, and Processor Intel Xeon CPU x8 and were implemented in Microsoft Visual Studio C++ 2008.
Based on these devices and systems discussed above, six datasets of endoscopic video sequences, EM sensor measurements, and CT images were collected to validate the APSO- and OBDE-based navigation methods. We manually generated ground truth for these data and computed position and orientation errors between ground truth and endoscopic camera pose estimates. While the ground-truth data were created by adjusting the position and orientation of the virtual endoscopic camera to qualitatively align the real and virtual viewing points by hand, they were independently and repeatedly generated in multiple sessions by three observers, one bronchoscopist and two scientists. These sessions involve extreme amount of manual labor. On the other hand, we also define the visual quality as the similarity of endoscopic video images and their corresponding 2-D virtual rendering images generated using endoscopic camera pose estimates in the CT images.

We compare four methods: (1) Mori et al. [4], directly combining EM sensor measurements and endoscopic videos to estimate camera motion, (2) Soper et al. [5], a hybrid method of using endoscopic video images and EM sensor measurements with Kalman filtering, and (3) adaptive particle swarm optimization (APSO), and (4) observation-boosted differential evolution (OBDE), as discussed in Sections III and IV. Note that we experimentally determine the population size and generation number \((G, N)\) of APSO and OBDE as \((8, 20)\) and \((2, 25)\), which also are their termination criteria.

### VI. RESULTS

Table I quantifies the navigation position and orientation errors, processing time per frame, and visual quality of using different methods. While a clinical requirement of surgical navigation is about 3.0 mm for endoscopic surgery, the adaptive particle swarm optimization and observation-boosted differential evolution methods provide an error of 3.33 mm and 2.92 mm, respectively, which were much better than the previous hybrid methods [4], [5]. Note that the previous hybrid approaches commonly use deterministic optimization [4], [5] and generally perform much better than only directly using EM measurements for surgical navigation. This work focuses on evolutionary computation to optimize EM sensor measurements. Our evolutionary optimization-based surgical navigation frameworks generally outperform the previous hybrid methods that use deterministic optimization [4], [5].

The computational times of the adaptive particle swarm optimization and observation-boosted differential evolution approaches were about 0.99 and 0.67 seconds per frame, respectively. The processing time depends heavily on the generation number and fitness computation. Graphic processing unit techniques can speed up the proposed methods to meet the real-time requirement of surgical navigation.

![Fig. 2: A built phantom and an EM tracking system with electronic unit and flat-type magnetic field generator used in our experiments](image)

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Position (mm)</th>
<th>Orientation (°)</th>
<th>Time (second)</th>
<th>Visual quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mori et al. [4]</td>
<td>4.84±4.73</td>
<td>9.82±4.74</td>
<td>0.31</td>
<td>0.658</td>
</tr>
<tr>
<td>Soper et al. [5]</td>
<td>4.38±3.80</td>
<td>9.24±5.48</td>
<td>1.59</td>
<td>0.664</td>
</tr>
<tr>
<td>APSO</td>
<td>3.33±2.41</td>
<td>9.63±2.44</td>
<td>0.99</td>
<td>0.698</td>
</tr>
<tr>
<td>OBDE</td>
<td>2.92±2.62</td>
<td>9.37±4.12</td>
<td>0.67</td>
<td>0.724</td>
</tr>
</tbody>
</table>

![TABLE I: Position and orientation errors, processing time per frame, and visual quality of using different methods.](image)
tems for surgical navigation. We proposed an evolutionary optimization-based strategy to improve the accuracy of the EM sensor outputs and the performance of surgical navigation. Several interesting technical aspects are contributed to such an improvement.

First, old individuals in the population are propagated to new individuals by using the current observation of the EM sensor, which generally prevents APSO and OBDE from being trapped in a local optimum. The current observation information is important to positively guide these individuals to approximate the optimal solution for the current endoscopic camera’s position and orientation since such information indicates the current state of the endoscope movement. Second, evolutionary factors play an essential role in the APSO and OBDE methods. We automatically determined these factors on the basis of the fitness of each individual in the adaptive particle swarm optimization and observation-boosted differential evolution methods. We automatically determined these factors on the basis of the fitness of each individual in the adaptive particle swarm optimization and observation-boosted differential evolution methods, which were beneficial to avoid the premature convergence of evolutionary computation. Next, the fitness of individuals was also computed in accordance with the current endoscopic image information, resulting in improving the exploration of the individual. Moreover, OBDE works generally better than APSO (Fig. 3). This is because that the diversity of the population in OBDE using the mutation and crossover operators is better than APSO. Also note that the computational time of APSO or OBDE processing each frame was similar because all the images were the same size.

Although the adaptive particle swarm optimization and observation-boosted differential evolution methods work well and improve inaccurate and uncertain EM sensor measurements for robust surgical navigation, they have several potential limitations. First, the proposed methods do not guarantee to completely resolve problematic EM sensor measurements. The magnetic field distortion is an inherent drawback and still an open issue when using EM tracking systems for surgical navigation. Next, the fitness computation of the population plays an important role during optimization. Our fitness computation has two drawbacks: (1) it depends on the quality of endoscopic video images and (2) it possibly increases the computational complexity. Endoscopic videos usually contain
image artifacts that definitely influence the accuracy of the fitness. In addition, calculating the similarity (fitness) is generally a time-consuming processing. We can employ graphics processing unit techniques to accelerate our processing to meet the performance of real-time clinical requirement.

VIII. CONCLUSIONS

This work proposes to evolutionarily optimize real-time electromagnetic sensor measurements in electromagnetic tracking systems. We modified two evolutionary optimization methods and developed the adaptive particle swarm optimization and observation-boosted differential evolution algorithms to boost surgical navigation. The experimental results demonstrated that the adaptive particle swarm optimization and observation-boosted differential evolution approaches provide more effective strategies to improve the navigation accuracy. In particular, the observation-boosted differential evolution outperforms the adaptive particle swarm optimization. Future work includes further development of optimization, accurate calculation of fitness, and reduction of computational time.
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Fig. 4: Examples of visual comparison of camera pose estimates on Dataset 6. Top row shows frame numbers and second row their corresponding video images. Other rows display virtual rendering images generated from estimates of different methods. A method outperforms another if video images resemble better to virtual rendering ones. OBDE shows the best performance.


