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Abstract. Despite the advances in Structural Health Monitoring (SHM)
which provides actionable information on the current and future states
of infrastructures, it is still challenging to fuse data properly from hetero-
geneous sources for robust damage identification. To address this chal-
lenge, the sensor data fusion in SHM is formulated as an incremental
tensor learning problem in this paper. A novel method for online data
fusion from heterogeneous sources based on incrementally-coupled tensor
learning has been proposed. When new data are available, decomposed
component matrices from multiple tensors are updated collectively and
incrementally. A case study in SHM has been developed for sensor data
fusion and online damage identification, where the SHM data are formed
as multiple tensors to which the proposed data fusion method is applied,
followed by a one-class support vector machine for damage detection. The
effectiveness of the proposed method has been validated through exper-
iments using synthetic data and data obtained from a real-life bridge.
The results have demonstrated that the proposed fusion method is more
robust to noise, and able to detect, assess and localize damage better
than the use of individual data sources.

Keywords: Data fusion · Incrementally-coupled tensor learning ·Online
learning · Anomaly detection.

1 Introduction

Civil infrastructures are critical to our society as they support the flows of people
and goods within cities. Any problem on such a structure from small damage to
catastrophic failures would result in certain economic and potential life losses.
Currently most of structural maintenances are time-based, e.g. visual inspec-
tions at predefined regular schedules. Structural Health Monitoring (SHM) is
a condition-based monitoring using sensing system which provides actionable
information on the current and future states of infrastructures. SHM systems
built on advanced sensing technologies and data analytics allow the shift from
time-based to condition-based maintenance [3].

In SHM, measured data are often in a multi-way form, i.e. multiple sensors at
different locations simultaneously collect data over time. These data are highly



2 Nguyen Lu Dang Khoa et al.

redundant and correlated, which are suitable to be analyzed using tensor anal-
ysis [7, 6]. There were efforts to apply tensor CANDECOMP/PARAFAC (CP)
[7] decomposition in SHM for damage identification [10, 6, 5]. However, these ap-
proaches are confined to a fusion from sensors of the same type to guarantee the
data can be formed in a single tensor. In many SHM systems, data come from
heterogeneous sources due to an availability of different types of sensors (e.g. ac-
celerometers, strain gauges and thermometers). Additionally, existing methods
for data fusion from heterogeneous sources using tensor analysis [1, 12] mainly
work in an offline manner, which is not practical for SHM applications. In this
paper, we propose a method to fuse data online from heterogeneous sources based
on incremental tensor learning, which is then used for damage identification in
SHM. Our contributions are summarized as follows:

– We propose a method for online data fusion from heterogeneous sources using
incrementally-coupled tensor learning. Specifically, our method collectively
and incrementally updates component matrices for CP decomposition from
multiple tensors when new data arrive.

– We develop a case study used in SHM for sensor data fusion and online
damage identification. In the case study, the SHM data are formed as mul-
tiple tensors to which an incremental tensor fusion is applied, followed by a
one-class support vector machine (OCSVM) for damage detection.

– We demonstrate the effectiveness of the proposed method through experi-
ments using synthetic data and real data obtained from a bridge in Sydney.

In this paper, we represent a tensor as a three-way array, which is a typical
case in SHM. However, all the theories could be generalized for a n-way array.
The remainder of the paper is organized as follows. Section 2 summarizes the
related work. Section 3 describes our novel method to incrementally update
component matrices from multiple tensors at the same time and its uses for
online damage identification in SHM. Section 4 presents the experimental results.
We conclude our work in Section 5.

2 Related Work

Incremental tensor analysis, which is used for online applications, mainly focuses
on Tucker decomposition [13, 8] since it makes use an extensive literature of
incremental singular value decomposition (SVD). There are a few works [9, 15,
5] on an incremental learning for CP decomposition. Nion and Sidiropoulos [9]
proposed a method to incrementally track the SVD of the unfolded tensor for
CP. However, this technique scales linearly with time, which is impractical to
use for large datasets. Zhou et al. [15] discussed a method to incrementally track
CP decomposition over time. It follows an alternating least square (ALS) style:
update a component matrix while fixing all the others. However, the update
only occurs once instead of an iterative process, which makes the approximation
sometimes ineffective. Khoa et al. [5] extended this method in a proper ALS
style, resulting in more accurate updated component matrices.
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Data fusion using coupled matrix/tensor decomposition has become popular
recently [1, 12, 14]. Instead of using ALS algorithms, Acar et al. [1] proposed an
all-at-once optimization approach for coupled matrix and tensor factorization.
Sorber et al. [12] presented a framework where the type of tensor decompo-
sition, the coupling between factorizations and the structure imposed on the
factors can all be chosen freely without any changes to the solver. In [14], the
authors proposed a method to learn a clustered low-rank representation for mul-
tiview spectral clustering using structured matrix factorization. However, these
methods work offline which limits their applications.

3 Online Damage Identification Using Incrementally-
Coupled Tensor Learning

The proposed method to identify damage online using incrementally-coupled
tensor learning is depicted in Fig. 1. In SHM, vibration responses of a structure
are measured over time by different types of sensors (e.g. accelerometers and
strain gauges). The data from each type of sensors when the structure is in a
healthy condition can be considered as a three-way tensor (feature× location×
time). Thus we have tensor X1 for accelerometers and X2 for strain gauges.
Feature is the information extracted from the raw signals; location represents
sensor positions; and time indicates data snapshots at different timestamps. Each
slice along the time axis shown in Fig. 1 is a frontal slice representing all features
across all locations at a particular time.

Training tensors X1 and X2 are jointly decomposed into matrices of differ-
ent modes using coupled tensor-tensor decomposition as described in Section
3.1. When new data arrive, these matrices are jointly updated using our pro-
posed incremental tensor analysis as in Section 3.2. A monitoring of these factor
matrices over time will help identify the damage in the structure (Section 3.3).

3.1 Data Fusion Using Coupled Tensor-Tensor Decomposition

Two typical approaches for tensor decomposition are CP decomposition and
Tucker decomposition [7]. After a decomposition of a three-way tensor, three
component matrices can be obtained representing information in each mode. In
the case of SHM data as in Fig. 1, they are associated with feature (matrix A1),
location (matrix B1) and time modes (matrix C) (for tensor X1). We also obtain
component matrices A2, B2 and C (for tensor X2). Note that C is the same for
X1 and X2 since time information is shared between these two types of sensors.

In CP method, the decomposed matrices are unique provided that we per-
mute the rank-one components [7]. Therefore it is easy to interpret the artifact
in each mode separately using its corresponding component matrix. Thus, CP
method is used in this paper for our SHM applications.

The problem to jointly decompose X1 and X2 using CP can be formulated as

f(A1, B1, C,A2, B2) =
1

2

∥∥X1 − [A1, B1, C]
∥∥2 +

1

2

∥∥X2 − [A2, B2, C]
∥∥2 (1)
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Fig. 1: A flowchart of incremental tensor fusion for online damage identification.

where Xi = [Ai, Bi, C] represents the CP decomposition and can be formulated
as Xi(1) = Ai(C � Bi)

>, Xi(2) = Bi(C � Ai)
> and Xi(3) = C(Bi � Ai)

> (Xi(j)

is an unfolding matrix of Xi in mode j and � is the Khatri-Rao product) [7].
Equation 1 can be solved using ALS and it is summarized in Algorithm 1. In
our SHM application (as in Section 4.2), the time matrix C is used for damage
detection in time mode while location matrix B2 is used for damage localization.

Algorithm 1 Coupled Tensor-Tensor Decomposition

Input: Tensors X1, X2, number of components R
Output: Component matrices A1, B1, C, A2 and B2

1: Initialize A1, B1, C, A2 and B2

2: repeat

3: A1 = arg minA1

1
2

∥∥X1(1) −A1(C �B1)>
∥∥2

(fixing B1 and C)

4: B1 = arg minB1

1
2

∥∥X1(2) −B1(C �A1)>
∥∥2

(fixing A1 and C)

5: A2 = arg minA2

1
2

∥∥X2(1) −A2(C �B2)>
∥∥2

(fixing B2 and C)

6: B2 = arg minB2

1
2

∥∥X2(2) −B2(C �A2)>
∥∥2

(fixing A2 and C)

7: C = arg minC
1
2

∥∥[X1(3) X2(3)

]
− C

[
(B1 �A1)> (B2 �A2)>

]∥∥2
(fixing A1, B1,

A2 and B2)
8: until convergence

3.2 Incremental Tensor Update

OnlineCP-ALS [5] was proposed to incrementally update the component matri-
ces of a tensor when new data arrive, which was shown to be better than other
incremental CP decomposition methods. Using similar ideas, we propose a tech-
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nique to jointly and incrementally update component matrices from different
tensors over time as follows.

Update temporal mode C Due to an arrival of new information (new frontal
slices in time mode), additional rows will be added to component matrix C. By
fixing A1, B1, A2 and B2, we can solve C from Equation 1 as:

C = arg min
C

1

2

∥∥[X1(3) X2(3)

]
− C

[
(B1 �A1)> (B2 �A2)>

]∥∥
= arg min

C

1

2

∥∥∥∥[ [X1old(3) X2old(3)

]
− Cold

[
(B1 �A1)> (B2 �A2)>

][
X1new(3) X2new(3)

]
− Cnew

[
(B1 �A1)> (B2 �A2)>

]]∥∥∥∥ .
Thus,

C =

[
Cold

Cnew

]
=

[
Cold[

X1new(3) X2new(3)

] [
(B1 �A1)> (B2 �A2)>

]†] , (2)

where † is a matrix pseudo-inverse. Therefore, new rows added to C can be
estimated using only new information appending in time mode.

Update non-temporal mode A1, B1, A2 and B2 By fixing B1 and C

for updating A1, the Equation 1 can be written as 1
2

∥∥X1(1) −A1(C �B1)>
∥∥2.

Using the approach as in [15], by taking the derivative of this function with
regard to A1 and setting it to zero, we have:

A1 =
X1(1)(C �B1)

(C �B1)>(C �B1)
= P1Q

−1
1 ,

where P1 = X1(1)(C �B1) and Q1 = (C �B1)>(C �B1).
Directly calculating P1 and Q1 is costly since (C � B1) is a big matrix. By

representing X1(1) and C with old and new information, we can have P1 =

P1old + X1new(1)(Cnew � B1) and Q1 = Q1old + C>newCnew ◦ B>1 B1 (◦ is the
Hadamard product). Therefore, A1 can be computed as:

A1 = P1Q
−1
1 =

P1old +X1new(1)(Cnew �B1)

Q1old + C>newCnew ◦B>1 B1
. (3)

Similarly we can derive the update for B1 as:

B1 = U1V
−1
1 =

U1old +X1new(2)(Cnew �A1)

V1old + C>newCnew ◦A>1 A1
, (4)

where U1 = X1(2)(C �A1) and V1 = C>C ◦A>1 A1 [15].
Likewise, A2 and B2 can be updated as:

A2 =
P2old +X2new(1)(Cnew �B2)

Q2old + C>newCnew ◦B>2 B2
; (5)
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B2 = U2V
−1
2 =

U2old +X2new(2)(Cnew �A2)

V2old + C>newCnew ◦A>2 A2
. (6)

We can see that by storing information from previous decomposition (i.e. P1,
Q1, U1, V1, P2, Q2, U2 and V2), component matrices A1, B1, A2 and B2 are
updated using only new information arriving in time mode.

onlineCP-Fusion For two three-way tensors that grow with time (shared C
mode), a two-staged procedure is proposed to jointly incrementally update ten-
sor component matrices. The technique, which is called onlineCP-Fusion, is de-
scribed in Algorithm 2.

Algorithm 2 Incrementally-Coupled Tensor Update: onlineCP-Fusion

Input: Training tensors X1train and X2train

Output: Component matrices C, A1, B1, A2 and B2 when new data arrive

1: Initialization/training stage:
C, A1, B1, A2 and B2 are obtained using Algorithm 1 on training tensors
P1 = X1train(1)(C �B1) and P2 = X2train(1)(C �B2)
Q1 = C>C ◦B>

1 B1 and Q2 = C>C ◦B>
2 B2

U1 = X1train(2)(C �A1) and U2 = X2train(2)(C �A2)
V1 = C>C ◦A>

1 A1 and V2 = C>C ◦A>
2 A2

2: Update/test stage: when new data arrive as new slices appended to time mode
Repeat

Update P1, Q1, U1, V1, P2, Q2, U2 and V2 using ‘old ’ information
C is updated using Eq. (2) (fixing A1, B1, A2 and B2)
A1 is updated using Eq. (3) (fixing B1 and C)
B1 is updated using Eq. (4) (fixing A1 and C)
A2 is updated using Eq. (5) (fixing B2 and C)
B2 is updated using Eq. (6) (fixing A2 and C)

Until convergence

Complexity analysis As in [15], the time complexity of onlineCP for a n-way

tensor X1(I1 × ...× In−1 ×K) and X2(J1 × ...× Jn−1 ×K) are O(nR
∏n−1

i=1 Ii)

and O(nR
∏n−1

i=1 Ji) where Ii and Ji are sizes of non-temporal modes. So it

takes O(nR(
∏n−1

i=1 Ii +
∏n−1

i=1 Ji)t) for onlineCP-Fusion, where t is the number of
iterations for an ALS update. Since in a tensor growing in time mode normally
Ii, Ji � K (the size in time mode) and n,R, t are very small, the complexity for
an update from onlineCP-Fusion can be consider as constant.

3.3 Online Damage Identification

Building a benchmark model In practice, events corresponding to damaged
states of structures are often unavailable for a supervised learning approach. In
this work, we use OCSVM [11] with Gaussian kernel as an anomaly detection
method. The technique in [4] is adopted to tune σ in the kernel.

In this step, C, A1, B1, A2 and B2 are obtained using Algorithm 1 on training
tensors. Each row of the component matrix C represents an event in time mode.
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We build a benchmark model using healthy training events which are represented
by rows of C by means of OCSVM.

Damage identification Due to an arrival of a new time event, an additional
row Cnew is added to the component matrix C, and matrices A1, B1, A2 and B2

are incrementally updated as described in Algorithm 2. The new row Cnew will
be checked if it agrees with the benchmark model built at the training stage,
answering the condition of the structure. In the case of OCSVM, a negative
decision value indicates that the new event is likely a damaged event.

Location matrices B1 and B2, where each row captures meaningful informa-
tion for each sensor location, could be used for damage localization. By analyzing
these matrices when each new data instance arrives, it is able to find anomalies,
which correspond to damaged locations. In this work we only use B2 (which rep-
resents sensor locations for one type of sensors) for damage localization due to
the specific sensor instrumentation for the bridge tested in the experiment. An
average distance from a sensing location (a row in B2) to k nearest neighboring
locations (k = 2) is regarded as an anomaly score to localize damage.

To estimate the extent of damage, we analyze the decision values by the
OCSVM model. The rationale is that a structure with a more severe damage (e.g.
a longer crack) will behave more differently from a normal situation. Different
ranges of the decision values may imply different severity levels of damage.

4 Experimental Results

Experiments were conducted using both synthetic data and data collected from
a real bridge in operation. For all experiments, we compare our onlineCP-Fusion
(for fusion X1 and X2) with onlineCP-ALS [5] (as baselines which learn from
X1 and X2 separately). Another baseline called naive-Fusion to fuse data by
concatenating the features from all strain gauge and cable sensors in each time
instance as a feature vector, followed by random projection (with dimension
size k = 50) to reduce the feature dimension. Then self-tuning OCSVM (with
ν = 5%) was used for anomaly detection on feature spaces obtained by all these
methods. About 80% of healthy data used for training and the rest for testing.
All reported results were averaged over 10 trials.

4.1 Synthetic Data

We generated 5 matrices randomly from standard normal distribution with dif-
ferent means and variances: A1(50 × R), B1(20 × R), A2(25 × R), B2(10 × R)
and C(500 × R). They were considered as latent factors decomposed from two
tensors as in Fig. 1. Then 5% of data instances in C were replaced with data
generated randomly from a uniform distribution (as damage/anomaly). All the
matrices were then normalized to have unity norm for all their columns. Then a
tensor X1 was constructed from A1, B1, C and a tensor X2 was constructed from
A2, B2, C using CP. Next Gaussian noise was randomly added to 35% of data
along third dimension of tensor X1 and to 50% of data along third dimension of
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tensor X2. The purpose is to check if a data fusion of two tensors can eliminate
the adverse effects of noise from individual tensors.

R = 5 was selected for tensor construction and decomposition in the exper-
iment. F1-score was adopted to measure the accuracy of OCSVM for anomaly
detection in the learned time matrix C. Factor similarity was used to estimate
the similarity between decomposed latent factors and the real ones we generated
(this is not applicable to naive-Fusion). The similarity score for each column of

each component matrix is computed as
|â>

r ar|
‖âr‖‖ar‖ after finding the best matching

permutation of the columns (âr and ar are a real latent factor column and its
decomposed one respectively). The product of all these scores for all columns of
all component matrices represents the final similarity score.

Factor similarities and F1-scores based on different methods are shown in
Table 1, indicating that fusing data from two noisy tensors by means of onlineCP-
Fusion overall yields better result than all other baselines.

Table 1: Factor similarities and F1-scores based on different methods.

Factor Similarity F1-Score

onlineCP-ALS for X1 0.86 0.85
onlineCP-ALS for X2 0.68 0.72

naive-Fusion N/A 0.54
onlineCP-Fusion for X1 and X2 0.86 0.87

4.2 Real Bridge Data

A cable-stayed bridge (Fig. 2a) in Sydney, Australia was considered as a case
study in this work. It has a steel tower with a composite steel-concrete deck. The
deck is supported by four I-beam steel girders, which are internally attached by
a set of equally-spaced cross girders (CG). A dense array of sensing system has
been deployed on the bridge since 2016. All the sensors are timely synchronized
and are continuously measuring the dynamic response of the bridge under normal
operation at 600 Hz. Each cable has been instrumented with a full axial Wheat-
stone bridge to measure the dynamic strain response of the cables (namely SA1
to SA8 which are, respectively, installed on cables 1 to 8 as in Fig. 2b. They are
also aligned with CGs 4-7). After a test, it was realised that sensor SA4 was not
operational and thus it was eliminated from the analysis. In our work, we used
two sets of sensors for data fusion experiments: a set of 6 strain gauge sensors
mounted to the bridge deck and a set of aforementioned 7 cable sensors.

We emulated damage by locating stationary mass on the bridge at different
locations as real damage was not available. This additional mass can be treated
as a damaged event for evaluation purpose since the increment of mass results
in a similar effect on the bridge dynamic properties as the decrement of stiffness
caused by an actual damage. Two extensive field experiments were conducted
on this bridge which are referred to as Bus Damage Test and Car Damage Test.
The Bus Damage Test was conducted in a way that a 13t three-axle bus was
placed at a stationary location at mid-span of the bridge. Due to the distributed
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(a) (b)

Fig. 2: The cable-stayed bridge and the longitudinal and lateral girders under
the deck.

effect of mass in this case, this dataset is not suitable for damage localization
and it will be solely adopted for detection and assessment of damage. In the Car
Damage Test, a 2.4t car was utilized. In each damage case (i.e. Car Damage 1 to
Car Damage 4), the vehicle was placed in each cross girder (CGs 4-7 respectively,
where the 4 pairs of cable sensors are placed) and the dynamic response of the
bridge was recorded under ambient excitation. The Car Damage Test could be
used to verify whether the proposed method is capable of locating damage.

Feature extraction The change in the cable-forces was adopted for damage
identification as any damage in the structure changes the distribution of the
cable-forces. Ambient strain responses from each cable sensor in both healthy and
damaged cases were split into events of 2 seconds for analysis. Then the following
steps were applied to extract features for our damage identification. First, the
dynamic strain responses due to the live load effects from each cable (except SA4
due to the sensor issue) were normalized by subtracting the average strain of the
healthy training data from the same cable. Then the absolute normalized strain
was transformed into an unique direction by taking into account the orientation
of each cable. This resulted in seven time series responses for seven cable sensors
(i.e. SA1, SA2, SA3, SA5, SA6, SA7 and SA8). Since each strain response had
1200 samples (2 seconds at 600 Hz) and there were 7 locations of cable sensors,
the data formed a cable tensor of 1200 features × 7 locations × 187 events
where 187 indicates the total number of healthy events and damaged events
(including 4 Car Damage cases and 1 Bus Damage case). For 6 strain gauges
on the bridge deck, the feature extraction is the same except their orientations
were not used as in the cable sensors. Similarly, we have a strain gauge tensor
of 1200 features× 6 locations× 187 events.

Damage detection and severity assessment Similar to experiments for the
synthetic data, Gaussian noise was randomly added to 35% of data along third
dimension of strain gauge tensor and to 50% of data along third dimension of
cable tensor. Anomaly detection using self-tuning OCSVM was applied on the
feature spaces learned by onlineCP-Fusion and all baselines. The number of
latent factors R was selected as 2 using core consistency diagnostic technique
(CORCONDIA) [2]. F1-scores of 0.99, 1 and 0.87 were achieved by onlineCP-
ALS for the strain gauge tensor and cable tensor, and naiveFusion, respectively.
Data fusion from two tensors using the proposed onlineCP-Fusion led to an F1-



10 Nguyen Lu Dang Khoa et al.

score of 1, which improved the overall performance from the approach without
tensor data fusion. The results in Fig. 3 (obtained C matrices, R = 2) indicate
the proposed method (Fig. 3c) is not only more capable to distinguish between
healthy and damaged data for damage detection, but also between Bus Damage
and Car Damage cases for severity assessment (i.e. Bus Damage samples were
further away from the healthy data compared to those of Car Damage).

-2 -1 0 1
-1

0

1

2

3

Training data
Healthy events
Car damage
Bus damage

(a) Strain gauge sensors

-2 0 2 4 6
-1

0

1

2

3
Training data
Healthy events
Car damage
Bus damage

(b) Cable sensors

-30 -20 -10 0 10
-4

-2

0

2

4
Training data
Healthy events
Car damage
Bus damage

(c) Sensor fusion

Fig. 3: Damage detection and severity assessment.

Damage localization Using the techniques in Section 3.2, component matrix
B2new was incrementally updated for every new test event. Sensor scores at each
location were computed as in Section 3.3. We used the change of this score as an
indicator to localize damage. Specifically the sensor which has the most change
of this score is likely located near to the damage location. The results on damage
localization for 4 Car Damage cases are shown in Fig. 4. As noticed, each damage
case corresponds to a pair of figures for comparison purpose. Taking Figs. 4a and
4b as an example, Fig. 4a measures score changes (the difference or gap between
the average sensor score of the healthy and damaged test data) of cable sensors
when we only considered cable tensor. Fig. 4b measures score changes of cable
sensors when a data fusion for cable and strain gauge sensors was used. It is
shown in Figs. 4a and 4b that the damage location was close to SA7/SA8 (in
CG4), which is true as the car was in CG4 in Car Damage 1. We achieved similar
results for Car Damage 3 (CG6, SA3) and 4 (CG7, SA1/SA2), except in Car
Damage 2 where SA3 was the sensor with the most change. Even though the
use of data fusion achieved similar results with the use of only cable sensors, the
score changes of localized sensors using onlineCP-Fusion are more pronounced
compared with those obtained from only cable sensors.

5 Conclusion

This paper has proposed a novel method for online data fusion from heteroge-
neous sources based on incrementally-coupled tensor learning, where component
matrices from multiple tensors are updated collectively and incrementally when
new data arrive. The method has been applied to a developed case study in
SHM for sensor data fusion and online damage identification. Experiments us-
ing synthetic data and data obtained from a real-life bridge have verified the
effectiveness of the proposed method for data fusion. The results show that the
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proposed data fusion approach is more robust to noise than the approach using
individual data sources and has a potential for data fusion for damage identifi-
cation in SHM.
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(a) Car Damage 1: sensor score
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(b) Car Damage 1: sensor score (fusion)
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(c) Car Damage 2: sensor score
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(d) Car Damage 2: sensor score (fusion)
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(e) Car Damage 3: sensor score
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(f) Car Damage 3: sensor score (fusion)
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(g) Car Damage 4: sensor score
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(h) Car Damage 4: sensor score (fusion)

Fig. 4: Results on damage localization.


