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Abstractl] Owing to the excessive demand on signal processiagd space constraint, a full digital
implementation of a large adaptive antenna array isvery challenging, especially at millimetre wave
frequencies. To overcome the difficulty, a novel Hyid adaptive antenna array is presented, which casists of
analogue subarrays followed by a digital beamformerTwo subarray configurations, the interleaved subaay
and the side-by-side subarray, are proposed, and ¢hcorresponding adaptive angle of arrival estimatio and
beamforming algorithms, the differential beam trackng and the differential beam search, are developedhe
performance of the algorithms is evaluated using groposed recursive mean square error bound and
demonstrated by simulation.

Index Terms[] Adaptive antenna array, subarray, beamforming, angt of arrival estimation, and mm-

wave communications.

l. INTRODUCTION
With the growing demand for long range and higradate wireless communications and
the advance in digital signal processing technigadaptive antenna arrays have found a wide
rage of applications and are becoming an esseapdialof the wireless communications systems
[1-3]. The use of adaptive antenna arrays for méire wave (mm-wave) mobile and ad hoc
communications networks, such as those providirrgless connectivity between aircrafts and/or
between aircraft and ground vehicle or controliatatis particularly critical due to the limited
output power of the monolithic microwave integrattuits (MMIC) [4,5]. Combing multiple
antennas, each of which has its own low noise dm®pliLNAs) or power amplifiers (PAs) to
form an antenna array, not only increases the camwations range but also enables the digital

beamforming technology to be applied to optimize= glistem performance.
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Since the antenna elements in an array must begleosely together to prevent grating
lobes, the analogue components, such as the LNAs, &d the down (or up) converters
associated with each antenna element, must beytightked behind the antenna elements. This
space constraint appears to be a major engineehafjienge at mm-wave frequencies. For
example, at 55 and 95 GHz, the required elementirspas only 2.9 and 1.7 mm, respectively.
With the current MMIC technology, the practical ilmentation of such a digital antenna array
remains very difficult [6,7]. Another issue withneudigital beamformers is the excessive demand
on real time signal processing for high gain anéesnifo achieve an antenna gain of over 30 dB,
for instance, one may need more than 1000 antelemaerts. This makes most beanforming
algorithms impractical for commercial applicatioirthermore, to perform wideband digital
beamforming, each signal from/to an antenna elenmeemormally divided into a number of
narrowband signals and processed separately, wdigt adds to the cost of digital signal
processing significantly. Therefore, a full digitadplementation of large, wideband antenna array
at mm-wave frequencies is simply unrealistic [8].

In this paper, a novel hybrid adaptive receive mméearray is proposed to solve the digital
implementation complexity problem in large arralysthe hybrid antenna array, a large number
of antenna elements are grouped into analogue rsylsarEach subarray uses an analogue
beamformer to produce beamformed subarry signdladirsubarray signals are combined using a
digital beamformer to produce the final beamformsgphal [9]. Each element in a subarry has its
own radio frequency (RF) chain and employs an aueophase shifting device at the
intermediate frequency (IF) stage. Signals receivedll elements in a subarry are combined
after analogue phase shifting, and the analoguetoeaed signal is down-converted to baseband
and then converted into digital domain. In this wdne complexity of the digital beamformer is
reduced by a factor equal to the number of elemants subaray. For example, for a 1024
element hybrid array of 64 subarrays each havingeléénents, only 64 inputs to the digital
beamformer are necessary, and the complexity isceztito one sixteenth for algorithms of linear
complexity, such as the least mean squire (LMS)ralgn, as well as digital hardware cost. The

digital beamformer estimates the angle of arrivadX) information to control the phases of the



phase shifters in the analogue subarrays and algsta the digital weights applied to the
subarray output signals to form a beam. It shoelchdsted that the subarray technology has been
used over the past decades [2, 10-12]. Major idedisde employing a time delay unit to each
phased subarray for bandwidth enhancement, andneliimg phase shifters in the subarray for
applications requiring only limited-field-of-viewThe proposed hybrid antenna array concept
differs in that it is a new architecture allowintgetanalogue subarrays and the low complexity
digital beamformer to interact with each other toccammodate the current digital signal
processing capability and MMIC technology, thus kdimg the implementation of a large
adaptive antenna array.

The AO0A estimation and beamforming algorithms dléafor the proposed hybrid
antenna architecture are also significantly diffiérifom the conventional ones. First, since the
inputs to the digital beamformer are the analogenitformed signals which are obtained based
on a previously estimated AoA, the AoA estimatiarthe digital beamformer must be recursive
in nature. Second, since only the line-of-sight 8)Oncident beam needs to be considered in a
point-to-point link which is the targeted applicatiof this hybrid array, the AoA estimation can
be performed more efficiently than the conventioAalA estimation techniques [13—18] which
can be classified into two categories, i.e., thaiapspectral based and the parametric approaches.
The spatial spectral based algorithms, such asB#rdett beamforming [13] and the various
subspace-based methods (e.g., MUSIC [15,16]), teeeBitain a spectrum of the AoAs and then
find the spectral peaks, whereas the parametritadst e.g., the ones based on maximum
likelihood (ML) principle [17,18], require multi-diensional search to solve an optimization
problem in which the global convergence may nogbaranteed. These conventional techniques
are too costly to use in a complexity-reduced digihplementation of a large array.

Two types of hybrid antenna arrays with differembarray configurations are proposed in
the paper. One is the hybrid array of interleaveldasrays and the other is the hybrid array of
side-by-side subarrays. Two adaptive AoA estimatilgorithms, referred to as differential beam
tracking (DBT) and differential beam search (DB&)k developed accordingly. The algorithms

make use of the phase difference between the adje®eeived subarray outputs to estimate the



AoA information, which removes the necessity of aown reference signal or signal
synchronization at low signal-to-noise ratios (SNRJjing the initial beam acquisition, whereas
for conventional adaptive beamforming techniqueshsas LMS and iterative beam steering
(IBS) algorithms [1,2], a known reference signatl amgnal synchronization are necessary. The
DBT algorithm can be applied for both beam acqiaisiand tracking when interleaved subarrays
are employed. The DBS algorithm incorporates arcéiffe beam search strategy to solve the
phase ambiguity problem which is inherent to therem@ractical side-by-side subarray
configuration. It is used for beam acquisition tfirand then for beam tracking. To analyse the
performance of the proposed algorithms, a recumsigan square error bound (MSEB) is derived,
which solves the difficult problem of evaluatingetimean square error (MSE) of the phase
estimation in the presence of recursive nuisancanpeters.

The rest of the paper is organized as follows.dati®n I, two different configurations of
the hybrid adaptive array are described and theived signal models for subarray output signals
and overall array output signal are given. Seclibrpresents the principle of the proposed
adaptive AoA estimation and gives the detailed b&acking and search algorithms. Section IV
formulates the AOA estimation as a phase estimapimblem in the presence of recursive
nuisance parameters and derives the recursive MBE®BIe estimation. Section V provides the
simulation results to demonstrate the performantethe proposed algorithms. Finally,

conclusions are drawn in Section V.

Il. HYBRID ARRAY CONFIGURATIONS ANDSIGNAL MODELS
A. Hybrid Array of Subarrays
A subarray is a subset of elements in an antermag E]. In the presented research, each
element in a subarray is connected to an analodpasepshifter. The received signals from
individual elements after phase shifting are corabito produce the output signal of the subarray,
which is called the analogue beamforming. The pseddybrid array can be constructed by two
or more such subarrays. The subarrays can bedaterd or placed side-by-side with each other.

Some examples of the hybrid arrays of subarraysillasgrated in Fig. 1, where the distance



between adjacent elements in a subarray is reféored thesubarray element spacing and the
distance between corresponding elements in adjatdrdrrays is termed tisebarray spacing.
For the hybrid arrays of interleaved subarrays showFig. 1 the subarray element spacingds 2
and the subarray spacingdswhereas for the hybrid arrays of side-by-sideastgys shown in
Fig. 1 the subarray element spacingd end the subarray spacing & 4

The subarray output signals are converted intdaligignals at baseband via analogue-to-
digital converters (A/D). Then, digital beamformirggperformed to control the phase shifters in
the subarrays as well as the digital weights aasetiwith respective subarray output signals. The
hybrid beamformer structure is illustrated in Fyusing the linear array of two side-by-side
subarrays, where RF and down-conversion devicesatrehown for simplicity.
B. Recelved Sgnal Models

Denoting the received signal of thith subarraym=01,---,M -1, whereM s the total
number of subarrays, &, (t), and the received information-bearing signakés, the received

subarray signal can be expressed as

2—]T(Xi ‘mSingcosp+Y, ,singsin ¢)+0/i m

=505 R (00 len@, moonm-1 @

where N is the total number of elements in a subarlay],(é’, @) is the radiation pattern of tih
element located a(tXiym,Yi’m) in themth subarray,d and ¢ are the zenith and azimuth angles
respectively, A, is the wavelength of the RF signat,  is the phase shifted by thth phase

shifter of themth subarray, and_(t) is the total additive white Gaussian noise pre=kui the

output of themth subarray.

Furthermore, ignoring the mutual coupling betwedements and other antenna

imperfection, we assume that all subarrays aresénee, i.e.,Fi’ym(H, ga) = R(H, ga) anda,, =a,.
Also, we assume that the number of subarrays caxpeessed asM =M, xM , where M,
and M are the numbers of subarrays placed along x-adsyaaxis respectively, and that the

locations of theith elements in thenth subarray,m=m M, +m,, are arranged such that



Xim =X, +md?, m, =0L---,M -1, and¥, =Y, +md’, m =0L---,M -1, whered;

X X1 X y-y! y
and d; are the subarray spacings along x-axis and yrasigectively, anc(xi ,Yi) is the location

of theith element of the subarray numbemad: 0. Then, (1) can be simplified as

jz—n(mxdf sing cosp+m,dy sin@sin (o)

sa(t) = S(t)P.(6. ge * +n,(t) (2)
where
N-1 j 2—”(Xi sin@cosp+Y; sin@sing)+a;
o 00)-Sp (00" | o

=0

is the overall radiation pattern of a subarray.

In general, a two-dimensional subarray can have N, xN  elements, whereN, and

N, are the numbers of elements placed along x-axis yaaxis respectively. The location

(Xi,Yi) of theith element,i =i N, +i,, is given by X; = X, +i,d7, i, =0L---,N, -1, and
Y, =Y, +i,dJ, i, =0L---,N -1, whered? and d; are the subarray element spacings along x-

axis and y-axis respectively, af#l,,Y,) is the location of the element numbeted . 0
Finally, denoting the digital weight applied to thh subarray signal as/,, the overall

digital beam formed output signal &t nT , whereT is the sampling period, is
M -1 M -1
n]= Y wos,(nT) = X wis,[n] (4)
m=0 m=0
where sﬂ[n] =, (nT) is the sampled subarray signal in the digital doma
C. Subarray Radiation Pattern

Without loss of generality, we assume that therardearray consists of isotropic elements

with omni-directional radiation patterns, i.eP,.(H, w) =1. Then, the radiation pattern expressed in

(3) is the same as the array factor of the subakityen the phase shifts of the elements in a

subarray are chosen as = —%(Xi sing, cosg, +Y, sing, sin(po), which allows the main beam

C

of the array to be directed towards the directiEpresented by the anglé8, ¢ ), and(X,,Y,) is



chosen so that the subarray is centred about igan @f the x-y coordinates, the normalized

radiation pattern of a subarray can be express#teagell known form
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For a two-dimensional hybrid array of interleavatarrays, we haved; =M ,d and
d; =M, d, whered is the element spacing of the hybrid array, whiclalso the same as the
subarray spacing along x-axis or y-axis, i@,=d; =d. For a two-dimensional hybrid array of
side-by-side subarrays, we hadé =d; =d, whereas the subarray spacings along x-axis and y-

axis ared; =N d andd; = N d, respectively.

l1l.  AOA ESTIMATION AND BEAMFORMING
A. Differential Beam Tracking (DBT)
Let’s first consider the hybrid array of interledveubarrays. From the subarray output
signal model (2), it is observed that the inputsthe digital beamformer are affected by the

subarray radiation pattern which is determined oy A0A (6,¢) as well as an initial AoA
estimate(@o,%). Therefore, any further AoA estimation can onlyrbade based on a previously

estimated AoA, which means that the AoA estimaftmnthe hybrid array must be recursive in
nature. It is also observed that, at a given inki@A, the AoA information can be estimated from
the phase difference between the adjacent subawgyut signals provided thaVPS(H,(p);tO.
Thus, by taking the cross-correlation of any twgaeent subarray output signals along x-axis and

y-axis respectively and assuming that the noisepom@ants are independent, we have



2743 singco
RX = E{Smny+mxD(t)smny+mx+l(t)}: Eﬂg(tlz}“:)s (0, (0)|zej/]C frsnocesy (6)
and
'z—ndjsinesin
R, = Efsyu o, {051, oy (0} = E{SQ) RO )

where E{} denotes ensemble expectation.

Sinced; =d; =d and assumingl < /1—2° the following variables

U, :%dsinecosqo (8)

C

u, :%dsinesingo (9)

C

contain the AoA information of the incident sigreadd will take on values in the ranben, 77).

They can be obtained fromd&} andardRy} respectively without any ambiguity, i.e.,
u, =argR} (10)
u,=argR }. (11)

The obtainedu, and u, can be used to determine the phase shifts inubarsys. The

explicit values of the anglesg < Bsg and —g < wsg are not required though they can be

2

u?+u? u
easily determined from, andu, as 6= sign(ux)sinl{;—;TTy] and @ =tg _l(u_yj'

X

In the digital domain, the cross-correlations aloigxis and y-axis can be estimated

iteratively using the digital subarray output signsampled at =nT as

My-1M, -2

RY == R+ 103 3 S, TS, al] (12

m, =0 m, =0

M, -1My -

R}(/ﬂ) - (1_ ﬂ)RE,n_l) + U z z Smny+mXD[n]S(my+l)Mx+mx [n] (13)

m,=0m, =0



where 0< u < 1is the updating coefficient. All available subgr@tputs are used for the cross-
correlation estimation in order to improve the SNR.

After applying the digital weightsw, = g mucrmuy ) m=mM, +m, to the subarray
output signals, the beamformed signal can be oddairy (4) accordingly.

The algorithm for analogue phase shifter controlaes summarized as follows.

1. UpdateR" and Rﬁ”) using (12) and (13);
2. Calculateu” = argR"} andul” = argR"};

3. Determine the subarray phase shiff§ = -~V

Since the above algorithm uses the phase differbet@een adjacent subarray output
signals to obtain the AoA information and to tratle AoA adaptively, we call itifferential
beam tracking. It is a blind algorithm since no knowledge abthe reference sign%(t) is
required.

B. Phase Ambiguity and Beam Scanning
For the hybrid antenna array of side-by-side swayatr the subarray spacings are

d; =N, and d; =N d. Therefore, the phases d? and/or R, can be outside the range
[—IT,IT), and ambiguity will occur wheargR } andargiRy} are used to determine the phases of
R, and R, respectively.

To remove this ambiguity and thus obtain the airfoA information, one can find all
the possibleu, and u, values fromarg{Rx} and argiRy} respectively, and try all the possible
combinations ofu, and u,, which represent all the possible beams, to séehwéombination
gives the beam with the maximum output power. Theand u, values corresponding to the

largest beamformed signal power is used to obka&rADA information.

All the possibleu, andu, values can be determined respectively by

ux(p):z’p++:de}, o= % e a2 (1




o ()= 2Ry {&H&}lm m.{&} as)

N 2 2 2

y

where [.] denotes the operation of taking the iatguart of a value. Each combination u;'( p)

and uy(q) represents a possible beam. The phase shiftsvien gi and q

Xiu(p) +Yu, (a)
d

a,(p,a)=- (16)

are applied to control the subarrays towards tiectwsl beam, and the beam formed signal at

t =nT can be obtained accordingly as

My-1M, -1

gnpal=) > e’ (m*N*”W")+myNy“(yn)(Q))%Mx+mx [n] (17)

m, =0 m, =0
where uﬁ”) (p) and ug")(q) denoteu (p) and uy(q) obtained at = nT ,respectively.

To compare the signal powers of different beamy@dkible beams are scanned within a
period of time. We call this period of time the mamg frame. A scanning frame is divided into

subframes for different combinations @f and q. Within each subframe, each beam formed

signal power is calculated. At the end of a scagfiame, the beam with the largest signal power

is decided as the estimated signal beam. The beammiag frame and subframe are illustrated in

Fig. 3 for a linear subarray with 5 elements £ N, = asd N, = 1) and arg{Rx} =g. In this

I i = —g —_— = —£ =£ =7_n
example, there are 5 possible beams witf 2) = 5 u,(-1) 3 u, (0) 15 u, (1) 15

and uX(Z):% according to (14). The scanning frame has 5 suld@saand the beams are

scanned fromu, (- 2) to u (2) in order.

C. Differential Beam Search (DBS)

As in the DBT algorithm, the cross-correlatiof and R, can be still iteratively
estimated using (12) and (13) in the digital domaimereas the beamformed signal power

a2(p,q) = Eﬂs[n, p, q]|2} can be iteratively estimated in a subframe by

10



a"(p,a)= (L~ B)o2"(p,a)+ Adn, p,q]’ (18)
where0< < 1is the updating coefficient.

Combining the above iterations (12), (13), (17) &b8) with the beam scanning scheme,
one obtains the adaptive algorithm, called thkéerential beam search, which proceeds in a

subframe for a given combination @f and g as follows at thenth iteration.

1. Update&(“) and Rf,”) using (12) and (13);

(n) (n)
2. Calculateu("(p) = 2m+,3r Rt and ui" ()= 2. +Srd&—};
X y
X, (p) + Yui"(a)

3. Determinea™(p,q) = -

4. Updategn, p,q] and g2"(p,q) using (17) and (18);
5. Selectp and g for next subframe.

The DBS algorithm is also a blind algorithm simeknowledge of the reference signal is
assumed. It can be seen as a generalised DBT chwihe beam is locked to the only possible
one without ambiguity.

If the length of a subframe is chosen so that thegp of each beam can be calculate with
sufficient accuracy, one scanning frame will befisight to determine the most likely beam. If
shorter subframes are used, the scanning framéeaepeated until the power of each beam
calculated across multiple scanning frames is nbthwith sufficient accuracy. Once the correct
beam is determined, the DBT algorithm can thends&l to track the change of the selected beam.
Due to the delay from the time when the phase slafe loaded into the phase shifters in
subarrays to the time when a change of the bearnsfbsignal is observed, a minimum length of

the subframe will be required.

V. PERFORMANCEEVALUATION

A. Formulation of Blind AoA Estimation Problem

11



The performance of the proposed blind AoA estimmaidgorithms can be measured by

the MSE of the estimated, (or u,). To simplify the analysis, we only consider aetn hybrid

array of two interleaved subarrays with= N, elements. We also assume that the incident beam

is pointed atd = (Oand the AoA remains unchanged during the duraifagstimation. Therefore,

. L : : 2n . :
the normalized subarray radiation pattern is onlfyrection of u =u, :/]—dslné?0 and is thus

C

denoted asP,(u) = ;IZ(I:\]](E)

. Under the above assumption, the received subaigmals in the

~—|

digital domain at time index can be expressed as
s[n] = S[nIRu)+ 7[n] (19)
s[n] =3[R (u" )" + 2] of2
where §[n] = '§(nT) is the reference signal sampledtatnT with average poweo? = E{[§[n]|2},
u"? denotes the variable estimated at time index- ,1z[n] and z[n] are independent
complex Gaussian noises with zero mean and the samse powero?. Note that, compared
with (2), the normalized subarray radiation patt&(u(”'l)) is used in the above signal models

since the scaling factor can be absorbed i'éEn] and thus the SNR in a subarray can be
2

expressed ag = &2 after the subarray is correctly beamformed
o

z

The differential signal betweess&[n] and q[n] is

r(n) = s [nlsn]

= B[] R ut?) e + S[nlR(ut"2)e 2, Tn] + 5 In]R ("2 )a[n] + z, Tnlz[n]
=[5l R e" + 2 (21)
where
2] = SR 2, ]+ Sl )]+ 2, Tl ] 22

12



can be approximated as a complex Gaussian noide 2eito mean and total noise power

28[n]"

R oz,

From (21), the estimation af is formulated as the phase estimatiorr (of) based on the
observedr(k), k=12---,n, in the presence of random nuisance param@ifsand previously
estimatedu“™?, k=12,---,n.

B. Recursive MSE Bound

According to the DBT algorithm based on the obtdirdfferential data setr(k),

k=12,---,n, the non-coherent estimation ofis given by
u® =argR"} (23)

where

n

RY = r(k)= S Bk’

n
k=1 k=1

E(u("’l)fej“ + i Z[K] (24)

is complex Gaussian distributed with the joint atindal probability density function (pdf) of its

real and imaginary parts, givesik] andu®™?, k =12,---,n, denoted a§ andu, i.e.,

2 2
ZZZUR(H) ZUR(n)

fR<n)|§,u(Rr(n)’R(n)|§’U): 1 exp{— (R(”)—Re{me})z+(F<’,(”)_|m{mR<n)})z o5

where m, = kZ:|§[k]|2 E(u("‘l)faf is

E(u("‘l)fe"” is the conditional mean, ana’, =zn:|§[k]|2
k=1

the conditional variance of its real or imaginargrtp The conditional pdf ofu™ is thus

(u(”) |§,u)= fo(u(”),y(g?a)[ZO] where

u(”)|§,u

fo (X, V) = %T e’ [1+ Jany cosxe’™* XQ(— \/Z/cosx)] , (26)
2 SRR .
o Mol _ & i i iti () N P
V(,u 20% 207 is the conditional SNR oR™, and Q(x) zﬂjx'e dt is

the Q-function. Finally, the MSE for the estimatioinu at time indexn is

13



0%, = j(u(n))z f (u(n))du(n) 27)

where f (, ()= Egyu{fumlg’u(u(”) |3,u)} is the unconditional pdf afi®
The exact evaluation odfj(n) is practically infeasible since the unconditionaf pf u(™

involves the expectation over the previously estedau®™, which in turn requires the
knowledge of the unconditional pdf af*?, k=12--,n. Even the widely used modified

Cramer-Rao bound (MCRB) analysis [21] is still edéle since the calculation

MCRB(0?,, )= L (28)

= e 0%In f . (R™,R7[5,u)
Su) FRMEG) >

also requires that the unconditional pdfudf?, k = 12,---,n, is known.

To avoid the direct evaluation of the MSE but giliitain a meaningful indication of it, a

lower MSE bound obj(n) , referred to aRecursive MSE Bound, is obtained asee Appendix)

(n)
vses(oz, )= L
(n) )5

sinh-l( yt n)— (29)

—n)

1% y

where 7" is the average SNR & , which is recursively determined by
1

n=1
2Ny

—(n) _
a yor g = m u-y). n>1 0
J 2,,( T )

and sinh‘l(x) = In(x+ x? +1) denotes the inverse hyperbolic sine function.

Eq. (29) also applies to DBS after the beam scansoheme is incorporated. For a linear

sin[N uj
2

————2 and the
N sin(uj
2

ViR
2y f )

hybrid array of two side-by-side subarrays with elements, we have, (u) =

Since the

| (14(n2)
incremental ofy(“) in (30) will be %VIJPS(U j

14



average SNR is only updated evely samples (assuming a one sample subframe), the

convergence rate is reduced by a factoNaf

V. SIMULATION RESULTS
The proposed AoA estimation algorithms are simdlateing a planar hybrid array of four
interleaved subarrays and a planar hybrid arrajoof side-by-side subarrays respectively, as
shown in Fig. 1. Each subarray has 16 elementsigethas a 4 by 4 matrix and there are 2

subarrays placed along x-axis and y-axis respdgtivesulting in a large array of 64 elements.
The element spacing is half of the wavelength, 'de.:/]—z‘:. The incident angles of the received

signal are set to 40 degree in zenith and O deagraeimuth, corresponding to, =2. 01%hd
u, =0 respectively. The SNR per antenna element iscsetl® dB. The reference signal is a

realization of a complex Gaussian distributed ramdaynal.

The simulation results using DBT with updating dméént 1 = 0.001for the hybrid array
of interleaved subarrays are shown in Fig. 4 and % Fig. 4 shows the estimated phases of the
cross-correlations along x-axis and y-axis verdus mumber of iterations respectively. The
estimated values after 400 iterations are 1.979 (@d6 respectively, corresponding to 39.05
degree in zenith and 0.46 degree in azimuth. Fighd&@ws the normalized array factors for an
interleaved subarray and the overall hybrid arespectively. We see that the grating lobe in the
subarray is suppressed after combining the fouarsaps. The final beamwidth of the hybrid
array is similar to that of an interleaved subaraaythe aperture of the interleaved subarray is
similar to that of the hybrid array.

The simulation results using DBS with updating &icefnt 1 =0.001and 5= 025for
the hybrid array of side-by-side subarrays are shimaFig. 6 to Fig. 9. In this case, the correct

arg{Rx} andard(Ry} values are 1.7943 and O respectively. The Ipless] values are —2.6930,
—-1.1222,0.4486,2.0194, and 3.5902, and the possibjevalues are-3.1416--1.5708, 0, 1.5708,

and 3.1416. There are total 25 different beamscém,sso that there are 25 subframes in one

15



scanning frame. The number of samples in one swiefia set to 4 in the simulation and thus one

scanning frame has 100 signal samples. Fig. 6 teftie estimateahrdRJ andarley} versus

the number of iterations respectively for 4 scagrirames. Compared with Fig. 4, we see that the

convergence is slower than that of DBT using ie@red subarrays. Fig. 7 shows theand u,

values when the beams are sequentially scanned8 Bigows the estimated signal powers for all
beams during the beam scanning. We see that thepgmeeer in each scanning frame appears

when the beam with the forth value of and the third value afi, is scanned, and thus this beam
is detected as the correct one. The estimatednd u, values after 4 scanning frames are 1.970

and —0. 022 respectively which correspond to 38.84 degree dnitta and — 064degree in
azimuth. Finally, Fig. 9 shows the normalized arf@gtors for the side-by-side subarray and the
overall hybrid array respectively. We see thatratenbining the subarrays the beamwidth of the
hybrid array is reduced significantly. Comparedhvwiig. 5, we also see that, though the subarray
patterns are different for the interleaved anddide-by-side subarrays, the overall hybrid arrays
after the AOA estimation are very similar. This medhat the subarray configuration does not
affect the overall beamforming accuracy though Bleamforming algorithms have different
complexities and convergence speeds.

Finally, the simulated MSEs for the DBT algorithmder different SNRs per subarray are
plotted in Fig. 10, which are obtained after averggver 100 independent simulations. Note that
the subarray SNR of =5 dB corresponds to the —10 dB element SNR, dimeesubarray has 16
elements, and two subarray correlations are cordbioethe AoA estimation (thus the gain is
10log(16) dB + 3 dB =15 dB). The calculated reatedMSE bounds are also displayed on the
same figure. We see that at lower SNR the MSE bdsndchther loose. However as SNR

increases, the recursive MSE bound becomes tighter.

V1. CONCLUSIONS
A hybrid adaptive antenna array with two differesubarray configurations and the

associated AOA estimation and beamforming algorsthere proposed to simplify the
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implementation of large adaptive antenna arrayseaally at mm-wave frequencies. It has been
shown that the proposed DBT and DBS algorithmsestimate the AoA information for hybrid
arrays of interleaved and side-by-side subarragsedively without the knowledge of a reference
signal or signal synchronization. The DBT algorithas lower complexity and converges faster
than the DBS algorithm but it requires the emploghad interleaved subarrays, whereas the DBS
algorithm can be used for beam acquisition in aemanmactical hybrid array of side-by-side
subarrays. The proposed AoA estimation can be flated as a phase estimation problem under
recursive nuisance parameters and a recursive M&mldbis derived to give a meaningful
indication of the estimation performance. The dfecof mutual coupling and other practical

impairments in the hybrid array will be studiedr future research.

APPENDIX RECURSIVEMSE BOUND

The lower MSE bound is obtained by replacihg, u ( ) with a known phase distribution

determined only by the average SNRR¥ , defined by

AR HEE {Hk]'} BT SR 0 L W) SESY

k=1 k=1

The known pdf ofu™ is chosen as the phase distribution under Rayl&Edmg channel [20]

since|§[n]| in (21) is Rayleigh distributed, i.€,, (u(”)): fl(u(”),V(”)) where

1 \/}_/COSX T \/}_/COSX
f.(x, + —tantA——— |. 32
)= 271+ ysin® ) 277(1+ ysin x)y { J1+ ysinzx] ¢

The justification is that if the subarray radiatipattern is omni-directional, i.e.E(u):

fl(u(”),y(”)) will be the true phase distribution in Rayleighifeg channel.

P.(u) <1 in practice, which will lead to a reduced SNR, #dotual MSE in (27) wil

be always greater than that calculated usﬁ{{g(“), 17(“)), ie,

Ol 2 ]T(u(”) )2 fl(u(”) " bu(”) : (33)
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Therefore, the right-hand side of (33) represemtsver MSE bound, denoted MSEB(JE(H)).

Furthermore, from (317(1) can be determined as

a1 o2l 1 7 sin(Nu@)
™ ZE}EU(o)ﬂPs(U(O)l }_ V,J

=_— du(O)
47" YN sin(u®®

1
= 34
2NV (34)

where the initialu® is assumed to be uniformly distributed[+nﬂ, 7T), and ;7(“) for n>1 can be

recursively determined as

go=t .1 yj’ B ()7 1, ) .. +% yf B (um)7 1, ulr, 1Yy

on” 27
=y +% y]z E(u(”‘ )XZ f, (u(”‘l) i )du(”’l) , for n>1. (35)

The MSE bound calculated based on the above reelysietermined average SNR is thus called

Recursive MSE Bound.

At high SNR f,(x,y) in (26) can be approximated as the Gaussian uliion

fo(x,y)z\/]:l;exp(— yxz), fo-rn<x<n, (36)
and accordinglyfl(x, y) can be approximated as

e +1

f.AX V) =—F—, fo-rn<x<n, 37
(%) 277(yx2+1)w (37)

after normalizing it to satisfy the conditioﬁ fl(x, y)dx =1. A closed-form equation of the MSE

v/

bound is then obtained as

mseB(o7, )= () £, (u, o

(38)
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Fig. 1. Hybrid antenna arrays of interleaved lingaarrays (top left) and planar subarrays (top
right) versus hybrid antenna arrays of side-by-didear subarrays (bottom left) and planar

subarrays (bottom right). Different subarrays drevn in different fill patterns.
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Fig. 7. Beam search via, (solid line) andu, (dashed line) scanning.
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Fig. 8. Power profile of different beams. Peak poindicates the correct beam.
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